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Abstract

The fifth generation (5G) and beyond-5G networks aim to meet the rapidly
growing traffic demands while considering the scarcity of radio resources and
the heterogeneity of services and technical requirements. Non-Orthogonal
Multiple Access (NOMA) has been considered a key technology to address
resource scarcity by enabling more users to share the resources. Furthermore,
network slicing tackles the requirements’ heterogeneity by partitioning the
physical network into multiple logical slices. In this study, the aforemen-
tioned key technologies are adopted to maximize the overall throughput and
satisfy the technical requirements of a multi-slice system. We formulate an
optimization problem in a multi-slice cooperative NOMA-based system with
underlay D2D communications that jointly addresses user grouping, radio re-
source blocks allocation, and D2D admission. Its objective is to maximize the
overall system throughput while considering each slice’s constraints. Given
the complexity of the optimization problem, we propose a three-step, low-
complexity solution: a matching theory-based approach for the user grouping
and the D2D admission sub-problems, and a heuristic approach for the re-
source blocks allocation sub-problem. Numerical results demonstrate the:
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1) low complexity of the proposed solution; 2) high impact of interference
cancellation imperfection; 3) superior performance of the proposed solution
compared to literature baselines. Specifically, under dense network, our so-
lution achieves up to 34% enhancement in overall system throughput, up to
35% improvement in D2D admission, and up to 125% and 32%, respectively,
in cellular users and D2D pairs satisfaction. It also outperforms under strict
eMBB and URLLC requirements. Also, results show significant overesti-
mation in Shannon’s evaluation of URLLC throughputs considered in some
papers from the literature compared to the finite block length evaluation con-
sidered in our work, particularly at higher URLLC reliability requirements.

Keywords: Cooperative non-orthogonal multiple access (CNOMA),
Device-to-device (D2D) communications, eMBB, Resource allocation,
URLLC

1. Introduction

The rapid development of wireless technology has led to a substantial
increase in the number of connected devices and the resulting data traf-
fic. Cisco expects an increase in the number of networked devices to reach
29.3 billion by the end of 2023 [2, 3]. Furthermore, these devices reflect
diverse applications and consequently have heterogeneous services and tech-
nical requirements in terms of throughput, latency, reliability, massive con-
nectivity, and energy consumption. This heterogeneity presents a challenge
to the one-size-fits-all architecture of the previous network generations as
they are unable to completely handle it [4, 5]. Three main service categories
have been considered as the fifth generation (5G) pillars, they are as follows:
(i) enhanced mobile broadband (eMBB), which refers to services requiring
high data rates; (ii) ultra-reliable and low latency communications (URLLC)
which refers to mission-critical applications with high reliability and low la-
tency; (iii) massive machine-type communications (mMTC), which stands
for massively connected and energy-constrained services [4]. Next-generation
networks (i.e., beyond 5G (B5G)/sixth generation (6G)) are envisioned to
extend upon these 5G basic service categories into services with combined
features and more stringent requirements, including especially much higher
data rates, and sub-millisecond latency [6, 7].

In light of these stringent requirements, new key technologies are consid-
ered as promising solutions for next-generation networks; these technologies
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include the evolution of certain 5G technologies as well [8]. Among these key
technologies, Non-Orthogonal Multiple Access (NOMA) has been reported
by the International Telecommunication Union (ITU) as one of the future
technology trends towards 2030 and beyond [9]. NOMA has been considered
as a viable solution capable of boosting massive connectivity [10, 11] and
achieving spectral [12] and energy efficiency [13], and lower latency [14, 15]
for 5G and B5G systems. These benefits stem from NOMA’s ability to
efficiently manage multiple user access, a crucial factor in overcoming the re-
sources scarcity challenge. This is particularly in light of the ten-fold increase
in connection density envisaged in next-generation networks compared to 5G
networks [8]. In the previous network generations, Orthogonal Multiple Ac-
cess (OMA) technique has been utilized. It consists of allocating resource
blocks (RBs) to users in an orthogonal manner [16]. OMA technique avoids
interference between users but fails to meet the massive connectivity demand
of 5G and B5G networks. Unlike OMA, NOMA1 technique permits multiple
users to share the same RBs simultaneously; these users form a NOMA group
[17]. NOMA employs superposition coding (SC) at the transmitter side and
successive interference cancellation (SIC) at the receiver side. In other terms,
in downlink transmission, the base station (BS) transmits a superposed sig-
nal (i.e., a linear combination of the messages of the users within the same
NOMA group) where each user is differentiated by a power coefficient (i.e.,
power-domain multiplexing). Then, to suppress a portion of the resulting
interference on the users’ side, each user performs the SIC process whereby
rather than considering the messages of other users as noise, it decodes and
eliminates the messages of all users having lower channel gains to BS one by
one before decoding its own [18]. However, the messages of users with higher
channel gain are not suppressed by SIC; they instead act as interference
known as co-channel interference.

Besides the conventional NOMA, the cooperative NOMA (CNOMA) sce-
nario has been proposed in [19]. CNOMA consists of employing cooperative
communications to extend the coverage, and enhance the performance of the
weak or cell-edge users. Taking advantage of SIC, the strong or cell-center
user acts as a relay and forwards to the weaker user in the same NOMA
group, its message. A significant part of NOMA-based systems literature is

1In this paper, NOMA refers to power-domain NOMA; code-domain NOMA is out of
the scope of this paper.
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devoted to CNOMA, but the frequency resource block allocation problem in
CNOMA systems is not thoroughly investigated.

Likewise NOMA, Device-to-Device (D2D) communication has been con-
sidered as a promising key technology for proximity communication. D2D
communications provide diverse proximity-based services by enabling direct
communication between proximate devices (i.e., D2D pairs), bypassing the
BS [20]. Thus, D2D communication can greatly enhance the system through-
put, and reduce the end-to-end latency. As per CISCO’s annual internet re-
port (2018-2023), the D2D links, referred to as machine-to-machine (M2M)
links, are expected to increase up to 14.7 billion by the end of 2023 [2, 21].
The operation of these D2D communication links can be categorized in terms
of spectrum utilization into two modes, namely, in-band and out-band modes.
In the in-band mode, the D2D devices can utilize the licensed spectrum (i.e.,
the cellular spectrum). The in-band mode can be further categorized into:
(i) in-band underlay mode, i.e., the cellular users and D2D devices share the
same resource blocks at the expense of cellular-D2D interference, and (ii)
in-band overlay mode, i.e., a number of resources are reserved for D2D com-
munications only, at the expense of wasting resources at the time of low D2D
demand. However, in the out-band mode, D2D communication utilizes the
unlicensed spectrum (i.e., the Industrial, Scientific, Medical (ISM) band).
Thus, D2D communication will be vulnerable to uncontrolled interference
from devices and technologies operating in the crowded ISM band, and con-
sequently, their services are hard to be satisfied [22]. Overall, the in-band
underlay mode, where controlled interference management can be applied,
provides the higher spectral efficiency2. Motivated by the ultra-massive con-
nectivity demand of the expected dense next-generation networks, incorpo-
rating the underlay D2D communications in a NOMA-based cellular system
reflects a dense and diverse practical B5G/6G scenario. Our paper is fo-
cusing on this scenario. However, the challenge in such a scenario refers to
effectively managing the interference that results from sharing cellular users’
resources with D2D devices while ensuring the satisfaction of their heteroge-
neous services. The coexistence of heterogeneous services in such a scenario
is the primary focus of this study.

2Several studies have been conducted for D2D mode selection depending on the in-
vestigated environment and channel dynamics, however, this is out of the scope of this
paper.
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In particular, in our study, we focus on the coexistence of two services,
i.e., the eMBB and URLLC services, and guaranteeing their technical re-
quirements. Due to the sensitivity of URLLC services requirements, signifi-
cant progress has been made in URLLC communication. In order to address
their latency and reliability requirements, the packet size and the transmis-
sion time interval (TTI) are shortened, respectively [23]. Specifically for the
latter, flexible waveform numerology has been enabled. This numerology
enables the adjustment of sub-carrier spacings (SCS). The SCS can take a
value equal to the base SCS considered in LTE, i.e., 15 KHz, or scaling it
up by a factor of 2µ, where µ = {0, 1, 2, ...} [24]. Consequently, the TTI,
i.e., 1 millisecond, is shortened by 2µ, satisfying the faster transmission re-
quirement of the URLLC communication [25]. The choice of µ-numerology,
consequently, the SCS and the TTI (time slot) duration are defined by 3GPP
based on the application environment [25]. Moreover, the TTI can be further
shortened by introducing the mini-slot timings, where each mini-slot can oc-
cupy 2, 4, or 7 symbols in the time domain. The coexistence of URLLC with
other services in 5G networks occupied a significant effort from research and
standardization bodies. However, it still needs to be addressed for B5G/6G
networks due to the more stringent requirements: sub-millisecond latency
and ultra-high reliability (≤ 10−5 error probability) of the emergent URLLC
applications [23, 26, 27].

In this paper, to enable the coexistence of eMBB and URLLC services,
we leverage network slicing. Specifically, we focus on RAN slicing, to have
two isolated 3 slices, each for a service type. We adopted a dynamic sharing
scheme, where no pre-reservation of resources for each slice. We investigate
a cooperative NOMA-based cellular system with underlay D2D communi-
cation, where each cellular user (CU)/D2D pair provides either eMBB or
URLLC service, i.e., belongs to the eMBB or URLLC slice, respectively. At
the level of sharing resources between CUs (i.e., using NOMA) and between
CUs and D2D pairs (i.e., D2D communication underlaying cellular commu-
nication), users (CUS and D2D pairs) of different service types referring to
different slices can not share the same resources. To the best of our knowl-
edge, no existing work from the literature has addressed the joint problem

3Slice isolation ensures that changes to one slice do not affect the required services
satisfaction of another. This can be achieved by either pre-reserving fixed resources with
restricted access (fixed sharing scheme) or by defining requirements for each slice to be
guaranteed without restricting resource access (dynamic sharing scheme) [28, 29].
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of cellular users grouping, radio resource allocation, and D2D admission in
a multi-slice CNOMA cellular system with underlay D2D communications.
In particular, in this study, we first enable the grouping of CUs and D2D
pairs having similar service requirements in the same slice. We then pro-
vide a three-step low-complexity approach for each slice, wherein CUs are
first grouped into NOMA groups, then resource blocks are allocated to each
NOMA group, and finally, the D2D pairs are admitted to share the RBs
allocated to each NOMA group. We analyze the performance of the pro-
posed solution. We use three performance metrics, namely, the overall sys-
tem throughput, D2D admission ratio (i.e., the ratio of admitted D2D pairs
to the maximum number of D2D pairs 4 permitted in the system), and the
CUs and D2D satisfaction in terms of their technical requirements. Based
on the aforementioned observations in the literature, the key contributions
of this work are summarized as follows:

• We consider the coexistence of two slices, eMBB and URLLC, in a coop-
erative NOMA-based cellular system with underlay D2D communica-
tions. In particular, the two slices have different technical requirements:
a high data rate, and a low latency and high reliability, respectively.

• We formulate an optimization problem that jointly addresses cellular
users grouping, radio resource blocks allocation, and D2D admission.
Its objective is to maximize the overall system throughput while sat-
isfying the technical requirements of the two slices. We model the
throughput of the eMBB CUs and D2D pairs using Shannon’s evalua-
tion (following the infinite block-length regime), while we model that
of URLLC users by following the finite block-length regime (FBL) due
to the considered short packet communication.

• We propose a three-step, low-complexity solution to the optimization
problem: a matching theory-based approach for the cellular users group-
ing and the D2D admission sub-problems, and a heuristic approach for
the resource blocks allocation sub-problem.

• We evaluate the system’s performance in terms of the overall system
throughput, the ratio of admitted D2D pairs, and the satisfaction of

4The maximum number of D2D pairs is pre-defined to limit the D2D-cellular interfer-
ence inline with the underlay D2D literature [30, 31, 32, 33].
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CUs and D2D pairs based on their corresponding slices’ technical re-
quirements.

The rest of the paper is organized as follows. Section 2 presents the
state of the art. Section 3 demonstrates the system model. The problem
formulation and the proposed solution are presented in Sections 4 and 5,
respectively. Section 6 presents and discusses the numerical results. Finally,
Section 7 concludes our work and gives some perspectives.

2. Related Works

Numerous research works have been conducted to investigate the benefits
and possible application scenarios of CNOMA-enabled systems. In [34], the
authors address an uplink CNOMA scenario, where a dedicated half-duplex
relay connects the cellular users with the BS. The authors analyze the users’
average achievable throughput and the outage probability. In [35], a downlink
CNOMA system is considered with and without direct link between the BS
and users, with a dedicated half-duplex relay connecting them. The authors
analyze the outage probability and bit error rate under different system hard-
ware impairments. The authors in [36] propose a CNOMA-based cognitive
radio system, where a near secondary user acts as a full-duplex relay assisting
a far primary user. Then, the outage probability and the average achievable
throughput are analyzed. The aforementioned works [34, 35, 36] consider
a three-node simple scenario: the source, the relay (near user), and the far
user, excluding the realistic multi-user scenario. In this context, authors in
[37, 38, 39, 40] consider a multi-users CNOMA scenario. In [37], a multi-
tier CNOMA scenario is proposed, where cooperation among NOMA users
is considered. Then, the outage probability and throughput are analyzed.
Apart from carrying out a performance analysis only as in [34, 35, 36, 37],
the authors in [38, 39, 40] optimize user pairing and power allocation to
maximize the overall system throughput. A full-duplex CNOMA-based cel-
lular system is considered in [38], and a coordinated multipoint system to
mitigate the intercell interference in [39]. However, authors in [40] consid-
ered an energy-harvesting-enabled half-duplex CNOMA system. In CNOMA
systems, optimizing the frequency resources allocation of CNOMA users is
crucial to balance the trade-off between strong and weak users’ performance,
ensuring the overall performance does not deteriorate. However, this is not
thoroughly investigated in the aforementioned works.
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Besides, for incorporating D2D communications in cellular NOMA-based
systems, different research works have been conducted as in [31, 32, 33, 41,
42, 43, 44]. In [31, 32, 41], the authors propose D2D communications un-
derlaying cellular CNOMA-based system. In [31], the authors optimize the
computing resource, power, and channel allocation to minimize the overall
energy consumption and delay in a mobile edge computing system. In [32],
the authors aim to maximize the overall system throughput. They optimize
the admission of D2D communication undelaying a CNOMA-based cellular
system, i.e., which D2D pairs share the radio resources allocated to CNOMA
users while ensuring the common quality of service (QoS) requirements of
both cellular users and D2D pairs. In [32], the authors found that the D2D
admission rate is boosted. This is due to the improved cell-edge users’ per-
formance in the CNOMA scenario, which leads to a greater acceptance of
the underlay D2D pairs without degrading the overall QoS. While in [41],
the authors aim to maximize the fairness among CUs and D2D pairs along-
side the overall system throughput, that’s by optimizing channel and power
allocations. The works conducted in [33, 42] study NOMA in the underlay
D2D communications, where multiple NOMA-based D2D groups share the
channel allocated to one cellular user. The authors optimize subchannel and
power allocation with the aim of maximizing the overall system throughput.
Differently from the aforementioned works, authors in [44, 43] study mutual
SIC NOMA system between cellular users and underlay D2D pairs. In [43],
only one D2D pair shares the uplink channel allocated to one uplink cellular
user, while mutual SIC is applied to remove the D2D-BS and cellular users-
D2D interference. They formulate a joint D2D channel and power allocation
to maximize overall D2D throughput while ensuring only a common mini-
mum throughput requirement for cellular users. In contrast to [43], in [44],
authors propose a system where multiple D2D pairs share the channel allo-
cated to two downlink cellular users. Their goal is to increase the spectral
efficiency and the number of admitted D2D pairs, and keep fairness among
them. To achieve this objective, they formulate an optimization problem for
maximizing the minimum data rate of the D2D pairs. Therefore, they assume
random cellular users pairing, and they develop a joint power and channel
allocation to determine the share of channels by the D2D pairs. Their so-
lution considers a constraint on the interference level that all cellular users
would be exposed to. Meanwhile, the interference that the D2D pairs would
be exposed to is neglected. Moreover, the solution misses quantifying the
considered common interference constraint on the cellular users as a system-
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level performance metric (i.e., data rate, latency, etc.) to satisfy. It is clear
that the proposed scenarios in the aforementioned works have not addressed
the coexistence of diverse service types among cellular users and D2D pairs
and consequently different technical requirements and constraints.

Meanwhile, several research works studied the coexistence of different ser-
vice types in NOMA-based cellular system [45, 46, 47, 48]. In [45], the authors
investigated the coexistence of eMBB and URLLC services by adopting a
puncturing or NOMA superposition technique for pairing an eMBB/URLLC
users pair. They aim to maximize the minimum throughput of eMBB users
and satisfy URLLC users’ requirements by optimizing the RBs allocation of
the users. In [46, 47, 48], the authors consider different RAN slices for dif-
ferent service types. They propose a NOMA-based mobile edge computing
system, where the system users are associated into slices according to their
diverse communication and computing latency requirements. The authors in
[46] address the joint problem of user clustering, communication and com-
puting resources allocation, and power control for the NOMA users. The
objective of the study in [46] is to minimize the total energy consumed by
the uplink NOMA users when offloading their computing tasks to the edge
computing server. This minimization problem is subject to constraints im-
posed by the slices’ latency requirements. In [47], based on the framework
established in [46], a similar problem is addressed under the objective of
energy-aware latency minimization for both local computing and edge of-
floading. However, in [48], the authors address this joint problem by offering
the users hybrid access between NOMA and OMA to alleviate the induced in-
terference of NOMA scheme. The aforementioned works [45, 46, 47, 48] have
not employed cooperative communication between NOMA users to reap the
benefit of CNOMA communication.

A general and clear comparison between our work and the aforementioned
related works is presented in Table 1.

The next section presents the proposed system model, including the cor-
responding equations.
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Table 1: Brief comparison with recent related works.

Ref. Technology
CUs
Grouping

D2D
Admission

RBs
Allocation

eMBB-
URLLC
Coexist

URLLC
throughput
evaluation

Performance
Metric

[1]
CNOMA-
Underlay
D2D

✓ ✓ ✓ Shannon’s
evaluation

sum throughput;
number of
admitted D2D
pairs

[44]
NOMA-
Underlay
D2D

✓ ✓

D2D sum
throughput;
D2D mean
throughput;
D2D throughput
fairness; D2D
admission rate

[33]
NOMA-
Underlay
D2D

✓
sum throughput;
mean throughput;
outage
probability

[30]
OMA-
Underlay
D2D

✓ sum throughput

[31]
NOMA-
Underlay
D2D

✓

energy
consumption;
total latency;
total cost
(weighted sum of
energy
consumption and
latency)

[34,
35,
36,
37]

CNOMA

[34]:users outage
probability;
sum-capacity
[35]:users and
overall bit error
rate; users and
overall outage
probability
[36]:outage
probability,
sum capacity
[37]:sum
throughput;
outage
probability

[40] CNOMA ✓ sum throughput

Continued on next page
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Table 1 – continued from previous page

Ref. Technology
CUs
Grouping

D2D
Admission

RBs
Allocation

eMBB-
URLLC
Coexist

URLLC
throughput
evaluation

Performance
Metric

[38] CNOMA ✓
sum throughput;
mean throughput;
computation time

[39] CNOMA ✓ sum throughput

[42]
NOMA-
Underlay
D2D

✓
sum throughput;
number of
admitted D2D
pairs

[43]
NOMA-
Underlay
D2D

✓
D2D sum
throughput; mean
D2D throughput

[46,
47]

NOMA ✓ ✓

[46]:energy
consumption;
spectral and
energy efficiency;
computing time
fairness
[47]:total latency;
energy efficiency

[48]
OMA/
NOMA

✓ ✓ total energy
consumption

[41]
NOMA-
Underlay
D2D

✓ ✓

sum throughput;
D2D and CUs
average
throughput
fairness

[49,
50]

OMA-
Underlay
D2D

✓ Shannon’s
evaluation

[49]:CUs, D2D
and sum
throughput ;
number of
admitted D2D
pairs
[50]:sum
throughput;
number of
satisfied eMBB
users

[45] NOMA ✓ ✓ ✓ FBL
evaluation

mean eMBB
average
throughput;
eMBB average
throughput
fairness; minimum
eMBB average
throughput

Continued on next page
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Table 1 – continued from previous page

Ref. Technology
CUs
Grouping

D2D
Admission

RBs
Allocation

eMBB-
URLLC
Coexist

URLLC
throughput
evaluation

Performance
Metric

[51] NOMA ✓ FBL
evaluation

reliability and
throughput
fairness

[52] NOMA ✓

Overall system
latency (energy
harvesting and
transmission
time)

This
work

CNOMA-
Underlay
D2D

✓ ✓ ✓ ✓ FBL
evaluation

sum throughput;
D2D admission
rate; CUs and
D2D satisfaction
(throughput,
latency and
reliability)

3. System Model

In this section, the system model is described. Specifically, the network
model is first explained, and the CUs and D2D pairs signal model is detailed.
Then, the throughput equations of eMBB and URLLC CUs and D2D pairs
are formulated following Shannon’s evaluation and finite block-length evalu-
ation, respectively. The proposed system scenario is depicted in Fig. 1, and
the notations used in this paper are summarized in Table 2.

3.1. Network Model

Consider the downlink transmission scenario of a power-domain NOMA-
based cellular network5 with one BS. The set of available radio RBs is denoted
by R = {r|1 ≤ r ≤ |R|}, where each RB has bandwidth B. The BS serves
a set of cellular users U= {i|1 ≤ i ≤ |U|}. Denote by D= {d|1 ≤ d ≤ |D|},
the set of D2D pairs that require admission to underlay the cellular network
and share the RBs allocated to the cellular users. Each D2D pair consists of
a D2D transmitter and D2D receiver with a maximum transmission distance
between them. The cellular users and D2D pairs are distributed in the whole
cell. However, more details on their distribution can be found in Section
6. The BS, the CUs, and D2D pairs are assumed to be equipped each with

5Note that the inter-cell interference is assumed to be avoided using interference miti-
gation mechanisms.
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a single antenna6. The CUs and D2D pairs can provide two service types:
eMBB service and URLLC service. We assume that each CU and D2D pair
can provide only one service type, thus the CUs and D2D pairs are divided
into two classes based on their service type. To enable the coexistence of
these two services, RAN slicing is adopted, and thus two isolated slices are
formed as follows:

• eMBB slice: corresponds to the cellular users and D2D devices that
have a minimal data rate requirement.

• URLLC slice: corresponds to the cellular users and D2D devices that
have a maximal delay requirement for a reliable transmission.

For the sake of presentation, the set of the two slices is denoted by S =
{s|1 ≤ s ≤ |S|}. We denote by Us and Ds, the sets of cellular users and D2D
pairs associated to slice s ∈ S, respectively.

Downlink NOMA is employed to provide access for CUs. Thus, multiple
CUs can be allocated the same RBs to receive from the BS. These multiple
CUs form a NOMA group; details about NOMA grouping of CUs will be
provided later. Meanwhile, by adopting the underlay D2D communication
mode, D2D devices are allowed to share the RBs allocated to each NOMA
group7. We consider orthogonal slicing, so only CUs and D2D devices from
the same slice can share the same resources. Therefore, within each slice s,
the system’s scenario is detailed as follows:

• The cellular users Us are assumed to be grouped into different NOMA
groups. The cellular users in the same NOMA group are allocated the
same RBs. Due to the SIC computational complexity at CUs’ receivers
that grows with the number of CUs in the same NOMA group (i.e.,
O(.3)) [53], and in line with most of the NOMA literature [19, 41], we
assume that each NOMA group is formed by only one weak CU and
one strong CU. Specifically, the CUs are assumed to be classified into
two sets: strong and weak with relatively large and small channel gains

6It is worth mentioning that the network model can be expanded for the scenario where
the BS and the users are equipped with multiple antennas.

7Hereinafter, the ”RBs allocated to a NOMA group” refers to the RBs allocated to the
CUs that form this NOMA group.
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Table 2: Notations

Notation Definition
R Set of resource blocks
B Bandwidth of each RB r
S Set of slices
U Set of CUs
D Set of D2D pairs
Us Set of CUs in slice s
U st
s ;Uwe

s Set of strong; weak CUs in slice s
Ns Set of NOMA groups in slice s
Ds Set of D2D pairs in slice s
P r
u ;P

r
v Allocated power for strong;weak user over RB r

P r
c Cooperative relaying power of strong user over RB r
P r
d D2D transmit power over RB r
Rmin Minimum throughput requirement of eMBB slice
τ Target transmission time of URLLC slice
X Packet size
L Block-length
N0 Noise power spectral density
q Maximum number of D2D pairs allowed to share RBs of each NOMA

group
hru Channel gain between BS and strong user u over RB r
hrv Channel gain between BS and weak user v over RB r
hrd Channel gain from Tx to Rx of D2D pair d over RB r
hu,u The channel gain of the self-interference at the strong user
hr∗,∗′ Channel gain from any transmitter ∗ to receiver ∗′ over RB r
ρ Residual self-interference factor
ω Imperfect SIC factor
ηki Decision variable for user i to be in NOMA group k
λkr Decision variable for RB r to be allocated to NOMA group k
ηkd Decision variable for D2D pair d to share RBs allocated to NOMA

group k
bu, bv, bd Binary satisfaction variable of strong user u; weak user v; D2D pair d
|A| Cardinality of any set A
A\B Set difference(
a
b

)
number of all possible combinations of b elements out of a elements,
computed as a!

b!(a−b)!
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to the BS, respectively8. Without loss of generality, the strong CUs
are assumed to be close to the BS, and weak CUs are farther. We
denote by U st

s = {u|1 ≤ u ≤ |U st
s |} and Uwe

s = {v|1 ≤ v ≤ |Uwe
s |},

the sets of strong and weak cellular users, where U st
s ∪ Uwe

s = Us and

|U st
s | = |Uwe

s | =
|Us|
2
. We denote by Ns = {k|1 ≤ k ≤ |Ns|} the set of

NOMA groups in slice s ∈ S.

• Within each NOMA group k ∈ Ns, cooperative NOMA is considered,
so the strong CU acts as an in-band full-duplex relay that forwards to
the weak CU its message. Due to the imperfect self-interference (SI)
cancellation techniques [54], the strong CU will still be affected by a
residual SI level [55], quantified by ρ ∈ [0, 1].9

• For the underlay D2D communication, at maximum, q underlay D2D
pairs can share the RBs allocated to each NOMA group k ∈ Ns [33,
30, 32, 31]. This is to limit the D2D-cellular interference.

Binary decision schemes are used to determine the cellular users grouping
into NOMA groups, the RBs allocated to each NOMA group, and the D2D
admission (i.e., which D2D pairs share the RBs allocated to each NOMA
group). The binary variable ηki indicates whether the cellular user i ∈ Us is
associated to a NOMA group k ∈ Ns, or not. Similarly, λkr denotes whether
RB r ∈ R is allocated to NOMA group k ∈ Ns or not, and ηkd indicates
whether D2D pair d ∈ Ds shares the RBs allocated to NOMA group k ∈ Ns,
or not. These variables are defined in the following equations:

ηki =

{
1, if i ∈ Us is in NOMA group k

0, otherwise
, (1)

λkr =

{
1, if r ∈ R is allocated to NOMA group k

0, otherwise
, (2)

8This classification into strong and weak sets in terms of channel gain strength is in
line with the need of disparity in channel gain between users of same NOMA group for
ensuring better performance and SIC success [19]. Whenever this is not the case, artificial
modification of channel gains for introducing channel gain disparity is investigated, and
this is out of the scope of the paper.

9ρ indicates the ratio of the residual SI after SI cancellation; a ρ = 0 indicates perfect
SI cancellation, and ρ = 1 indicates no SI cancellation at all.
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Figure 1: Multi-slices CNOMA-based cellular network with underlay D2D communications
[1]

and

ηkd =

{
1, if d ∈ Ds shares RBs of NOMA group k

0, otherwise
. (3)

3.2. Signal Model

In this section, we detail the received signals and signal-to-interference
plus noise ratio (SINR) at CUs and D2D pairs.

3.2.1. CUs Signal Model

The BS superposes the signals [56] of the two CUs (i.e., a strong CU and
a weak CU) and then sends the superposed signal to both users. Therefore,
within a NOMA group k in slice s ∈ S, the signal received by the strong
cellular user, u ∈ U st

s , over RB r, can be given as:

yru =hru(
√
P r
uxu +

∑
v∈Uwe

s

ηkv
√
P r
v xv)︸ ︷︷ ︸

Superposed signal from BS

+ n︸︷︷︸
noise

+
√
ρhu,u

√
P r
c xc︸ ︷︷ ︸

Self Interference

+
∑

d∈Ds

ηkd
√
P r
dh

r
d,uxd︸ ︷︷ ︸

Interference from D2D pairs

.
, (4)
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where n ∼ CN (0, BN0) represents the additive white Gaussian noise (AWGN),
and N0 is the noise power spectral density. xu, P

r
u , xv, and P

r
v denote the in-

tended messages and allocated power, over RB r, for the strong user u ∈ U st
s

and the weak user v ∈ Uwe
s in the NOMA group k, respectively, such that

P r
u ≤ P r

v . xc and P r
c denote the decoded message of the weak CU at the

strong CU and the relaying power to send it to the weak CU, respectively.
x d and P r

d denote the transmit signal and the transmit power of the D2D
transmitter of pair d ∈ Ds, respectively.

The strong user u ∈ U st
s applies SIC. First, it decodes the weak user’s

message xv, following the ascending channel-based decoding order [57]. Thus,
the received SINR at the strong user u to decode xv can be given as:

γru,v =
|hru|2

∑
v∈Uwe

s
ηkvP

r
v

|hru|2P r
u +

∑
d∈Ds

ηkd |hrd,u|2P r
d + ρ|hu,u|2P r

c +BN0

. (5)

After decoding and subtracting xv, the strong user decodes its own mes-
sage xu without interference. We consider the practical SIC imperfection,
represented by ω ∈ [0, 1]. ω captures the residual interference from the weak
user. Thus, the received SINR at u to decode xu can be given as:

γru,u =
|hru|2P r

u∑
d∈Ds

ηkd |hrd,u|2P r
d + ρ|hu,u|2P r

c + ω|hru|2
∑

v∈Uwe
s
ηkvP

r
v +BN0

. (6)

Then, for the weak user v ∈ Uwe
s in NOMA group k, it receives its data

from both: the BS and the strong user u in the same NOMA group k. It is
also affected by the interference of D2D sharing the RBs allocated to NOMA
group k. Thus its received signal yv , received SINR γv,v to decode the data10

transmitted by BS, and received SINR γv,u to decode data forwarded by the
strong user u can be respectively given as:

yrv =hrv(
√
P r
v xv +

∑
u∈Ust

s

ηku
√
P r
uxu)︸ ︷︷ ︸

Superposed signal from BS

+n

+
∑

u∈Ust
s

ηkuh
r
u,v

√
P r
c xc︸ ︷︷ ︸

Relayed signal from strong user

+
∑

d∈Ds

ηkd
√
P r
dh

r
d,vxd︸ ︷︷ ︸

Interference from D2D pairs

,
(7)

10Following the considered decoding order, the weak CU is the first, so it directly decodes
its data considering the data of the strong CU in the superposed signal as noise.
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γrv,v =
|hrv|2P r

v

|hrv|2
∑

u∈Ust
s
ηkuP

r
u +

∑
d∈Ds

ηkd |hrd,v|2P r
d +BN0

, (8)

γrv,u =

∑
u∈Ust

s
ηku|hru,v|2P r

c∑
d∈Ds

ηkd |hrd,v|2P r
d +BN0

. (9)

The weak CU v utilizes maximal ratio combining (MRC) technique [13] to
merge the signals received from both the BS and the strong user u. So its
received SINR can be given as:

γrMRC = γrv,u + γrv,v. (10)

3.2.2. D2D Signal Model
For each D2D receiver of a D2D pair d that shares the RBs of NOMA

group k, its received signal yrd and received SINR γrd over RB r can be re-
spectively formulated as in (11) and (12):

yrd =
√
P r
dh

r
dxd︸ ︷︷ ︸

D2D transmitter signal

+hrBS,d(
∑
u∈Ust

s

ηku
√
P r
uxu +

∑
v∈Uwe

s

ηkv
√
P r
v xv)︸ ︷︷ ︸

Interference from BS

+ n+
∑
u∈Ust

s

ηkuh
r
u,d

√
P r
c xc︸ ︷︷ ︸

Interference from the strong user

+
∑

d′∈Ds\{d}
ηkd′

√
P r
d′h

r
d′,dxd′︸ ︷︷ ︸

Interference from other D2D pairs

,
(11)

and

γrd =
|hrd|2P r

d

|hrBS,d|2P r
k +

∑
d′∈Ds\{d} η

k
d′ |hrd′,d|2P r

d′ +
∑

u∈Ust
s

ηku|hru,d|2P r
c +BN0

, (12)

where P r
k =

∑
u∈Ust

s

ηkuP
r
u +

∑
v∈Uwe

s

ηkvP
r
v , is the BS power allocated to CUs in

NOMA group k over RB r. As shown in (11), the D2D receiver d is affected
by interference from the BS transmitting to CUs of NOMA group k, the
strong user u transmitting to the weak user v, as well as interference from
the other D2D pairs sharing the RBs allocated to the same NOMA group k.

3.3. Throughput formulation of eMBB slice

For the eMBB slice, the achievable throughput of a strong user u and a
weak user v in a NOMA group k can be formulated, respectively, as follows:

ReMBB
u = B

∑
r∈R

λkr log2
(
1 + γru,u

)
, (13)
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ReMBB
v = B

∑
r∈R

λkrmin(log2(1 + γrMRC), log2(1 + γru,v)), (14)

and the achievable throughput of a D2D pair d ∈ D sharing the RBs
allocated to NOMA group k can be respectively given as follows:

ReMBB
d = B

∑
r∈R

λkr log2(1 + γrd). (15)

The equations (13), (14) and (15) capture the maximum achievable through-
put of the CUs and the D2D pairs using the Shannon capacity form [58].
However, the achievable throughput of URLLC users can not be accurately
captured by the Shannon capacity form. In the next subsection, we will
elaborate more and formulate the throughput of the URLLC CUs and D2D
pairs.

3.4. Throughput formulation of URLLC slice

Shannon’s capacity is defined as the maximum data rate such that block
error probability is made low by choosing a sufficiently large packet length.
Explicitly, it computes the largest transmission rate for which the communi-
cation reliability is feasible regardless of the packet length [59]. However, the
hard latency and reliability requirements of the URLLC service require short-
packet communication; what makes the Shannon capacity does not capture
accurately the throughput of URLLC communication with the short packet
length, and thus the computed latency and reliability are overestimated [23].
Therefore, we use the finite block-length regime approximation formulated
by [60] to capture rate loss with respect to the Shannon rate due to URLLC
short or finite-length packets. Thus the capacity of URLLC CUs and D2D
pairs can be formulated as follows:

CURLLC = C(γ)− 1

ln(2)

√
V (γ)

L
Q−1(ϵ) +O

(
log2(L)

L

)

= log2(1 + γ)− 1

ln(2)

√√√√ V (γ)

τB
∑
r∈R

λkr
Q−1(ϵ) +O

( log2(τB ∑
r∈R

λkr)

τB
∑
r∈R

λkr

)
.

(16)

The first term in (16) denotes the Shannon capacity as a function of γ,
where γ is computed by (6), min((5),(10)), or (12) for strong CU, weak CU,
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or D2D receiver, respectively. The second term denotes the finite block-
length penalty [60]. This penalty depends on the target URLLC block error
probability ϵ = 10−5, and the block-length L = τB

∑
r∈R λ

k
r , where τ = 0.143

ms 11 denotes the target transmission time. Q−1(x) is the inverse of the

Gaussian Q function, where Q(x) = 1√
2π

∫∞
x
e−

t2

2 dt, and V = 1− 1
(1+γ)2

is the
channel dispersion function. However the third term denotes the remainder
terms in the order of O

( log2(L)
L

)
, that can be omitted when L ≥ 50 [60]. Thus,

the achievable throughput of any URLLC CU or D2D pair can be formulated
as follows:

RURLLC
j = B

∑
r∈R

λkrC
URLLC
j , j ∈ U ; j ∈ D. (17)

The next section presents the formulation of our optimization problem,
and the constraints on slices requirements.

4. Problem Formulation

Our problem aims to maximize the overall system throughput, satisfy
the slices’ technical requirements, and increase the number of admitted D2D
pairs. In this section, the slices’ technical requirements and the overall system
throughput are defined. Then, the optimization problem is formulated.

4.1. Slices’ Technical Requirements Setup

Setting the slices’ technical requirements encompasses a binary decision
scheme, where the metric of interest is compared with each slice’s require-
ment, resulting in a binary output: Satisfied (1) or Dissatisfied (0).

For the eMBB slice, the throughput of CUs and D2D pairs must exceed
a predefined threshold. So, the eMBB technical requirement satisfaction can
be formulated as follows :

ReMBB
j ≥ Rmin, j ∈ U ; j ∈ D (18)

For the URLLC slice, the CUs and D2D pairs has high reliability and
low latency constraints12. So, the packet with X bits size must be delivered

11This refers for opting 0-numerology (15 kHz sub-carrier spacing), and 2-symbol trans-
mission time interval.

12Note that we consider the user-plane latency, which captures the one-way transmission
latency, where queuing delay and other types of delay are not considered similar to [61].
This will be considered in our future work.
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within the transmission time interval, τ , reliably with ϵ error probability.
Thus, the URLLC technical requirement can be formulated as follows:

X

RURLLC
j

≤ τ, j ∈ U ; j ∈ D. (19)

Therefore, the satisfaction is evaluated in the binary variable bj as follows:

bj =

{
0, (18) or (19) does not hold

1, (18) or (19) holds
, j ∈ U ; j ∈ D (20)

4.2. Optimization Problem Formulation

The overall system throughput Rsum can be formulated as follows:

Rsum =
∑
s∈S

∑
k∈Ns

( ∑
u∈Ust

s

ηkuRu +
∑

v∈Uwe
s

ηkvRv +
∑
d∈Ds

ηkdRd

)
, (21)

where Ru, Rv and Rd are computed using (13), (14) and (15), respectively,
if they are associated to the eMBB slice, or using (17), if associated to the
URLLC slice.

Intuitively, our proposed problem depends on:

• Intra-NOMA group interference (inferred by ηki , i ∈ Us, k ∈ Ns, s ∈ S).

• The resource blocks allocated to each NOMA group (inferred by λkr ,
r ∈ R, k ∈ Ns, s ∈ S)

• Interference between the cellular users of a NOMA group and the D2D
pairs sharing its RBs (inferred by ηkd , d ∈ Ds, s ∈ S).
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Therefore, our optimization problem can be formulated as follows:

P1 : max
η, λ

Rsum(η, λ)

s.t. C1 : η
k
i , λ

k
r , η

k
d ∈ {0, 1}, ∀i ∈ Us; d ∈ Ds; k ∈ Ns; s ∈ S,

C2 :
∑

k∈Ns

ηkd ≤ 1, ∀d ∈ Ds; s ∈ S,

C3 :
∑

k∈Ns

ηki = 1, ∀i ∈ Us; s ∈ S,

C4 :
∑

d∈Ds

ηkd ≤ q, ∀k ∈ Ns; s ∈ S,

C5 :
∑

i∈Us

ηki = 2, ∀k ∈ Ns; s ∈ S,

C6 :
∑
u∈Ust

s

ηku = 1,
∑

v∈Uwe
s

ηkv = 1, ∀k ∈ Ns; s ∈ S,

C7 :
∑

s∈S

∑
k∈Ns

∑
r∈R

λk
r ≤ |R|,

C8 :
∑

s∈S

∑
k∈Ns

λk
r = 1, ∀r ∈ R,

C9 : γ
r
u,v ≥ γrv,v, ∀r ∈ R,

C10 : (18), (19).

(22)

ConstraintC1 ensures binary decisions of the cellular users grouping, RBs
allocation and D2D admission decisions. Constraints C2 and C3 guarantee
that each D2D pair d and CU i are associated to only one NOMA group k.
Constraint C4 guarantees that at most q D2D pairs are admitted to share the
RBs allocated to each NOMA group k. Constraints C5 and C6 ensure that
there are only 2 CUs in each NOMA group k: one weak CU v ∈ Uwe

s , and one
strong CU u ∈ U st

s . Constraint C7 guarantees that the total number of RBs
allocated to NOMA groups in all slices does not exceed the total number of
available RBs. Constraint C8 ensures that each RB r is exclusively allocated
to precisely one NOMA group across the entirety of all the slices. Constraint
C9 ensures the success of the SIC within each NOMA group k. Finally, C10

guarantees the satisfaction of the technical requirement of each slice s ∈ S.
Problem P1 is a non-convex problem that incorporates a set of binary

variables {ηki , ηkd , λkr} that are highly coupled. Thus, P1 is challenging to
solve and introduces expensive computational complexity to reach an opti-
mal solution. Note that the objective function of throughput maximization
in CNOMA-based systems is more complicated than that in the case of con-
ventional NOMA systems. This is due to the achievable throughput expres-
sions of the strong and weak users capturing the relaying and the combining
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procedures. To solve P1, we propose to decouple it into three sequential sub-
problems: (i) CUs grouping, (ii) RBs allocation, and (iii) D2D admission.
The solutions of the three sub-problems are detailed in Section 5, where CUs
grouping and D2D admission are solved using matching theory [62] and a
heuristic algorithm solves the RBs allocation.

5. Proposed Solution

In this section, we present our proposed solution to the three sub-problems
in three stages:

1. Grouping CUs in NOMA groups (ηki , i ∈ Us, k ∈ Ns, s ∈ S)
2. Allocating RBs to the NOMA groups (λkr , r ∈ R, k ∈ Ns, s ∈ S)
3. Admitting D2D pairs to share RBs of the NOMA groups (ηkd , d ∈
Ds, k ∈ Ns, s ∈ S),

detailed in Sections 5.1, 5.2 and 5.3, respectively.
Figure 2 presents our proposed three-stage solution, where the three

stages refer to Algorithms 1, 2 and 3, respectively. Then, an analysis of
the properties of the proposed solution in terms of stability, convergence,
and complexity is performed in Section 5.4.

5.1. Cellular Users grouping

In the first sub-problem, ηkd , k ∈ Ns, s ∈ S, is fixed to ηk,initiald , i.e., ini-
tially, D2D pairs are randomly admitted to share RBs of each NOMA group
k with, at maximum, q D2D pairs sharing the RBs of each NOMA group.

CUs and NOMA groups are to be matched in this sub-problem. Each
CU can be matched to one NOMA group, and each NOMA group can be
matched to only two CUs. Thus, a many-to-one matching, ψg, can map the
relationship between CUs and NOMA groups. This matching can be defined
as follows:

5.1.1. Many-to-One Matching Definition

Definition 1. A many-to-one matching ψg is defined as a mapping of the
set Us = U st

s ∪ Uwe
s to the set Ns if it satisfies the following conditions:

1. | ψg(i) | = 1 and ψg(i) ∈ Ns , ∀ i ∈ Us, s ∈ S;
2. | ψg(k) | = 2 and ψg(k) ∈ {{i′, i”}|i′ ∈ U st

s , i
′′ ∈ Uwe

s }, ∀k ∈ Ns , s ∈ S;
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Figure 2: The proposed joint solution

3. ψg(i) = k if i ∈ ψg(k), ∀ i ∈ Us, k ∈ Ns, s ∈ S;
4. ψg(k) = i if ψg(i) = k, ∀ i ∈ Us, k ∈ Ns, s ∈ S.

Condition 1) indicates that each CU i ∈ Us is matched to only one NOMA
group k ∈ Ns. Condition 2) indicates that each NOMA group k can be
matched to two cellular users, one strong and another weak. Conditions 3)
and 4) represent the matching relationship between CU i and NOMA group
k.

5.1.2. Utility Functions

Given that CUs and NOMA groups are the two players sets in this match-
ing, each player in a set has different preferences over the players of the op-
posite set. These preferences are determined by the achieved utilities when
matched to players from the opposite set.

To capture these preferences, we define the utility functions based on the
achievable throughput and the technical requirements satisfaction. This is
inline with the objective of our optimization problem and the constraints
imposed by the slices’ technical requirements. For any CU i, its utility func-
tion, if matched to NOMA group k under matching ψg, is captured in Ui(ψg).
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And for a NOMA group k, its utility function, if matched to CUs {i′ and
i′′} under matching ψg, is captured in Uk(ψg). The two utility functions are
formulated as follows:

Ui(ψg) = biRi, (23)

Uk(ψg) = bi′bi′′

(
Ri′ +Ri′′ +

∑
d∈D∗

s,k

Rd

)
, (24)

where Ri, Ri′ , and Ri′′ in (23) and (24) are related to the achievable through-
put of the strong CU and the weak CU. D∗

s,k denotes D2D pairs that are

initially randomly admitted to share RBs of NOMA group k (ηk,initiald ). Rd

is the achievable throughput of the D2D pair d. bi is the satisfaction variable
of CU i and it is determined by (20).

5.1.3. Swapping-based Matching

Taking into consideration the interference terms in the equations of the
achievable throughput, we find that the utility function of CU i on NOMA
group k in (23) changes whenever a new CU is matched to the same NOMA
group. So, it is not related only to the own information of CU i but also
to the entire matching ψg. Therefore, this relationship makes the matching
problem a many-to-one matching with externalities [62, 63]. Due to these
externalities, CU i may swap its matched NOMA group and associate itself
with another NOMA group if it finds the swap to be advantageous in terms
of the utility functions. Thus, achieving a stable matching is not guaranteed
under the traditional stability definitions [64]. To handle these externalities,
the pair-wise stability definition in [65] is adopted.

First, we present the definition of swap matching notion in [65]. Then,
we define the pair-wise stability.

Definition 2. Given two CUs, i and i′, matched to different NOMA groups
ψg(i) = k and ψg(i

′) = k′, respectively, a swap matching is defined as follows:

ψi′,i
g = {ψg\{(i, k), (i′, k′)} ∪ {(i′, k), (i, k′)}, (25)

Based on Definition 2, under this swap-matching operation, the two
cellular users swap their matched NOMA groups, changing the matching
from ψg to ψi′,i

g . All other users and groups remain the same. Following the
stability definition in [65], a swap-matching operation is approved if (i, i′)
forms a swap-blocking pair. The latter is defined as follows:
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Definition 3. (i, i’) is a swap-blocking pair if and only if

1. ∀z ∈ {i, i′, ψg(i), ψg(i
′)}, Uz(ψ

i′,i
g ) ≥ Uz(ψg)

2. ∃z ∈ {i, i′, ψg(i), (ψg(i
′)},Uz(ψ

i′,i
g ) > Uz(ψg),

The two conditions ensure that the utilities of all agents affected by the
swap operation (i.e., not only the two cellular users but also their corre-
sponding NOMA groups) must not decrease (Condition 1) and at least one
must increase (Condition 2). The latter ensures that the overall utility (i.e.,
the overall system throughput) is improved inline with the objective of our
optimization problem. We will elaborate on this in section 5.4. Moreover,
to form a swap-blocking pair, i, i′ ∈ U st

s or i, i′ ∈ Uwe
s ;∀s ∈ S. This implies

that the swap-matching operation can occur between two strong CUs or two
weak CUs. This is inline with constraints C5 and C6 in P1, i.e., each NOMA
group is formed of one weak CU and one strong CU.

Based on the aforementioned definitions, a matching ψg is pair-wise stable
if and only if there exist no swap-blocking pairs and no swap-matching opera-
tions are approved anymore. Our solution for the user grouping sub-problem
using swapping-based matching theory is represented in Algorithm 1. The
algorithm starts with initial matching in each slice s ∈ S by randomly pairing
the CUs to form NOMA groups (lines 1-3). Then it runs the swapping-based
matching (lines 4-22). In each slice, it searches for a swap-blocking pair and
performs swap-matching operations. First, it ensures that the two users are
both strong or both weak, then calculates the utility functions (lines 8-9).
Then, in lines (10-15), it checks the two conditions in Definition 3 and our
problem constraints. Based on this, it approves or not, the swap-matching
operation in Definition 2. The algorithm continues running until no swap-
blocking pairs exist. It achieves a final stable matching ψfinal

g .

5.2. Resource blocks allocation

After having each NOMA group formed by two cellular users as an output
of Algorithm 1, the second sub-problem aims to allocate the resource blocks
to each NOMA group k ∈ Ns, s ∈ S.

To solve this sub-problem, ηk,initiald is randomly fixed similar to Algorithm
1. So, similarly, the initial set of admitted D2D pairs to each NOMA group
k ∈ Ns, s ∈ S is D∗

s,k. The output of Algorithm 1, ηk,finali ( i.e., determines
the CUs in each NOMA group) is considered, then RBs are allocated to each
NOMA group taking into consideration the requirements of its associated
CUs.
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Algorithm 1: NOMA-grouping algorithm.

Input : S,Us, D∗
s,k, ψg = ϕ, ∀k ∈ Ns, ∀s ∈ S

1 foreach s ∈ S do
2 As an initial matching ψ0

g , pair CUs randomly to form NOMA
groups; ψg ← ψ0

g

3 end
4 foreach s ∈ S do
5 repeat
6 foreach i ∈ Us do
7 foreach i′ ∈ Us do
8 if i, i′ ∈ U st

s or i, i′ ∈ Uwe
s then

9 Calculate the utility functions based on (23)-(24)
10 if (i, i′) satisfies the two conditions in Definition

3 and constraints of P1 then
11 swap-matching operation is approved and i and

i′ swap their matches,
12 ψg ← ψi′,i

g

13 else
14 i and i′ do not swap; ψg ← ψg

15 end

16 end

17 end

18 end

19 until No swap-blocking pairs exist ;

20 end

Output : ηk,finali , ψfinal
g
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The proposed solution for allocating the RBs to NOMA groups is pre-
sented in Algorithm 2. First, the algorithm calculates for each NOMA group
k ∈ Ns, s ∈ S, a binary variable bk, equal to the product of the binary sat-
isfaction variables (i.e., bj in (20)) of cellular users in k and the D2D pairs
sharing its RBs (line 3). The variable bk is equal to: 1 if all cellular users
and corresponding D2D pairs of NOMA group k are satisfied, or 0 if at least
one of them is not. In the second case, a factor µk weighs how many elements
associated to NOMA group k out of all (ψfinal

g (k) ∪D∗
s,k) are dissatisfied (4-

6). This factor is used to prioritize the NOMA groups based on how much
dissatisfied CUs and D2D pairs are associated to it. Then the algorithm
runs for each RB r, first over the dissatisfied NOMA groups if there is any
(line 11-18). For each NOMA group, it computes the corresponding weighted
throughput based on the weighting factor µ (lines 12-15). Then, it allocates
the RB r to the NOMA group k′ with the maximum weighted throughput
(lines 17-18).

Otherwise, when all cellular users and D2D pairs are satisfied (i.e., based
on bk (lines 19-27), the algorithm computes the throughput of each NOMA
group when allocated RB r (lines 20-24). Then, it allocates the RB r to
the NOMA group k′ that achieves the maximum performance gain in the
throughput after being allocated r (lines 25-26). Finally, it outputs the final
RBs allocation variable λk,finalr for each NOMA group k ∈ Ns, s ∈ S over
each RB r ∈ R.

5.3. D2D Admission

The third sub-problem aims to admit the D2D pairs to share the RBs of
each NOMA group. The outputs of Algorithm 1 and 2, ηk,finali and λk,finalr

respectively are taken into consideration.
Similarly to the cellular users grouping sub-problem, D2D pairs and

NOMA groups are the two player sets. Each D2D pair d can be matched to
only one NOMA group k, and each NOMA group k can be matched to a sub-
set of D2D pairs D′ ⊂ Ds so that |D′| ≤ q. Thus a many-to-one matching, ψd,
maps the relationship between the D2D pairs and the NOMA groups. What
differs than the CUs grouping sub-problem is that some D2D pairs may be
left not admitted in the system (i.e., they are not matched to any NOMA
group). The utility functions of d if matched to k under matching ψd, and
that of k if matched to D′, under matching ψd, are formulated, respectively,
as:

Ud(ψd) = bdRd (26)
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Algorithm 2: Allocation of Resource Blocks algorithm.

Input : S, D∗
s,k, ψ

final
g , ηk,finali , ηk,initiald , ∀i ∈ Us, k ∈ Ns, ∀s ∈ S

1 foreach s ∈ S do
2 foreach k ∈ Ns do
3 bk =

∏
j

bj, j ∈ ψfinal
g (k) ∪ D∗

s,k

4 if bk = 0 then
5 µk =

∑
j

(1− bj), j ∈ ψfinal
g (k) ∪ D∗

s,k

6 else
7 µk = 0
8 end

9 end

10 end
11 foreach r ∈ R do
12 if

∏
s∈S

∏
k∈Ns

bk = 0 then

13 foreach s ∈ S do
14 foreach k ∈ Ns do

15 Rweighted
k = µk

∑
j

Rj , j ∈ ψfinal
g (k) ∪ D∗

s,k

16 end

17 end

18 λk
′

r = 1, such that: Rweighted
k′ = max{Rweighted

k ,∀k ∈ Ns, s ∈ S}
19 Update bk′ and µk′

20 else
21 foreach s ∈ S do
22 foreach k ∈ Ns do
23 Rk =

∑
j

Rj, j ∈ ψfinal
g (k) ∪ D∗

s,k

24 end

25 end

26 λk
′

r = 1, such that:
Rk′ −R′

k′ = max{Rk −R′
k,∀k ∈ Ns, s ∈ S}

27 R′
k′ ← Rk′

28 end

29 end

Output : λk,finalr
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Uk(ψd) = bubv

(
Ru +Rv +

∑
d′∈D′

Rd′

)∏
d′∈D′

bd, (27)

where bu and bv refer to the binary variables that indicate the satisfaction of
the technical requirements of the strong and weak users, u, v ∈ ψfinal

g (k), re-
spectively. Similarly, bd′ refers to the binary variable indicating the technical
requirement satisfaction of D2D pair d′. The variables bu, bv and bd′ can be
computed using (20).

A similar swapping-based matching theory approach is implemented in
Algorithm 3. It is based on Definitions 1, 2 and 3 but uses the aforementioned
conditions of the D2D admission. Similarly, in each slice s ∈ S, we aim a
stable matching ψfinal

d while no swap-blocking pair (d, d′) exists, d, d′ ∈ Ds.
The outputs of Algorithm 1 and 2 are considered. Algorithm 3 starts by a
random matching ψ0

d of the D2D pairs to NOMA groups (lines 1-3). This
random matching follows a many-to-one relation and the quota q. In ψ0

d,
some D2D pairs may be initially left unmatched. Also, some NOMA groups
may be initially not matched to their full quota q; let N<q

s ⊂ Ns denote the
set of these NOMA groups. Then the algorithm starts running, and iterates
until no swap-blocking pair exists and no swap operation is approved anymore
(lines 8-16). Here, through a swap operation, an unmatched d ∈ Ds not only
can swap with another D2D pair d′, but also it can swap with an open place
at a NOMA group k ∈ N<q

s . Finally, the algorithm outputs the final stable
matching ψfinal

d .

5.4. Properties Analysis of the overall solution

In order to study the properties of the proposed solution (Fig. 2), its
stability, convergence, and complexity are analyzed.

Theorem 1. Convergence: Algorithms 1 and 3 converge within a finite num-
ber of iterations.

Proof. Given the finite cardinality of the two player sets in each of the two
algorithms, the number of possible swap-blocking pairs is finite, consequently
a finite number of possible swap operations. Moreover following conditions
of Definition 2, after any approved swap operation, the overall system
throughput will increase. Meanwhile, the limited bandwidth (i.e., finite num-
ber of RBs) and limited power budget at the BS constrain the growth of the
overall system throughput and upper-bound it in practical systems. There-
fore, given that the existence of swap-blocking pairs (i.e. approval of swap
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Algorithm 3: D2D admission algorithm

Input : S, Ds, η
k,final
i ,λk,finalr , ψfinal

g , ψd = ϕ, ∀k ∈ Ns, ∀s ∈ S
1 foreach s ∈ S do
2 As an initial matching ψ0

d, match D2D pairs randomly to NOMA
groups

3 ψd ← ψ0
d

4 end
5 foreach s ∈ S do
6 repeat
7 foreach d ∈ Ds do
8 foreach d′ ∈ Ds\{d} ∪ N<q

s do
9 if (d, d′) satisfies the conditions of swap-blocking pair

and constraints of P1 then
10 swap-matching operation is approved and d and d′

swap their matches,
11 ψd ← ψd′,d

d

12 else
13 d and d′ do not swap; ψd ← ψd

14 end

15 end

16 end

17 until No swap-blocking pair exists ;

18 end

Output : ηk,finald , ψfinal
d

operations) is conditioned by the growth of the overall system throughput,
Algorithm 1 and 3 will converge after a finite number of iterations Iu and Id,
respectively.

Theorem 2. Stability: Algorithms 1 and 3 converge to stable matchings
ψfinal.

Proof. We will prove it by contradiction as follows. Based on the adopted
definition of stability, the existence of swap-blocking pairs (Definition 3)
infers that the matching is still not stable. Assume that ψfinal is the final
matching but not stable. This means that there still exists at least one swap-
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blocking pair (i, i′)13 with conditions of Definition 3. Consequently a swap
matching operation ψi,i′ (Definition 2) will be approved, thus leading to
a different matching than ψfinal. This contradicts the first assumption that
ψfinal is the final matching. Therefore, this proves that the final matching is
stable. If it is not stable, it is not truly the final matching, and the algorithm
will keep iterating to converge to the final stable matching.

Theorem 3. Complexity: The proposed solution has a polynomial time com-
putational complexity.

Proof. The ”Big O Notation” estimation is used to represent the computa-
tional complexity of the algorithms. This estimation represents an asymp-
totic upper bound of the computational complexity [66]. The computational
complexity of Algorithms 1 and 3 depends on the number of iterations Iu
and Id, respectively, that are required to achieve a stable matching, and the
number of possible swap operations at each iteration. There are no closed-
form expressions for Iu and Id because it is not known how many iterations
are required to ensure that no swap-blocking pairs exist anymore. However,
based on Theorem 1, Iu and Id are finite.

In Algorithm 1, based onDefinition 3, each CU i ∈ Us may form a swap-
blocking pair with any other CU. Thus, at each iteration, there are |Us|

2
− 1

possible swap operations for each CU i ∈ Us. Therefore, in each iteration,
there are at most |Us|

( |Us|
2
−1

)
swap operations. The overall maximum num-

ber of swap operations is Iu|Us|
( |Us|

2
− 1

)
. So the computational complexity

of Algorithm 1 is O
(
Iu|Us|2

)
which is polynomial time complexity. Note that

the coefficients and lower order terms are omitted as the complexity relies on
the dominant terms [66].

However, the computational complexity of the exhaustive search where
all possible user groupings are considered is as follows:

O

[( |Us|
2

1

)( |Us|
2

1

)
×
( |Us|

2
− 1

1

)( |Us|
2
− 1

1

)
. . .

×
( |Us|

2
− |Us|

2
+ 1

1

)( |Us|
2
− |Us|

2
+ 1

1

)]

= O
( |Us|

2
!
|Us|
2

!
)

(28)

13Here (i,i’) can be a swap-blocking pair in Algorithm 1 or Algorithm 3
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For Algorithm 2, it allocates |R| RBs for
∑
s∈S
|Ns| NOMA groups. Thus

its computational complexity is O(|R||S||Ns|). However the computational
complexity of exhaustive search is to find all possible ways to allocate the
RBs to NOMA groups. Suppose that each NOMA group k will be allocated

nk RBs, such that
|S||Ns|∑

1

nk = |R|, and nk ≥ 1, ∀k ∈ Ns,∀s ∈ S. For each

possible value of nk, the computational complexity of the exhaustive search
is O

(
R!∏

k
nk!

)
.

For Algorithm 3, the computational complexity depends on the number
of iterations Id and the number of swap operations at each iteration. For
each D2D pair d ∈ Ds, it may swap with another D2D pair d′, or with a
place of non-fully matched NOMA group. Thus at each iteration, there are
at maximum

(
|Ds| + |N<q

s | − 1
)
swap operations. The overall maximum

number of swap operations is Id|Ds|
(
|Ds| + |N<q

s | − 1
)
. So, the algorithm

complexity is O
(
Id|Ds

(
|Ds|+ |N<q

s |
))

However, regarding the exhaustive search, all possible D2D-NOMA groups
matching must be searched. Recall that each NOMA group can be matched
to ≤ q D2D pairs and each D2D pair can be matched to ≤ 1 group. In this
study, we consider q = 2 to avoid high interference levels. Since it is possible
to have unmatched D2D pairs, denote by dadm the number of admitted D2D
pairs out of |Ds| i.e., to be matched to NOMA groups. Thus the compu-
tational complexity to find all possible ways to choose the D2D pairs to be
admitted can be given as follows:

O
( |Ds|∑

dadm=0

( |Ds|
dadm

))
= O

(
2|Ds|

)
, if|Ds| ≤ 2|Ns|

O
(

2|Ns|∑
dadm=0

( |Ds|
dadm

))
= O

(
2|Ns|∑

dadm=0

|Ds|dadm
dadm!

)
, otherwise,

(29)

since
(
a
b

)
is upper bounded by ab

b!
[67].

Then, for each of these possible ways of choosing the D2D pairs to be
admitted, all possible matchings of the chosen dadm D2D pairs with |Ns|
NOMA groups have to be searched. In a particular matching, Denote by n2

the number of NOMA groups matched to exactly 2 D2D pairs, and n1 that
of NOMA groups matched to 1 D2D pair. The rest are unmatched. There-
fore the computational complexity to search all possible matchings between
NOMA groups and D2D pairs is given as (29) multiplied by what follows:
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O

[∑
n2=0

∑
n1=0

(
|Ns|
n2

)(
|Ns| − n2

n1

) n2∏
i=1

(
dadm − 2(i− 1)

2

)
n1∏
j=1

(
dadm − 2n2 − (j − 1)

1

)]

= O

[∑
n2=0

∑
n1=0

|Ns|(n1+n2)

n1!n2!
× dadm!

2n2

] (30)

such that 0 ≤ n1+n2 ≤ |Ns|, 2n2+n1 = dadm and n2 ≤ ⌊dadm2 ⌋. It is clear that
the computational complexity of the exhaustive search soars since it grows
exponentially as the number of D2D pairs and NOMA groups increases.

6. Numerical Results

In this section, using MATLAB, we provide the numerical results to evalu-
ate the performance of the proposed system and solution. A uniform cellular
distribution is centered around a BS with 300m coverage radius. The D2D
pairs are randomly located across the cell. The strong CUs are randomly
distributed within 50% of the cell radius, and the weak CUs, beyond 85% of
it. Fig. 3 shows an example of the network topology with 12 CUs and 14
D2D pairs, with different colors indicating different slices. The number of
NOMA groups |Ns| is the same ∀s ∈ S, similarly |Ds|. The channel mod-
eling of h captures both large-scale fading, represented by path loss model
PL(distance) = distance−τ , where τ = 2 is the path loss exponent [19, 39],
and small-scale fading modeled as Rayleigh fading with zero mean and unit
variance [19, 39, 55]. Lastly, the SI channel coefficient is modeled as a com-
plex random Gaussian variable with zero mean and ΓSI variance [39, 55].
Unless otherwise noted, Table 3 lists the default system parameters, which
are similar to those considered in the literature [19, 26, 27, 55]. All numerical
results are averaged over 1000 channel realizations and cellular distributions
with 95% confidence intervals.

To evaluate the performance of the proposed solution, the following met-
rics are considered:

• Overall system throughput that is determined according to (21).

34



-300 -200 -100 0 100 200 300

X-coordinate (m)

-300

-200

-100

0

100

200

300

Y
-c

o
o
rd

in
a
te

 (
m

)

BS

CU

D2D Tx

D2D Rx

Figure 3: A snapshot of the network topology with |U| = 12 CUs and |D| = 14 D2D pairs

Table 3: System Parameters

Parameter Symbol Value
Number of NOMA groups, Number
of D2D pairs; per slice

|Ns|, |Ds| 9, 19

Maximum power of base station P 46 dBm
Transmit power of D2D pair Pd 15dBm
Transmit cooperation power of
strong CU

Pc 10dBm

AWGN power spectral density N0 -174 dBm/Hz
Sub-carrier spacing SCS 15 KHz
Bandwidth of one RB B 180KHz
Total Bandwidth , Number of RBs W , |R| 20 MHz, 100
eMBB minimum throughput (CUs,
D2D pairs)

Rmin 1Mbps, 0.5Mbps

URLLC target transmission time τ 0.143 ms
URLLC packet size X 32 bytes
URLLC block error probability ϵ 10−5

Residual SI factor ρ 0.05
SI channel gain ΓSI -20 dB
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• CUs satisfaction ratio: ∑
s∈S

∑
i∈Us

bi

|U|
, (31)

where bi is determined according to (20).

• D2D admission ratio :

Zadm =
|Dadm|
Q

=

∑
s∈S

∑
k∈Ns

∑
d∈Ds

ηk,finald∑
s∈S

q|Ns|
, (32)

where Dadm ⊂ D is the set of all admitted D2D pairs, and Q is the
maximum number of D2D pairs allowed to be admitted.

• D2D satisfaction ratio: ∑
d∈Dadm

bd

|Dadm|
, (33)

where bd is determined according to (20).

6.1. Convergence of the proposed solution

First, we analyze the convergence of the proposed solution. The conver-
gence highly depends on Algorithms 1 and 3, as the convergence of Algorithm
2 is always guaranteed. Fig. 4 shows the empirical cumulative distributive
function (ECDF) of the number of approved swap operations over 1000 runs
with independent channel and location realizations. The number of approved
swap operations is the number of required swap operations in Algorithm 1
and 3 until reaching the final stable matchings. We compare the growth of
the number of swap operations with different number of cellular users (conse-
quently different number of NOMA groups) and number of D2D pairs. From
Fig. 4, we notice that:

• Low number of swap operations is required. For example, for 9 NOMA
groups and 19 D2D pairs in each slice in Fig. 4(a) and Fig. 4(b), we find
that, at maximum, 36 swap operations are required for convergence.

• Lower average number of swap operations in the URLLC slice is ob-
served. The latency and reliability requirements of the URLLC slice are
less tolerant to interference, leading to less incentive by CUs and D2D
pairs to swap their matches to improve the overall system throughput.
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Figure 4: Convergence of the proposed solution. ECDF of the number of swap operations
(a)(b); Required number of swap operations versus different number of NOMA groups and
D2D pairs (c)(d).

• Comparing different network sizes (i.e. the number of NOMA groups
and D2D pairs) in Fig. 4(c) and Fig. 4(d), the number of swap opera-
tions increases with the increase of the network size. This is due to the
higher probability of finding more swap-blocking pairs with a higher
number of NOMA groups and D2D pairs.

• The number of swap operations does not continue to increase with the
number of NOMA groups. For the eMBB slice (Fig. 4(c)), it starts to
stabilize at a higher number of NOMA groups, around 15, for 19 D2D
pairs. For the URLLC slice (Fig. 4(d)), it starts to decrease at a higher
number of NOMA groups. This is attributed to that higher number of
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Figure 5: The number of admitted D2D pairs (a) and the D2D admission ratio (b) with
ρ = 0.02 under different number of D2D pairs and NOMA groups per slice.

NOMA groups within the same BS coverage induces higher interference
between co-channeled CUs, and also leads to lower allocated power to
each NOMA group. Given this, it is less likely to find swap-blocking
pairs in the URLLC slice due to its less tolerant requirements to higher
interference levels imposed by a higher number of NOMA groups.

6.2. D2D Admission under Different Network Sizes

Due to cellular-D2D interference, not all D2D pairs will be admitted to
share the RBs of the CUs. Alongside the constraint on the maximum number
of admitted D2D pairs over the RBs of each NOMA group (i.e., q = 2), the
slices requirements further limit the number of admitted D2D pairs. Fig. 5
analyzes the D2D admission (number of admitted D2D pairs and the D2D
admission ratio) with different numbers of NOMA groups and D2D pairs.
We can notice from Fig. 5(a) that:

• The number of admitted D2D pairs |Dadm| increases with the number
of available D2D pairs per slice. This is due to that the larger the
set of available D2D pairs, the higher the probability of finding D2D
pairs that, if admitted, do not deteriorate the individual and the overall
performance.

• The rate of the increase of admitted D2D pairs starts to decline after
reaching a certain value of |Ds| . For each value of |Ns|, observing the
dotted black lines, we can see that the decline in the rate of the increase
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Figure 6: The overall system throughput and the D2D admission ratio under different
residual SI factor values. Different numbers of NOMA groups per slice are considered.

occurs when |Ds| = q|Ns|. For instance, for |Ns| = 9, when |Ds| ≥ 18,
the number of admitted D2D pairs starts to approach a steady state.

• The number of admitted D2D pairs increases with the number of avail-
able NOMA groups per slice, |Ns|. This is due to the underlay D2D
mode where D2D pairs are admitted only by sharing RBs already allo-
cated to available CUs. This leads to more admitted D2D pairs when
more NOMA groups are available.

For a better representation of the D2D admission, the D2D admission
ratio is utilized in Fig. 5(b) rather than the number of admitted D2D pairs.
From Fig. 5(b), we can see that:

• Similarly to Fig. 5(a), the D2D admission ratio increases with the
number of D2D pairs until it stabilizes as |Ds| approaches q|Ns|.

• In contrary to Fig. 5(a), the D2D admission ratio decreases with |Ns|
because higher |Ns| creates a denser cell under the same bandwidth
and power budgets. Consequently, lowering the D2D admission ratio
limit the induced interference that violates the technical requirements.

6.3. Imperfect SIC and SI

Fig. 6 and 7 analyze the performance in terms of the overall system
throughput, CUs satisfaction ratio and D2D admission ratio under differ-
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Figure 7: The overall system throughput (a) and the CUs satisfaction ratio (b) under
different residual SI factor values.

ent levels of imperfect SI cancellation within the perfect and the imperfect
SIC scenarios. We compare our scenario with the half-duplex (HD) scenario,
where the latter considers HD strong CUs. The results show that the higher
the imperfection in the SI cancellation at the full-duplex user (i.e., higher ρ),
the lower the performance and the lower the outperformance compared to the
HD scenario, where the strong CUs are half-duplex relays. We can see this
more pronounced in terms of Rsum, due to the decline of the throughputs of
strong CUs impacted by the increase of SI. However, in terms of CUs satisfac-
tion and D2D admission ratio, our scenario outperforms significantly due to
the HD pre-log penalty that dissatisfies weak CUs and consequently rejects
D2D admission. Moreover, comparing the perfect SIC and the imperfect SIC
with ω = 0.03 in Fig. 7 demonstrates that the imperfect SIC significantly de-
teriorates the performance. This emphasizes the significance of investigating
the SIC process in NOMA-based systems to fully reap NOMA benefits.

6.4. Performance Comparison of the Proposed Solution

For the sake of comparison, the performance of our solution is compared
to two other approaches from the literature, which we denote in the figures
by R-RBs and PJ-NOMA-1.

• R-RBs is adopted by a recent work [52]. It denotes random Eeven
bandwidth division between NOMA groups. In our work, we consider
the RB as the minimum bandwidth element to be allocated, so to im-
plement even bandwidth allocation, we allocate an average of |R|

|S||Ns|
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RBs to each NOMA group . Then Algorithms 1 and 3 are imple-
mented for CUs grouping and D2D admission, respectively. We chose
R-RBs to compare with due to its widespread use in the literature
assuming its simplicity and highest fairness [68] with the equal RBs
allocation. However, our numerical results highlight the performance
decline overlooked when considering it.

• PJ-NOMA-1, based on an approach in [44], considers fairness-based
D2D RBs allocation. As such, (1) CUs are randomly grouped, (2)
RBs are reserved to CUs based on their rate requirements, and then
(3) each RB allocated to CUs is allocated to the D2D with the mini-
mum achieved throughput ; this considers: (i) a maximum interference
threshold on the CUs, and (ii) no constraint on D2D devices QoS. We
chose PJ-NOMA-1 to compare with because it considers fairness-
based D2D admission and D2D densification, i.e., favoring higher D2D
admission at the expense of performance (no D2D QoS requirement
during admission). To implement PJ-NOMA-1, (1) CUs grouping, is
achieved by Algorithm 1 in our work, (2) RBs allocation employs equal
allocation due to the same requirements within each slice, and (3) D2D
admission uses the D2D RBs allocation algorithm in [44]. The fairness
admission condition i.e., minimum D2D throughput is replaced by the
corresponding metric, whether it is an eMBB or URLLC D2D pair.
The interference constraint on CUs is replaced by the corresponding
slice requirement.

Figures 8, 9 and 10 compare our proposed solution with PJ-NOMA-1
andR-RBs. In Fig. 8, we consider different network sizes by varying number
of NOMA groups per slice. In Fig. 9, we consider different scenarios of eMBB
technical requirements termed as S1, S2 and S3, referring to different eMBB
throughput requirements of CUs and D2D pairs (Rmin

CUs, R
min
d ) : (1 , 0.5 ),

(1.25 , 0.75 ), and (1.5 , 1) Mbps, respectively. However, in Fig. 10, we
consider different URLLC target error probabilities and packet sizes.

Moreover, to highlight the overestimation in URLLC throughput evalua-
tion using Shannon’s rate, we added another comparison baseline denoted by
Shannon’s Evaluation. We implemented our solution with URLLC Shan-
non’s evaluation following the infinite block-length regime, as in [1, 49, 50],
and we compared it with the URLLC FBL regime evaluation in our work
(Fig. 10). Explicitly, in URLLC Shannon’s evaluation, the throughputs of
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Figure 8: Performance comparison in terms of D2D admission ratio (a), D2D satisfaction
ratio (a), CUs satisfaction ratio (b) and overall system throughput (b). Different numbers
of NOMA groups per slice are considered.
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Figure 9: Performance comparison in terms of D2D admission ratio (a), D2D satisfaction
ratio (a), CUs satisfaction ratio(b) and overall system throughput (b). Different minimum
eMBB throughput requirements (S1, S2, S3) are considered.
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Figure 10: Performance comparison in terms of the overall system throughput (a) and the
overall system throughput and eMBB sum-throughput (ϵ = 10−5) (b). Different URLLC
target block error probability and packet sizes are considered.

URLLC CUs and D2D pairs are evaluated as the eMBB CUs and D2D pairs,
using equations (13), (14) and (15), overlooking the penalty in (16).

First, in Fig. 8(a), for D2D admission ratio, at low number of NOMA
groups (e.g.,|Ns| = {5, 6}), PJ-NOMA-1 andR-RBs achieve slightly higher
than our solution. However, as |Ns| increases (i.e., reflecting a practical
denser cellular tier), our solution outperforms them. In terms of the D2D
satisfaction ratio, our proposed solution outperforms under different numbers
of NOMA groups. For instance, at |Ns| = 9, the proposed solution outper-
forms R-RBs and PJ-NOMA-1 by 23% and 27%, respectively in terms
D2D admission ratio, also it outperforms PJ-NOMA-1 by 80 % in terms
of D2D satisfaction ratio.

In Fig. 8(b), regarding the overall system throughput, our proposed so-
lution outperforms the two other baselines for different numbers of NOMA
groups. Similarly, regarding the CUs satisfaction ratio, our solution outper-
forms them. Moreover, the performance gap in terms of CUs satisfaction
ratio is higher when the number of NOMA groups increases. This proves
that our solution is more scalable even at a denser cellular tier where more
interference and tightness of bandwidth and power are.

Fig. 9 shows that with more strict scenarios in terms of higher eMBB
technical requirements under the same bandwidth and power resources, the
D2D admission ratio (Fig.9(a)), the overall system throughput and the CUs

43



satisfaction ratio (Fig. 9(b)) decline. However, in the three scenarios, the
performance of the proposed solution is better than that of the other compar-
ison schemes. This makes the proposed solution more suitable even at more
strict scenarios in terms of the eMBB technical requirements. Regarding
the D2D satisfaction ratio, it has not decreased in our solution; however, in
PJ-NOMA-1, it has seen a decline. This shows that our proposed solution
does not prioritize the admission of more D2D pairs at the expense of their
satisfaction, thus ensuring efficient resource utilization.

Finally, Fig. 10(a) shows that as the URLLC block error probability
requirement tightens, Rsum of FBL evaluation declines. This is due to the
penalty on the URLLC throughput captured in (16), necessary to maintain
the required reliability level. Similarly, as the URLLC packet size X in-
creases, Rsum declines due to the more stringent requirement of delivering
more under the same sub-millisecond latency. However, an interesting obser-
vation from Fig. 10(b) can elaborate on this. Nonetheless, under all values
of ϵ and X, our solution outperforms the other comparison schemes.

Regarding the overestimation between Shannon’s evaluation and FBL
regime evaluation, Fig. 10(a) shows significant gap in Rsum. For instance,
at ϵ = 10−5, Shannon’s evaluation overestimates Rsum by 15%. In the FBL
regime evaluation, Rsum decreases, as ϵ decreases, while in Shannon’s evalu-
ation, no effect for ϵ is considered, assuming each CU and D2D pair commu-
nicates reliably at Shannon’s capacity. This assumption results in increasing
overestimations, from 12% to 21 %, as ϵ decreases from 10−3 to 10−7, making
this ideal assumption highly overestimating for URLLC applications with
higher reliability requirements.

In Fig. 10(b), to elaborate on the decline in the overall system throughput
Rsum as URLLC packet size X increases, we consider one value of ϵ = 10−5.
We compare Rsum and the sum throughput of the eMBB slice between our
proposed solution andR-RBs. Both show a decrease in Rsum as X increases.
However, this decrease comes at the expense of the eMBB slice. This can be
explained as follows. The increase in X demands more RBs for the URLLC
slice. Unlike fixed resource sharing scheme systems, where fixed resources
are pre-reserved for each slice, and no access of other slice users is allowed,
RBs are dynamically shared in our system. Consequently, when X increases
(X = 32 bytes), more RBs (than when X = 12 bytes) are allocated to the
URLLC users and consequently, fewer RBs to the eMBB slice, leading to a
decline in the eMBB sum throughput while still ensuring meeting the eMBB
requirements. However, observing R-RBs, the eMBB sum throughput has
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not changed due to the fixed even random RBs allocation. Consequently,
URLLC users can not meet their requirements with larger packet sizes, re-
sulting in lower CUs satisfaction and D2D admission ratios.

7. Conclusion

In this study, we have investigated the coexistence of eMBB and URLLC
services in a multi-slice full-duplex CNOMA cellular system with underlay
D2D communications. We formulated a joint cellular users grouping, re-
source blocks allocation, and D2D admission problem problem that maxi-
mizes the overall system’s throughput and guarantees the slices’ technical
requirements. We propose a three-stage solution. In particular, we analyzed
the convergence, stability and computational complexity of the proposed
solution. Numerical results demonstrate its performance as a function of dif-
ferent SI levels and SIC imperfections, network size, and eMBB and URLLC
technical requirements. Furthermore, to verify its effectiveness, we compared
it with other state-of-the-art baselines and solutions. It is found to achieve
higher overall system throughput, better eMBB and URLLC requirements
satisfaction, and higher D2D admission, even under different strict scenar-
ios characterized by denser networks and more stringent eMBB and URLLC
requirements. As a future work, we aim to address an end-to-end latency
requirement for URLLC communication, by investigating other types of de-
lay, including queuing and computing delay alongside the transmission delay.
Additionally, we aim to consider studying the impact of full-duplex mode at
strong CUs on their energy consumption.
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