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#### Abstract

A proper coloring of a given graph is an assignment of a positive integer number (color) to each vertex such that two adjacent vertices receive different colors. This paper studies the Minimum Sum Coloring Problem (MSCP), which asks for finding a proper coloring while minimizing the sum of the colors assigned to the vertices. We propose the first branch-and-price algorithm to solve the MSCP to proven optimality. The newly developed exact approach is based on an Integer Programming (IP) formulation with an exponential number of variables which is tackled by column generation. We present extensive computational experiments, on synthetic and benchmark DIMACS graphs from the literature, to compare the performance of our newly developed branch-and-price algorithm against three compact IP formulations. On synthetic graphs, our algorithm outperforms the compact formulations in terms of: (i) number of solved instances, (ii) running times and (iii) exit gaps obtained when optimality is not achieved. For the DIMACS instances, our algorithm is competitive with the best compact formulation and provides very strong dual bounds.
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## 1. Introduction

Let $G=(V, E)$ be a simple undirected graph with $n=|V|$ vertices and $m=|E|$ edges, a proper coloring $C$ (or simply a coloring) of $G$ is a partition $\left\{V_{1}, \ldots, V_{k}\right\}$ of $V$ into $k$ stable sets, i.e., subsets of pairwise non-adjacent vertices. All vertices belonging to $V_{i}$ are colored
with color $i(i \in\{1, \ldots, k\})$, i.e., color $i$ is denoted by the integer number $i$. The sum of the colors of a coloring $C$ is given by the function

$$
f(C)=\sum_{i=1}^{k} i \cdot\left|V_{i}\right|
$$

The Minimum Sum Coloring Problem (MSCP) consists in finding a coloring $C$ of $G$ with the minimum value of the function $f(C)$. This minimum value is denoted by $\Sigma(G)$ and is called the chromatic sum of $G$ (see [18]). The smallest number of colors (or equivalently stable sets) associated with $\Sigma(G)$ is called the strength of the graph and it is denoted by $s(G)$.

The MSCP models relevant applications in several areas including VLSI design [29], scheduling problems [10, 17] and resource allocation [1]. For instance, the MSCP models scheduling of jobs incompatibilities (see [10]). The incompatibilities can be represented by a graph where the vertices are the jobs and the edges represent the conflicts which forbid scheduling jobs at the same time (e.g., if the jobs requires the same non-sharable resource). Assuming that jobs have unitary execution time, a schedule of the jobs corresponds to a coloring of the graph where the integer numbers representing the colors are the completion times of the jobs. In this context, the MSCP corresponds to the minimization of the average completion time of the jobs.

The MSCP is $\mathcal{N} \mathcal{P}$-Hard (see [18]) and related to the classical Vertex Coloring Problem (VCP). The VCP asks for a coloring of a graph $G$ with the minimum number $\chi(G)$ of colors, the chromatic number of $G$. We recall in what follows the main features of MSCP optimal solutions which help in understanding the peculiarities of the problem with respect to other coloring problems.

Observation 1 Given a graph $G$, the strength $s(G)$ can be greater than the chromatic number $\chi(G)$.

An example graph where Observation 1 applies is depicted in Figure 1, where two colorings are illustrated. The integer numbers on the vertices encode the assigned colors. The coloring $C_{1}$ (on the left part of the figure) uses $\chi(G)=2$ colors with $f\left(C_{1}\right)=12$, while the coloring $C_{2}$ (on the right part of the figure) is characterized by $f\left(C_{2}\right)=11$ and it uses an extra color. For this example graph, the strength $s(G)$ is equal to 3 . This example can be extended by using $t$ pendant vertices on each side of the central edge (instead of 3) thus obtaining $f\left(C_{1}\right)=3 t+3$ and $f\left(C_{2}\right)=2 t+5$. With this configuration, the loss incurred by using only $\chi(G)$ colors grows linearly with the size of the graph.

The following observation states that the stable sets are ordered by non-increasing cardinality in any optimal MSCP solution.

Observation 2 If $C=\left\{V_{1}, \ldots, V_{k}\right\}$ is an optimal sum coloring of a graph $G$, then $\left|V_{i}\right| \geq\left|V_{j}\right|$ for $i, j \in\{1, \ldots, k\}$ and $j>i$.

We denote by $G[W]$ the subgraph of $G$ induced by a vertex subset $W \subseteq V$, i.e., $G[W]=$ ( $W, E_{W}$ ), where $E_{W}=\{u v \in E: u, v \in W\}$. The following observation holds:

Observation 3 If $C=\left\{V_{1}, \ldots, V_{k}\right\}$ is an optimal sum coloring of a graph $G$, then for $j \in\{1, \ldots, k\}, V_{j}$ is a maximal stable set in the subgraph $G\left[\cup_{i=j}^{k} V_{i}\right]$.


Figure 1: A coloring of a graph $G$ using $\chi(G)=2$ colors (left) and an optimal MSCP coloring of the same graph with $s(G)=3$ colors and $\Sigma(G)=11$ (right).

Given a optimal sum coloring $C$, Observation 3 states that each stable set $V_{j}(j=$ $\{1, \ldots, k\}$ ) is a maximal stable set in the subgraph $G\left[\cup_{i=j}^{k} V_{i}\right]$, but it is not necessarily a maximum cardinality stable set of this subgraph. An example is given in Figure 2 where two colorings of a graph are illustrated; the coloring $C_{1}$ (on the left part of the figure) uses maximum cardinality stable sets (i.e., each $V_{j}$ is of maximum cardinality in $G\left[\cup_{i=j}^{k} V_{i}\right]$ ) and has $f\left(C_{1}\right)=19$, while the coloring $C_{2}$ (on the right part of the figure) is characterized by $f\left(C_{2}\right)=18$ and it uses maximal, but non-maximum, cardinality stable sets. As in Figure 1, the integer numbers on the vertices represent the assigned colors.


Figure 2: A coloring of a graph using maximum cardinality stable sets (left) and an optimal MSCP solution of the same graph using non-maximum cardinality stable sets (right).

### 1.1 Literature review

We address the interested reader to [14] for a complete survey on MSCP topics and we briefly mention in this section some of the main results and algorithms. The MSCP has been originally introduced in [18]. Several articles proposed lower bounds for both $\Sigma(G)$ and $s(G)$. In [30] it is shown that $\lceil\sqrt{8 m}\rceil \leq \Sigma(G) \leq\left\lfloor\frac{3}{2}(m+1)\right\rfloor$ holds for any graph $G$. Later, [25] proved that $s(G) \leq \Delta(G)+1$, where $\Delta(G)$ is the maximum degree of the vertices of $G$, while
[9] proved that $s(G) \leq\left\lceil\frac{\Delta(G)+\operatorname{col}(G)}{2}\right\rceil$ where $\operatorname{col}(G)$ is an invariant based on linear orderings of the vertices. Based on this bound, the authors also conjecture that $s(G) \leq\left\lceil\frac{\Delta(G)+\chi(G)}{2}\right\rceil$ holds. In [28] the MSCP and its variants are studied, and the authors proved complexity results for specific classes of graphs, while [26] proposed a range of lower bounds for the MSCP based on clique decomposition; for every clique partition $\left\{K_{1}, \ldots, K_{t}\right\}$ of a graph $G$, a lower bound on $\Sigma(G)$ is given by $\sum_{j=1}^{t} \frac{\left|K_{j}\right|\left(\left|K_{j}\right|-1\right)}{2}$. This bound is valid since each clique $K_{j}$ must receive at least $\left|K_{j}\right|$ different colors.

Many heuristic algorithms have also been developed over the years to find good upper bounds for the MSCP. In [19] greedy algorithms are developed by adapting the classical VCP greedy algorithms DSATUR and RLF. Local search algorithms have been developed as well in [13]. Later, [33, 34] devised a sophisticated greedy algorithm combined with tabu search that showed particularly effective for large graphs. Different genetic algorithms and tabu search algorithms have been developed in [15, 16].

One of the state-of-the-art algorithms for lower and upper MSCP bounds is called HESA and it has been proposed in [15]; the algorithm is based on a stochastic hybrid evolutionary search. Recently, some new lower bounds have been proposed in [20] which improved some of the results presented in previous works.

To the best of our knowledge, little attention has been given to exact methods for the MSCP. A compact Integer Programming (IP) formulation for the MSCP has been firstly proposed in [29]. This formulation was originally proposed to tackle a generalization of MSCP in which each color has a predefined cost. No computational results were reported in [29]. Some preliminary computational results using this compact formulation can be found in [7] where also an exponential-size formulation has been proposed, but no exact solution algorithm for the latter is given. We finally mention that the linear relaxation of the exponential-size formulation proposed in [7] has been tackled via a dual ascent heuristic algorithm in [27].

### 1.2 Paper contribution

In this paper we propose the first exact algorithm for MSCP. It is based on an exponentialsize IP formulation. The linear relaxation of the formulation provides very strong lower bounds, improving on several best known bounds from the literature. By combining column generation with a suited branching strategy, we design the first full branch-and-price algorithm for MSCP.

The remainder of the paper is organized as follows. In Section 2, we review a compact integer programming formulation for MSCP and, in Section 3, we propose two additional compact formulations. Section 4 is devoted to present the exponential-size formulation for MSCP and the corresponding branch-and-price algorithm. Finally, in Section 5 we report on computational experiments performed on a set of VCP benchmark instances and a set of random instances comparing the models and the algorithms addressed in this work.

## 2. A natural compact IP formulation

In this section, we describe a natural compact IP formulation for the MSCP originally proposed in [29], which is based on the well-known classical formulation for the VCP (see e.g., [24]). This model uses a binary variable $x_{v}^{i}$ for each vertex $v \in V$ and each (potential) color $i \in[k]:=\{1, \ldots, k\}$, specifying whether the vertex $v$ is assigned to color $i$ or not. The value $k$ represents an upper bound on the strength $s(G)$ of the graph. With this encoding, the MSCP can be formulated by the following compact IP model, which we call $I P_{C}$ :

$$
\begin{align*}
& {\left[I P_{C}\right] \quad \min \sum_{i \in[k]} \sum_{v \in V} i \cdot x_{v}^{i} }  \tag{1a}\\
& x_{u}^{i}+x_{v}^{i} \leq 1 \quad u v \in E, i \in[k],  \tag{1b}\\
& \sum_{i \in[k]} x_{v}^{i}=1  \tag{1c}\\
& x_{v}^{i} \in\{0,1\} \tag{1d}
\end{align*} \quad v \in V, i \in[k] .
$$

The objective function (1) minimizes the cost of the coloring. Constraints (2) ensure that for each edge $u v \in E$ and each color $i \in[k]$, at most one endpoint of the edge receives color $i$. Constraints (3) ensure that each vertex is colored with exactly one color.

In the VCP, one of the main drawbacks of the use of variables $x_{v}^{i}$, assigning color $i$ to vertex $v$, is the strong symmetry presented by the associated polytope, as each coloring can be replaced by an equivalent one by picking a different set of colors to be used and by permuting the order of the colors. For the MSCP however, this symmetry does not hold because the cost of each color is different, and, according to Observation 2, in any optimal solution sets of vertices receiving the same color are ordered by non-increasing cardinality. Equivalent solutions can only be obtained by swapping colors that are used for exactly the same number of vertices.

By replacing the integrality constraints (4) with $x_{v}^{i} \geq 0$, for $v \in V$ and $i \in[k]$, we obtain the linear relaxation of $I P_{C}$, denoted as $L P_{C}$, whose optimal solution value $Z\left(L P_{C}\right)$ provides a lower bound on the optimal solution value $Z\left(I P_{C}\right)$ of $I P_{C}$. The following proposition provides an upper bound for $Z\left(L P_{C}\right)$ :

Proposition $1 Z\left(L P_{C}\right) \leq n+\frac{n}{2}$.
Proof. A feasible $L P_{C}$ solution $\hat{x}$ of value $n+\frac{n}{2}$ can be obtained as follows: $\hat{x}_{v}^{1}=\hat{x}_{v}^{2}=\frac{1}{2}$ $(v \in V)$ and $\hat{x}_{v}^{i}=0(v \in V, i \geq 3)$.

Proposition 1 shows that $Z\left(L P_{C}\right)$ cannot be greater than $n+\frac{n}{2}$. However, the optimal solution value $Z\left(I P_{C}\right)$ may raise up to the quadratic term $\frac{n^{2}-n}{2}$ (e.g., for complete graphs), fact that shows that $Z\left(L P_{C}\right)$ can provide a very weak lower bound. See also Section 5 , for a computational evaluation of the quality of this lower bound.

## 3. Additional compact formulations

In this section, we introduce other two additional compact IP formulations for MSCP, both based on well-known VCP formulations from the literature. In particular, in Section 3.1 we introduce the orientation formulation and in Section 3.2, the representatives formulation.

### 3.1 Orientation formulation

The orientation formulation for VCP [2] uses an integer variable $x_{v}$ for each vertex $v \in V$ to determine the color assigned to $v$. In addition, a binary variable $y_{v w}$ is used for each edge $v w \in E$ with $v<w$ (assuming a total ordering for $V$, e.g., $V=\{1,2, \ldots, n\}$ ) which takes value 1 if and only if $x_{v}<x_{w}$ (i.e., the color assign to $v$ is smaller than the color assigned to $w)$. With this encoding, MSCP can be formulated by the following IP model, which we call $I P_{O}$ :

$$
\begin{array}{rlrl}
{\left[I P_{O}\right] \quad \min \sum_{v \in V} x_{v}} & & \\
x_{u}-x_{v} & \geq 1-k y_{u v} & & \\
x_{v}-x_{u} & \geq 1-k\left(1-y_{u v}\right) & & u v \in E, u<v, u<v, \\
x_{v} & \in[k] & & v \in V, \\
y_{u v} & \in\{0,1\} & & u v \in E, u<v . \tag{2e}
\end{array}
$$

The objective function (5) minimizes the cost of the colors assigned to each vertex. Constraints (6) and (7) impose $\left|x_{u}-x_{v}\right| \geq 1$ for each edge $u v \in E$. If $y_{u v}=0$ then constraint (6) implies $x_{u}>x_{v}$ (and constraint (7) does not impose any condition), whereas if $y_{u v}=1$ then constraint (7) implies $x_{v}>x_{u}$ (and constraint (6) does not impose any condition). As in the compact formulation $I P_{C}$, this model also presents a strong symmetry in the context of VCP, but as we stated before, this symmetry is not a drawback for MSCP since each color has a different cost.

By replacing constraints (8) and (9), with $1 \leq x_{v} \leq k$, for $v \in V$ and $0 \leq y_{u v} \leq 1$, for each $u v \in E, u<v$, respectively, we obtain the linear relaxation of $I P_{O}$, denoted by $L P_{O}$. We denote by $Z\left(L P_{O}\right)$ the optimal solution value of $I P_{O}$. The following proposition characterizes the value of $Z\left(L P_{O}\right)$, which provides in general a very weak lower bound.
Proposition 2 For any $k \geq 2, Z\left(L P_{O}\right)=n$, where $n=|V|$.
Proof. Let $(\hat{x}, \hat{y})$ be such that:

$$
\begin{array}{lr}
\hat{x}_{v}=1, & \forall v \in V \\
\hat{y}_{u v}=\frac{1}{2}, & \forall u v \in E, u<v,
\end{array}
$$

and all other variables set to 0 . For this vector, both right hand sides of constraints (6) and (7) become $1-\frac{k}{2}$ which is never greater than 0 , when $k \geq 2$. Then, assigning color 1 for each vertex trivially satisfies constraints (6) and (7) for any graph. Since each variable $x_{v}$ is at its lower bound, we conclude that $\hat{x}$ is an optimal solution, and the objective function on $\hat{x}$ equals $n$, thus proving the result.

### 3.2 The asymmetric representatives formulation

For each vertex $u \in V$, let $\bar{N}(u):=\{v \in V: u v \notin E\}$ be the anti-neighborhood of the vertex. Given an (arbitrary) total order relation $\prec$ of the vertices of the graph $G$, the anti-neighborhood of a vertex $u \in V$ can be partitioned into its lower anti-neighborhood $\bar{N}_{L}(u):=\{v \in \bar{N}(u): v \prec u\} \cup\{u\}$ and its upper anti-neighborhood $\bar{N}_{U}(u):=\{v \in \bar{N}(u)$ : $u \prec v\} \cup\{u\}\left(\right.$ with $\left.\bar{N}_{U}^{*}(u):=\bar{N}_{U}(u) \backslash\{u\}\right)$.

In the asymmetric representatives formulation, which has been originally introduced for the VCP in [3], a coloring is determined by selecting a representative vertex for each color. This representative vertex is the vertex with the smallest index for the color. Let $x_{u v}^{i}$ be a binary variable for each color $i \in[k]$ and each pair of vertices $u \in V$ and $v \in \bar{N}_{U}(u)$, which takes value 1 if and only if vertex $u$ is the representative of vertex $v$ for color $i$. With this encoding, the MSCP can be formulated by the following IP model, which we call $I P_{R}$ :

$$
\begin{array}{rr}
{\left[I P_{R}\right] \quad \min \sum_{i \in[k]} \sum_{u \in V} \sum_{v \in \bar{N}_{U}(u)} i \cdot x_{u v}^{i}} & \\
\sum_{i \in[k]} \sum_{v \in \bar{N}_{L}(u)} x_{v u}^{i}=1 & \\
x_{u v}^{i}+x_{u w}^{i} \leq x_{u u}^{i} \\
x_{u v}^{i} \leq x_{u u}^{i} & u \in V, v, w \in \bar{N}_{U}^{*}(u), v w \in E, i \in[k], \\
\sum_{u \in V} x_{u u}^{i} \leq 1 & u \in V, v \in \bar{N}_{U}^{*}(u), i \in[k], \\
x_{u v}^{i} \in\{0,1\} & i \in[k],  \tag{3f}\\
& i \in[k], u \in V, v \in \bar{N}_{U}(u) .
\end{array}
$$

The objective function (10) minimizes the cost of the colors. Constraints (11) ensure that each vertex has exactly one representative vertex (potentially itself). Constraints (12) avoid that two adjacent vertices have the same representative vertex (i.e., the same color), and prevent that any of these two vertices is represented by a non representative vertex. Constraints (13) avoid that a vertex in the anti-neighborhood $\bar{N}_{U}^{*}(u)$ can be represented by a non representative vertex. Finally, constraints (14) impose that each color is represented by at most one vertex.

By replacing constraints with $x_{u v}^{i} \geq 0$ for $i \in[k], u \in V, v \in \bar{N}(u)$, we obtain the linear relaxation of $I P_{R}$, which we denote by $L P_{R}$. In line with previous notation, we denote by $Z\left(L P_{R}\right)$ the optimal solution value of $L P_{R}$.

## 4. An exponential-size IP formulation

An exponential-size formulation is a model where variables are in correspondence with an exponential set of elements. In this section, we describe an exponential-size IP formulation for the MSCP, inspired by the Set Covering formulation for VCP introduced by [23]. This model is one of the most effective formulation for the VCP, and was successfully exploited to design the best performing exact algorithms for the problem by [21, 8, 12]. In [11], the
authors propose an alternative Set Packing formulation for the VCP, although computational experiments did not show a clear superiority of one model with respect to the other. We address the interested reader to [22] for a discussion on most important models and algorithmic approaches for the VCP and some generalizations.

We denote by $\mathscr{S}_{G}$ the collection of all stable sets of a graph $\mathscr{S}_{G}=\{S \subseteq V: u v \notin E$, for all pairs $u, v \in S\}$. Given a vertex $v \in V$, we define $\mathscr{S}_{G}^{v}:=\left\{S \in \mathscr{S}_{G}: v \in S\right\}$ as the collection of all stable sets containing vertex $v$. The exponential-size formulation for the MSCP uses a binary variable $\xi_{S}^{i}$ for each stable set $S \in \mathscr{S}_{G}$ and each color $i \in[k]:=\{1, \ldots, k\}$. The value $k$ has the same meaning as for $I P_{C}$ and it represents an upper bound on the strength $s(G)$ of the graph. These variables state whether color $i$ is assigned to the stable set $S$, or not. With this encoding, the MSCP can be formulated by the following exponential-size IP model, which we call $I P_{E}$ :

$$
\begin{array}{rr}
{\left[I P_{E}\right] \min \sum_{i \in[k]} \sum_{S \in \mathscr{S}_{G}} c_{S}^{i} \cdot \xi_{S}^{i}} & \\
\sum_{S \in \mathscr{S}_{G}} \xi_{S}^{i} \leq 1 & i \in[k], \\
\sum_{i \in[k]} \sum_{S \in \mathscr{S}_{G}^{v}} \xi_{S}^{i} \geq 1 & v \in V, \\
\xi_{S}^{i} \in\{0,1\} & i \in[k], S \in \mathscr{S}_{G}, \tag{4d}
\end{array}
$$

where $c_{S}^{i}=i \cdot|S|$ corresponds to the cost of the stable set $S \in \mathscr{S}_{G}$. The objective function (17) minimizes the cost of the coloring. Constraints (18) prevent from assigning more than one stable set to each color and constraints (19) ensures that each vertex is colored. Although in any optimal solution constraints (19) are satisfied by equality (see Observation (4), by defining them as inequalities we get non-negative dual variables for the pricing problem (see Section 4.1). We observe that constraints 18) can be stated as equalities by allowing the use of the empty set as a valid stable set. This fact is used to develop a complete branching scheme (see Section 4.2). We also point out that $I P_{E}$ can be seen as a Dantzig-Wolfe reformulation of Constraints (2) of $I P_{C}$ (see e.g., [32]). Concerning the relationship of $I P_{E}$ with the Set Covering formulation for the classical VCP, in the latter problem all the colors are identical and have unitary cost regardless the number of vertices receiving the color. This has two important modeling consequences: first, in the VCP the color index is not relevant, and hence index $i$ and constraint (18) are dropped from the model. Second, in the VCP it is possible to consider maximal stable sets only, thus obtaining a Set Covering formulation with a much smaller, though exponential, number of variables (from each solution where a vertex is colored more than once, a proper coloring of the same cost can be trivially obtained). In the MSCP instead the number of vertices receiving a color impacts the color cost, and hence, for each color $i \in[k]$, we have to consider all the stables sets of $G$.

By replacing constraints 20 with $\xi_{S}^{i} \geq 0$, for $i \in[k]$ and $S \in \mathscr{S}_{G}$, we obtain the linear relaxation of $I P_{E}$, denoted as $L P_{E}$, whose optimal solution value $Z\left(L P_{E}\right)$ gives a lower bound on the optimal solution value $Z\left(I P_{E}\right)$ of $I P_{E}$. In the remaining of this section, we make use of the following observation which characterizes the optimal solutions of $L P_{E}$ :

Observation 4 If $\hat{\xi}$ is an optimal solution of $L P_{E}$, then constraints (19) are satisfied by $\hat{\xi}$ at equality for every $v \in V$.

The relationship between the lower bounds provided by the linear relaxation of $I P_{C}$ and $I P_{E}$ is established by the following proposition.

Proposition 3 The lower bound provided by $L P_{E}$ is at least as strong as the lower bound provided by $L P_{C}$, i.e., $Z\left(L P_{E}\right) \geq Z\left(L P_{C}\right)$ and there are instances in which the inequality is tight, i.e., $Z\left(L P_{E}\right)>Z\left(L P_{C}\right)$.

Proof. Given an optimal solution $\hat{\xi}$ of $L P_{E}$, we construct the following vector $\hat{x}$ :

$$
\hat{x}_{v}^{i}=\sum_{S \in \mathscr{\mathscr { O }}_{G}^{v}} \hat{\xi}_{S}^{i}, \quad v \in V, i \in[k] .
$$

We first prove that $\hat{x}$ is a feasible solution for $L P_{C}$. By Proposition 4, constraints (19) are satisfied at equality by $\hat{\xi}$, thus implying that each $\hat{x}_{v}^{i} \in[0,1]$. For each edge $u v \in E$ and each color $i \in[k]$, we have

$$
\hat{x}_{u}^{i}+\hat{x}_{v}^{i}=\sum_{S \in \mathscr{S}_{G}^{u}} \hat{\xi}_{S}^{i}+\sum_{S \in \mathscr{S}_{G}^{v}} \hat{\xi}_{S}^{i} \leq \sum_{S \in \mathscr{S}_{G}} \hat{\xi}_{S}^{i} \leq 1,
$$

and the last inequality is given by constraints (18). Accordingly, $\hat{x}$ satisfies constraints (2). For each vertex $v \in V$, we have

$$
\sum_{i \in[k]} \hat{x}_{v}^{i}=\sum_{i \in[k]} \sum_{S \in \mathscr{P}_{G}^{v}} \hat{\xi}_{S}^{i}=1,
$$

since constraints (19) are satisfied by equality by $\hat{\xi}$. Accordingly, $\hat{x}$ also satisfies constraints (3). Therefore, by construction $\hat{x}$ is a feasible solution for $L P_{C}$. Finally, as far as the objective function is concerned, we have

$$
Z\left(L P_{C}\right) \leq \sum_{i \in[k]} \sum_{v \in V} i \cdot \hat{x}_{v}^{i}=\sum_{i \in[k]} \sum_{v \in V}\left(i \cdot \sum_{S \in \mathscr{S}_{G}^{v}} \hat{\xi}_{S}^{i}\right)=\sum_{i \in[k]} \sum_{S \in \mathscr{\mathscr { C }}_{G}} c_{S}^{i} \cdot \hat{\xi}_{S}^{i}=Z\left(L P_{E}\right) .
$$

To conclude the proof, we show an instance where $Z\left(L P_{C}\right)<Z\left(L P_{E}\right)$. Consider a cycle of size 5 where vertices are labeled consecutively through the cycle: $v_{1}, v_{2}, v_{3}, v_{4}$ and $v_{5}$. By Proposition 1, we have that $Z\left(L P_{C}\right) \leq 7.5$. For this cycle the optimal solution value $Z\left(L P_{E}\right)$ is equal to 9. An optimal $L P_{E}$ solution of value 9 is $\hat{\xi}_{\left\{v_{1}, v_{3}\right\}}^{1}=\hat{\xi}_{\left\{v_{2}, v_{4}\right\}}^{2}=\hat{\xi}_{\left\{v_{5}\right\}}^{3}=1$ and all the other variables are set to 0 .

Although (potentially) providing a tighter lower bound than the linear relaxation of $L P_{C}$, the optimal solution of $L P_{E}$ can be fractional. An example is given by $L P_{E}$ for the graph of Figure 2. This instance has a chromatic sum $\Sigma(G)$ equal to 18 which can be obtained with the coloring $C_{2}$ presented in the right part of the figure. An optimal integer solution
$\hat{\xi}$ of $I P_{E}$ is $\hat{\xi}_{\left\{v_{2}, v_{4}, v_{7}, v_{9}\right\}}^{1}=\hat{\xi}_{\left\{v_{1}, v_{3}, v_{6}, v_{8}\right\}}^{2}=\hat{\xi}_{\left\{v_{5}, v_{10}\right\}}^{3}=1$. However, $L P_{E}$ has an optimal solution value $Z\left(L P_{E}\right)=\frac{52}{3}=17 . \overline{3}$, which can be obtained with the following fractional solution $\hat{\xi}$ :
stable sets for color 1: $\quad \hat{\xi}_{\left\{v_{2}, v_{4}, v_{7}, v_{9}\right\}}^{1}=\hat{\xi}_{\left\{v_{1}, v_{3}, v_{6}, v_{8}\right\}}^{1}=\hat{\xi}_{\left\{v_{6}, v_{7}, v_{8}, v_{9}, v_{10}\right\}}^{1}=\frac{1}{3}$,
stable sets for color 2: $\quad \hat{\xi}_{\left\{v_{2}, v_{5}, v_{7}, v_{10}\right\}}^{2}=\hat{\xi}_{\left\{v_{1}, v_{4}, v_{6}, v_{9}\right\}}^{2}=\hat{\xi}_{\left\{v_{3}, v_{5}, v_{8}, v_{10}\right\}}^{2}=\frac{1}{3}$,
stable sets for color 3: $\quad \hat{\xi}_{\left\{v_{2}, v_{5}\right\}}^{3}=\xi_{\left\{v_{1}, v_{4}\right\}}^{3}=\hat{\xi}_{\left\{v_{2}, v_{4}\right\}}^{3}=\hat{\xi}_{\left\{v_{3}, v_{5}\right\}}^{3}=\hat{\xi}_{\left\{v_{1}, v_{3}\right\}}^{3}=\frac{1}{6}$.

### 4.1 Solving the linear relaxation of $I P_{E}$

Since $I P_{E}$ has exponentially many variables, column generation (CG) techniques are needed to solve its linear relaxation $L P_{E}$. The CG procedure starts with a restricted master problem (RMP), i.e., $L P_{E}$ initialized with a subset of variables containing a feasible solution. Then, iteratively, new additional variables are generated until optimality can be proved.

At each CG iteration we are given an optimal primal-dual solution of the RMP, and the pricing problem ( PP ) is solved to check if new variables with negative reduced costs have to be added to the RMP, which is then re-optimized. The procedure is iterated until no reduced cost variable can be added, implying that the current primal solution is optimal for $L P_{E}$. We refer the interested reader to [5] for further details on CG.

We describe in what follows how the PP associated to $L P_{E}$ is derived by reasoning on the separation of the dual constraints. The dual constraints of $L P_{E}$ are:

$$
\begin{equation*}
\sum_{v \in S} \mu_{v}+\pi_{i} \leq c_{S}^{i} \quad S \in \mathscr{S}_{G}, i \in[k], \tag{5}
\end{equation*}
$$

where $\pi$ and $\mu$ are the dual variables associated with primal constraints (18) and (19), respectively. Since the RMP contains a subset of the variables, its dual contains a subset of the constraints. A primal variable with a negative reduced cost is associated to a violated dual constraint (21). A dual constraint is violated if a stable set $S \in \mathscr{S}_{G}$ and a color $i \in[k]$ exist such that

$$
0>c_{S}^{i}-\left(\sum_{v \in S} \mu_{v}+\pi_{i}\right)=i \cdot|S|-\sum_{v \in S} \mu_{v}-\pi_{i}
$$

Accordingly, for a given color $i \in[k]$, it is necessary to determine if a stable set $S \in \mathscr{S}_{G}$ exists such that

$$
\sum_{v \in S} \mu_{v}-i \cdot|S|=\sum_{v \in S}\left(\mu_{v}-i\right)>-\pi_{i} .
$$

Summarizing, the PP corresponds to the series of Maximum Weight Stable Set (MWSS) problems one for each color $k \in[k]$. The weight of a vertex $v \in V$ is defined as $\mu_{v}-i$. A negative reduced cost variable is found whenever the total weight $\sum_{v \in S}\left(\mu_{v}-i\right)$ of a stable set $S$ is greater than $-\pi_{i}$. Note that when $\mu_{v}-i \leq 0$, the corresponding vertex $v$ can be discarded.

Since the weight of the vertices depends on the color $i \in[k]$, up to $k$ pricing problems may have to be solved at each CG iteration. The following result allows us to reduce their number, thus (potentially) speeding up the computational convergence.

Proposition 4 Let $\hat{\xi}$ be an optimal solution of the RMP. Let $\bar{i}$ be the largest color for which a variable in $\hat{\xi}$ has strictly positive value

$$
\bar{i}=\max _{i \in[k]}\left\{i \mid \exists S \in \mathscr{S}_{G}, \hat{\xi}_{S}^{i}>0\right\} .
$$

If no negative reduced cost variable exists for a color $j>\bar{i}$, no negative reduced cost variable exists for all colors $r>j$.

Proof. By complementary slackness, the dual solution associated with $\hat{\xi}$ has $\pi_{j}=0$, for every $j \in\{\bar{i}+1, \ldots, k\}$. If no negative reduced cost variable exists for a color $j>\bar{i}$, then $\sum_{v \in S}\left(\mu_{v}-j\right) \leq-\pi_{j}=0$ for every $S \in \mathscr{S}_{G}$. Therefore, $\sum_{v \in S}\left(\mu_{v}-r\right)<0$ for every $r>j$, since the weights of the vertices decrease increasing the value of the color.

Thanks to Proposition 4, the MWSS problems can be solved in order of colors from 1 to $k$, stopping each iteration of the CG procedure as soon as the condition of Proposition 4 is met. In our implementation, we resort to the combinatorial branch-and-bound algorithm for MWSS problem proposed by Held, Cook and Sewell [12]. This algorithm is one the best performing algorithm for the MWSS problem which has been designed to solve the pricing problems for a branch-and-price algorithm to solve the classical vertex coloring problem. We refer to [12] for further details on this algorithm.

### 4.2 A robust branching rule for $I P_{E}$

We embed the CG procedure within a branching scheme, thus obtaining a branch-and-price algorithm. The branching step should be handled with care as the addition of arbitrary branching constraints can destroy the structure of the PP. A robust branching rule is a rule that preserves the PP, which is the MWSS problem for $I P_{E}$. In order to obtain a robust branching, we branch by means of the rule originally proposed by [35], which was used by [23] for the VCP, and can be extended to other variants of the VCP as well, as discussed in [?]. We first introduce a Lemma which will be helpful in the remaining of this section.

Lemma 1 Let $\hat{\xi}$ be an optimal fractional solution of $L P_{E}$. If $\sum_{i \in[k]} \hat{\xi}_{S}^{i} \in\{0,1\}$ for every $S \in \mathscr{S}_{G} \backslash\{\emptyset\}$, then:
i) there exists an integer solution $\bar{\xi}$ of $L P_{E}$ with the same cost;
ii) $\hat{\xi}$ is not an extreme point of the polyhedron associated with $L P_{E}$.

## Proof.

i) When a vertex $v$ belongs to a stable set $S$ for which $\sum_{i \in[k]} \hat{\xi}_{S}^{i}=1$, then $v$ cannot belong to any other stable set (by Observation 4). Then, the collection $T:=\left\{S \in \mathscr{S}_{G} \mid \sum_{i \in[k]} \hat{\xi}_{S}^{i}=\right.$ $1\}$ defines a partition of $V$ into stable sets. Note that

$$
|T|=\sum_{S \in \mathscr{P}_{G}} \sum_{i \in[k]} \hat{\xi}_{S}^{i} \leq k,
$$

where the inequality is given by the sum of constraints (18) over every color $i \in[k]$. Also note that $\hat{\xi}$ uses and saturates, by optimality, colors from 1 to $|T|$. Let $S_{1}, \ldots, S_{|T|}$ be a total ordering of $T$ by non-increasing cardinality, i.e., $\left|S_{i}\right| \geq\left|S_{i+1}\right|$ for every $i \in\{1, \ldots,|T|-1\}$. From this ordering, we define the integer solution $\bar{\xi}$ by setting $\bar{\xi}_{S_{i}}^{i}=1$ for every $i \in\{1, \ldots,|T|\}$. We claim that $\bar{\xi}$ has the same cost as $\hat{\xi}$, hence being an equivalent optimal solution for $L P_{E}$. Indeed, $\bar{\xi}$ uses the stable sets of $\hat{\xi}$ with an optimal ordering, according to Observation 2 ,
ii) We have seen $\hat{\xi}$ uses and saturates, by optimality, colors from 1 to $|T|$. By hypothesis, each stable set $S$ not saturating a single color takes at least two distinct colors. Similarly, each color $i$ that is not assigned entirely to a single stable set $S$, is used for at least two distinct stable sets. Hence, we can define a sequence of pairs $\left(S_{1}, i_{1}\right),\left(S_{2}, i_{1}\right),\left(S_{2}, i_{2}\right), \ldots$, $\left(S_{l}, i_{l}\right),\left(S_{l+1}, i_{l}\right),\left(S_{l+1}, i_{l+1}\right), \ldots,\left(S_{t}, i_{t}\right),\left(S_{t+1}, i_{t}\right)$, with $t \leq T$, such that: $S_{t+1}=S_{1}$, $0<\hat{\xi}_{S_{l}}^{i_{l}}<1, l=1, \ldots, t$, and each stable set $S_{l}$ and each color $i_{l}$ appears twice in the sequence, so the sequence contains an even number of pairs. With this sequence we can define two feasible solutions $\dot{\xi}$ and $\ddot{\xi}$ as:

- $\dot{\xi}:=\hat{\xi} ; \dot{\xi}_{S_{l}}^{i_{l}}:=\hat{\xi}_{S_{l}}^{i_{l}}+\epsilon, l=1, \ldots, t, l$ odd; $\dot{\xi}_{S_{l}}^{i_{l}}:=\hat{\xi}_{S_{l}}^{i_{l}}-\epsilon, l=1, \ldots, t, l$ even;
- $\ddot{\xi}:=\hat{\xi} ; \ddot{\xi}_{S_{l}}^{i_{l}}:=\hat{\xi}_{S_{l}}^{i_{l}}-\epsilon, l=1, \ldots, t, l$ odd; $\ddot{\xi}_{S_{l}}^{i_{l}}:=\hat{\xi}_{S_{l}}^{i_{l}}+\epsilon, l=1, \ldots, t, l$ even;
and we have $\hat{\xi}=\frac{1}{2} \dot{\xi}+\frac{1}{2} \ddot{\xi}$.
The branching rule we propose is based on the following Proposition, in which the notation $S_{1} \triangle S_{2}$ represents the symmetric difference $\left(S_{1} \cup S_{2}\right) \backslash\left(S_{1} \cap S_{2}\right)$ between two sets $S_{1}$ and $S_{2}$.

Proposition 5 Let $\hat{\xi}$ be an optimal fractional solution for $L P_{E}$. Either an optimal integer solution can be constructed from $\hat{\xi}$, or there exist two non-adjacent vertices $u$ and $v$ and two stable sets $S_{1}$ and $S_{2}$, with $u \in S_{1} \cap S_{2}$ and $v \in S_{1} \triangle S_{2}$, such that $0<\sum_{i \in[k]} \hat{\xi}_{S_{1}}^{i}<1$ and $0<\sum_{i \in[k]} \hat{\xi}_{S_{2}}^{i}<1$.

Proof. Assume the conditions of Lemma 1 do not apply. Hence, there is a stable set $S_{1}$ such that $0<\sum_{i \in[k]} \hat{\xi}_{S_{1}}^{i}<1$. Consider a vertex $u \in S_{1}$. In any optimal solution, constraint (19) is satisfied by equality for $u$, hence there must be a stable set $S_{2}$ with $u \in S_{2}$ and $0<\sum_{i \in[k]} \hat{\xi}_{S_{2}}^{i}<1$. Since $S_{1} \neq S_{2}$, we have $S_{1} \triangle S_{2} \neq \emptyset$.

Consider a fractional optimal solution $\hat{\xi}$ and two vertices $u$ and $v$ identified with the characteristics of Proposition 5. Two branching nodes can be created as follows:

- In the first child node, vertices $u$ and $v$ are forced to be assigned to the same color. To this end, all variables $\hat{\xi}_{S}^{i}$ such that $v \in S, u \notin S$ or $v \notin S, u \in S$, are set to 0 for all $i \in[k]$. When solving the PP, vertices $u$ and $v$ are merged, i.e., they are removed from $G$ and a new vertex $w$ is added to $G$ with neighbourhood $N_{G}(w)=N_{G}(u) \cup N_{G}(v)$. The weight of vertex $w$ in the MWSS problems is defined as the sum of the weights of $u$ and $v$.
- In the second child node, vertices $u$ and $v$ are forced to be assigned to different colors. To this end, all variables $\hat{\xi}_{S}^{i}$ such that $v \in S, u \in S$ are set to 0 for all $i \in[k]$. In the PP , we then add an edge $u v$ to graph.

Whenever the optimal solution of the RMP is fractional, Proposition 5 together with Lemma 1 ensure that either an equivalent integer solution can be recovered from it or a pair of vertices for branching exists, thus the proposed branching scheme is complete.

In line with the procedure proposed in [23], we find a specific pair of vertices for branching in the following way. Let $\hat{\xi}$ be the current fractional solution of the RMP. We select a stable set $S_{1}$ such that $0<\phi\left(S_{1}\right)=\sum_{i \in[k]} \hat{\xi}_{S_{1}}^{i}<1$ and having the $\phi\left(S_{1}\right)$ value closest to 0.5 . For each vertex $u \in S_{1}$, there exists another stable set $S_{2}$ containing $u$ and having a fractional value $\phi\left(S_{2}\right)$. We select as $u$ the first vertex in $S_{1}$. We then select as $S_{2}$ the stable set containing $u$ and having value $\phi\left(S_{2}\right)$ value closest to 0.5 (randomly breaking ties). Finally, we select the first vertex $v \in S_{1} \triangle S_{2}$, thus defining the pair of vertices $u$ and $v$ for branching.

We show an example of the branching operation cutting a fractional optimal solution of the RMP. We consider the graph of Figure 2 and the fractional $L P_{E}$ solution presented in Section 4. We select as $S_{1}$ the stable set $\left\{v_{1}, v_{3}, v_{6}, v_{8}\right\}$ (with $\phi\left(S_{1}\right)=\frac{1}{3}$ ). We then select its first vertex $v_{1}$ and we determine the second stable set $S_{2}=\left\{v_{1}, v_{4}, v_{6}, v_{9}\right\}$ (containing vertex $v_{1}$ and with $\phi\left(S_{2}\right)=\frac{1}{3}$ ). Finally we select vertex $v_{3}$, thus defining $\left\{v_{1}, v_{3}\right\}$ as branching pair. In Figure 3, we depict the two subproblem graphs obtained after branching on the vertices $v_{1}$ and $v_{3}$ (represented in the figure by vertices $u$ and $v$ ). In the left part of the figure, the new edge $u v$ (dashed line) prevents these vertices from taking the same color. In the right part of the figure instead, the two vertices are merged into a new vertex $w$ which is connected to all the neighbours of $u$ and $v$ (dashed edges). This forces the two vertices to receive the same color.


Figure 3: The two subproblem graphs obtained after branching.

As a final remark, we note that Lemma 1 shows that optimal fractional solutions satisfying the lemma hypothesis are not basic solutions of $L P_{E}$ (i.e., they are convex combinations of other equivalent solutions). Therefore, they do not appear within the CG process if the solution of the RMP is performed by the Simplex algorithm. Indeed, given a subset of columns
in the RMP, the Simplex algorithm would return an extreme point of the associated polytope. In case a newly generated column enters the basis, this can be at value 0 (degenerate solution) or strictly larger than 0 . In both cases, this is the result of a pivot move in the Simplex, thus producing a new extreme point in the updated RMP. Nevertheless, we also remark that an implementation not using the Simplex algorithm is also possible; if such a solution is found within the process, Lemma 1 allows to obtain an equivalent integer solution (as in the proof of the lemma). In our implementation of the branch-and-price algorithm, we solve the RMP by the primal Simplex method, so we are not required to deal with this issue.

## 5. Computational results

In this section, we asses the computational performance of the three compact IP formulations presented in Sections 2 and 3, i.e., $I P_{C}, I P_{O}$ and $I P_{R}$, in terms of computational time and number of solved instances. Moreover, we discuss the characteristics of the different compact formulations having a greater impact on the performance. Then, we compare the branch-and-price algorithm based on formulation $I P_{E}$, which is denoted as $B P$ in the remainder of this section, against the direct use of state-of-the-art IP solvers on the best compact formulation. The goal of these experiments is also to evaluate the size of the instances that can be solved to proven optimality by the considered methods, and to measure the influence of the edge density on the computational effort. Finally, we are interested in the computational evaluation of the dual bounds provided by the four different formulations presented in this manuscript, beyond the theoretical dominance discussed in the previous sections. In our experiments, we use IBM CPLEX 12.8 (denoted for brevity as CPLEX) and SCIP 6.0.1 with CPLEX as linear programming solver (denoted as SCIP).

The remainder of this section is organized as follows. In Section ??, we describe the general settings of the experiments and the classes of tested instances, i.e., synthetic and DIMACS graphs. In Section ??, we present a computational comparison of the compact formulations on the DIMACS graphs followed by a discussion of the impact of the main features of CPLEX on the number of solved instances. In Section ??, we discuss the implementation details of $B P$, i.e., the newly developed exact algorithm. In Section ??, we computationally compare $B P$ against the best compact formulation, using the synthetic class of graphs. Finally, in Section ??, we discuss the quality of the LP relaxation of the different IP formulations on the DIMACS graphs and we compare BP against the best compact formulation, always on the DIMACS graphs.

### 5.1 Experimental settings and instances

Our experimental environment is a desktop PC running Linux with an Intel Core i7-3770 processor at 3.40 GHz and 8 GB RAM. For all formulations, the upper bound on the strength of the graph is set to $k=\Delta(G)+1$.

The BP algorithm was implemented in C++ by using the API provided by SCIP to manage the main branch-and-price components, and using CPLEX to solve the linear relaxations. We resort to several dedicated data structures to efficiently handle different elements of the
algorithm. In particular, we implemented a dedicated data structure, which we call Merged Graph, to handle the branching decisions (i.e., the merging of the vertices and addition of the edges to perform the branching operations). This structure allows us to extract the modified graph on each node of the branching tree while keeping track of the mapping between the vertices of the original and the merged one.

We consider two sets of instances; namely, the classical DIMACS instances commonly used to test the performance of coloring algorithms (see [31]) and the Erdös-Rényi graphs defined according to a specified edge probability. For the DIMACS instances, we restrict our computational experimentation to the instances from 31] with up to 200 vertices ( 52 graphs in total). The random instances test set is composed by Erdös-Rényi graphs of $n=|V|$ vertices, with $n \in\{20,30,40,50,60,70,80,90,100\}$, and edge densities $\delta \in$ $\{10 \%, 30 \%, 50 \%, 70 \%, 90 \%\}$. For each combination of $n$ and $\delta$, we generated 5 instances, for a total test-bed of 225 instances.

### 5.2 Performance of the three IP compact formulations on the DIMACS instances

In this section, we discuss the computational performance of the IP compact formulation $I P_{C}$ presented in Section 2 and the two additional IP compact formulations $I P_{O}$ and $I P_{R}$, presented in Section 3. We use for these tests the 52 DIMACS instances. The formulations are solved by using CPLEX with default parameters and we set a time limit of 1800 seconds for each of the tests. Since the three formulations are solved by CPLEX, we call them $I P_{C}^{c p x}$, $I P_{O}^{c p x}$ and $I P_{R}^{c p x}$, in the reminder of this section.

The results of these tests are reported in Table 1. The first column reports the name of the instance and the second column corresponds either to the chromatic sum $\Sigma(G)$ or, if none of the three formulations is able to solve an instance, we report the best upper bound from the literature (see [20]). These best upper bounds are marked in column $u b^{*}$ with an $*$ next to the values. For each formulation, we report the number of variables (columns "vars") and the time taken by CPLEX to solve the corresponding formulation (columns "time"). In case the time limit is reached, we report "t.l." in the table.

Table 1 shows then three gaps which further characterize the performance of the three formulations. The first one (column "gap") is the exit gap computed as $100(u b-l b) / l b$, where $u b$ and $l b$ are the upper and lower bounds computed by CPLEX for the corresponding formulation within the time limit ( 0 for the instances solved to proven optimality). The second one (column "gap $\ell^{\prime \prime}$ ) is the LP gap computed as $100\left(u b^{*}-Z(L P)\right) / u b^{*}$, where $u b^{*}$ is the chromatic sum $\Sigma(G)$ of the instance (or the best upper bound from the literature) and $Z(L P)$ is the value of the LP relaxation of the corresponding formulation. The third one (column "gap.") is the root node gap, computed as $100\left(u b^{*}-l b_{r}\right) / u b^{*}$, where $l b_{r}$ corresponds to the lower bound computed by CPLEX at the end of the root node of the branching tree. The lower bound $l b_{r}$ corresponds to the value of the LP relaxation after the addition of several rounds of generic cuts generated by the CPLEX and the preprocessing phase of the IP solver. The formulation $I P_{R}$ is characterized by a very high number of variables since these DIMACS graphs are relatively sparse. For this reason, CPLEX produces an out-of-memory error for 11 instances. In these cases, we report "out of memory" in Table 1. In addition, always for $I P_{R}^{c p x}$, CPLEX is not able to compute any lower bound for two instances, i.e., DSJC125.5
and queen_12_12. For this reason, we report "**" in Table 1 for the exit and the root node gaps. CPLEX is instead able to compute the value of the LP relaxations and, for this reason, the table reports the LP gap for these two instances.

Formulation $I P_{C}^{c p x}$ is the best performing one for this set of instances since it is able to solve to proven optimality 40 out of the 52 DIMACS instances. The second best formulation is $I P_{R}^{c p x}$ which solves 27 instances. Formulation $I P_{O}^{c p x}$ is able to solve only 13 instances. It is important to notice that $I P_{R}^{c p x}$ is characterized by the largest number of variables, in some instances the number of variables is 100 times larger than the number of variables of the other two formulations. On the other hand, $I P_{O}^{c p x}$ has the smallest number of variables. Considering the entire test bed, $I P_{C}^{c p x}$ has $\approx 8,000$ variables on average, $I P_{O}^{c p x} \approx 2,000$ on average, and $I P_{R}^{c p x} \approx 400,000$ on average. Not only $I P_{C}^{c p x}$ is able to solve the largest number of instances but also it generally produces the smallest exit gaps. Most of the exits gaps of this formulation are below $20 \%$ and the largest one is $112.17 \%$, for the instance DSJC125.5. The exit gaps of $I P_{O}^{c p x}$ and $I P_{R}^{c p x}$ are substantially larger. For $I P_{O}^{c p x}$, in most of the instances the exit gaps are above $20 \%$ and the largest one is $616.67 \%$, for the instance DSJC125.9. The exit gaps of $I P_{R}^{c p x}$ are smaller compared to the ones of $I P_{O}$ but, as mentioned before, this formulation incurs in out-of-memory errors for 11 instances. It is worth noticing that in one instance, i.e, DSJC125.9, the exit gap of $I P_{R}^{c p x}$ is the smallest one and it is equal to $0.14 \%$. For this instance, $I P_{C}^{c p x}$ has an exit gap equal to $67.56 \%$ and $I P_{O}^{c p x}$ has an exit gap equal to $616.67 \%$.

As far as the LP gaps are concerned, formulation $I P_{C}^{c p x}$ has an average LP gap of $49.6 \%$, $I P_{O}^{c p x}$ of $66.3 \%$ and $I P_{R}^{c p x}$ of $31.5 \%$ (for $I P_{R}^{c p x}$ we just consider the 41 instances where the exit gap can be computed). These results show that $I P_{R}^{c p x}$ has the strongest LP relaxation among the three formulations but the high number of variables (and constraints) makes this formulation not computationally competitive. Also the computational time necessary to solve the LP relaxation of $I P_{R}^{c p x}$ is considerably larger than the time necessary to solve the LP relaxation of $I P_{O}^{c p x}$ and $I P_{C}^{c p x}$, which is in most of the cases negligible. The average time to solve the LP relaxation for $I P_{C}^{c p x}$ is 0.30 seconds and the maximum $\approx 3$ seconds, for $I P_{O}^{c p x}$ the average is 0.01 seconds and the maximum $\approx 0.05$ seconds, for $I P_{R}^{c p x}$ the average is $\approx 35$ seconds and the maximum is over 300 seconds. Formulation $I P_{O}^{c p x}$ has the weakest LP relaxation and its LP gaps are often larger than $50 \%$ and, for some cases, even larger than $90 \%$. Also the LP gaps of $I P_{C}^{c p x}$ are relatively large but smaller than those of $I P_{O}^{c p x}$, but in several instances the LP gaps $I P_{C}^{c p x}$ are smaller than $20 \%$. Also for $I P_{C}^{c p x}$ there are instances on which the LP gap is over $90 \%$.

As far as the root node gaps are concerned, the most important thing to notice is that the root node gaps of $I P_{C}^{c p x}$ are very small. This fact shows that CPLEX is very effective in reducing the LP gaps for this formulation. The tests showed that very good quality upper and lower bound are computed by CPLEX for $I P_{C}^{c p x}$, in particular, 14 instances can be solved at the root node. CPLEX is also very effective in computing good root node gaps for $I P_{O}^{c p x}$, but this gaps are considerably larger than those of $I P_{C}^{c p x}$. The root nodes gaps of $I P_{R}^{c p x}$ are also small but the computing time is large. In all the 27 instances solved to optimality by $I P_{R}^{c p x}$, CPLEX solves them at the root node. Nevertheless, $I P_{C}^{c p x}$ is characterized by the best compromise between the strength of the LP relaxation and the time necessary to solve the instances to prove optimality.

CPLEX is one of the most powerful general-purpose IP solvers which implements state-

|  |  | $I P_{C}^{c p x}$ |  |  |  |  | $I P_{O}^{c p x}$ |  |  |  |  | $I P_{R}^{c p x}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Instance | $u b^{*}$ | vars | time | gap | $\mathrm{gap}_{\ell}$ | $\operatorname{gap}_{r}$ | vars | time | gap | $\mathrm{gap}_{\ell}$ | $\operatorname{gap}_{r}$ | vars | time |  | $\mathrm{gap}_{\ell}$ | $\mathrm{ap}_{r}$ | time $_{\ell}$ |
| 1-FullIns_3 | 54 | 360 | 0.0 | 0.00 | 16.7 | 0.0 | 130 | 0.2 | 0.00 | 44.4 | 12.0 | 4,380 | 0.2 | 0.00 | 8.3 | 0.0 | 0.0 |
| 1-FullIns_4 | 166 | 3,069 | 3.0 | 0.00 | 16.0 | 4.7 | 686 | t.l. | 8.63 | 44.0 | 13.9 | 124,674 | 131.4 | 0.00 | 9.6 | 0.0 | 9.5 |
| 1-Insertions_4 | 119 | 1,541 | 2.7 | 0.00 | 15.5 | 8.4 | 299 | t.l. | 3.45 | 43.7 | 14.7 | 47,058 | 58.0 | 0.00 | 6.7 | 0.0 | 2.3 |
| 2-FullIns_3 | 93 | 832 | 0.2 | 0.00 | 16.1 | 1.1 | 253 | 0.9 | 0.00 | 44.1 | 8.6 | 18,832 | 3.0 | 0.00 | 11.3 | 0.0 | 0.4 |
| 2-Insertions_3 | 62 | 370 | 0.2 | 0.00 | 10.5 | 6.4 | 109 | 0.4 | 0.00 | 40.3 | 9.7 | 6,310 | 1.3 | 0.00 | 3.2 | 0.0 | 0.1 |
| 2-Insertions_4 | 249 | 5,662 | 9.9 | 0.00 | 10.2 | 6.1 | 690 | t.l. | 9.48 | 40.2 | 10.2 | 404,092 | t.l. | 5.46 | 6.0 | 4.4 | 191.7 |
| 3-FullIns_3 | 145 | 1,600 | 0.5 | 0.00 | 17.2 | 1.0 | 426 | 31.3 | 0.00 | 44.8 | 7.2 | 57,880 | 37.1 | 0.00 | 14.1 | 0.0 | 2.2 |
| 3-Insertions_3 | 92 | 672 | 0.2 | 0.00 | 8.7 | 6.4 | 166 | 4.4 | 0.00 | 39.1 | 8.7 | 17,832 | 6.3 | 0.00 | 3.8 | 0.0 | 0.6 |
| 4-FullIns_3 | 205 | 2,736 | 0.4 | 0.00 | 16.6 | 0.5 | 655 | 182.9 | 0.00 | 44.4 | 5.2 | 144,336 | 130.5 | 0.00 | 14.4 | 0.0 | 12.6 |
| 4-Insertions_3 | 127 | 1,106 | 0.4 | 0.00 | 6.7 | 4.6 | 235 | 8.1 | 0.00 | 37.8 | 6.3 | 42,056 | 51.5 | 0.00 | 3.1 | 0.0 | 2.8 |
| 5-FullIns_3 | 280 | 4,312 | 1.6 | 0.00 | 17.5 | 1.0 | 946 | t.l. | 1.45 | 45.0 | 5.2 | 312,004 | 1054.1 | 0.00 | 15.9 | 0.0 | 36.8 |
| anna | 276 | 19,734 | 0.4 | 0.00 | 27.9 | 0.0 | 1,124 | 8.8 | 0.00 | 50.0 | 5.6 | 1,301,014 | 219.8 | 0.00 | 27.2 | 0.0 | 316.0 |
| david | 237 | 14,355 | 0.3 | 0.00 | 46.6 | 0.0 | 899 | t.l. | 14.38 | 63.3 | 25.1 | 564,630 | 53.8 | 0.00 | 42.3 | 0.0 | 40.7 |
| DSJC125.1 | 326 * | 3,000 | t.l. | 20.39 | 42.5 | 20.6 | 861 | t.l. | 55.76 | 61.7 | 30.3 | 171,336 | t.l. | 56.10 | 38.4 | 19.0 | 85.6 |
| DSJC125.5 | 1012* | 9,500 | t.l. | 112.17 | 81.5 | 43.6 | 4,016 | t.l. | 507.86 | 87.6 | 70.9 | 302,784 | t.l. |  | 67.1 | * | 535.8 |
| DSJC125.9 | 2503 * | 15,125 | t.l. | 67.56 | 92.5 | 31.0 | 7,086 | t.l. | 616.67 | 95.0 | 75.8 | 110,594 | t.l. | 0.14 | 52.0 | 0.1 | 190.7 |
| games120 | 443 | 3,240 | 0.6 | 0.00 | 59.4 | 0.2 | 1,396 | t.l. | 5.66 | 72.9 | 5.4 | 178,794 | t.l. | 1.22 | 56.3 | 0.5 | 60.1 |
| huck | 243 | 7,918 | 0.1 | 0.00 | 54.3 | 0.0 | 676 | t.l. | 11.04 | 69.5 | 19.8 | 264,718 | 19.5 | 0.00 | 50.4 | 0.0 | 13.1 |
| jean | 217 | 5,840 | 0.1 | 0.00 | 47.2 | 0.0 | 588 | 13.6 | 0.00 | 63.1 | 3.7 | 217,978 | 16.9 | 0.00 | 46.3 | 0.0 | 6.1 |
| miles1000 | 1666 | 22,144 | 124.4 | 0.00 | 88.5 | 0.6 | 6,560 | t.l. | 21.00 | 92.3 | 9.3 | 871,920 |  | out | me | ory |  |
| miles1500 | 3354 | 27,264 | 73.1 | 0.00 | 94.3 | 3.1 | 10,524 | t.l. | 22.70 | 96.2 | 10.3 | 651,354 |  | out | me |  |  |
| miles250 | 325 | 4,224 | 0.4 | 0.00 | 41.7 | 0.3 | 902 | t.l. | 3.77 | 60.6 | 4.6 | 259,677 | 412.3 | 0.00 | 40.6 | 0.0 | 7.0 |
| miles500 | 705 | 9,856 | 24.9 | 0.00 | 72.8 | 0.7 | 2,468 | t.l. | 23.04 | 81.8 | 14.5 | 545,622 | t.l. | 11.37 | 71.3 | 1.5 | 181.8 |
| miles750 | 1173 | 16,512 | 65.5 | 0.00 | 83.6 | 1.7 | 4,354 | t.l. | 25.46 | 89.1 | 7.6 | 792,447 |  | out | of men | ory |  |
| mug100_1 | 202 | 500 | 1.0 | 0.00 | 25.7 | 3.2 | 266 | t.l. | 3.01 | 50.5 | 6.4 | 24,420 | 346.9 | 0.00 | 23.5 | 0.0 | 1.1 |
| mug100_25 | 202 | 500 | 1.8 | 0.00 | 25.7 | 3.1 | 266 | t.l. | 4.66 | 50.5 | 7.4 | 24,420 | t.l. | 0.58 | 23.5 | 0.6 | 1.3 |
| mug88_1 | 178 | 440 | 1.3 | 0.00 | 25.8 | 2.7 | 234 | t.l. | 2.89 | 50.6 | 6.2 | 18,850 | 103.3 | 0.00 | 23.3 | 0.0 | 0.7 |
| mug88_25 | 178 | 440 | 1.0 | 0.00 | 25.8 | 3.1 | 234 | t.l. | 3.75 | 50.6 | 8.2 | 18,850 | 68.6 | 0.00 | 23.2 | 0.0 | 0.9 |
| mulsol.i.1 | 1957 | 24,034 | 1.6 | 0.00 | 86.4 | 0.0 | 4,122 | t.l. | 23.63 | 89.9 | 11.9 | 1,900,516 |  | out | f me | ory |  |
| mulsol.i.2 | 1191 | 29,516 | 2.3 | 0.00 | 77.0 | 0.0 | 4,073 | t.l. | 23.14 | 84.2 | 19.8 | 2,179,317 |  | out | me | ory |  |
| mulsol.i.3 | 1187 | 29,072 | 2.4 | 0.00 | 77.2 | 0.0 | 4,100 | t.l. | 23.07 | 84.5 | 20.3 | 2,070,432 |  | out | me | ry |  |
| mulsol.i.4 | 1189 | 29,415 | 2.4 | 0.00 | 77.1 | 0.0 | 4,131 | t.l. | 23.32 | 84.4 | 19.9 | 2,108,181 |  | out | mem | ory |  |
| mulsol.i.5 | 1160 | 29,760 | 2.5 | 0.00 | 76.4 | 0.0 | 4,159 | t.l. | 24.09 | 84.0 | 20.7 | 2,146,880 |  | out | mer | ry |  |
| myciel3 | 21 | 66 | 0.0 | 0.00 | 21.4 | 9.1 | 31 | 0.0 | 0.00 | 47.6 | 19.0 | 276 | 0.0 | 0.00 | 4.8 | 0.0 | 0.0 |
| myciel4 | 45 | 276 | 0.2 | 0.00 | 23.3 | 10.2 | 94 | 1.3 | 0.00 | 48.9 | 21.0 | 2,460 | 0.6 | 0.00 | 5.9 | 0.0 | 0.0 |
| myciel5 | 93 | 1,128 | 1.4 | 0.00 | 24.2 | 13.3 | 283 | t.l. | 5.51 | 49.5 | 23.7 | 21,408 | 9.1 | 0.00 | 8.2 | 0.0 | 0.4 |
| myciel6 | 189 | 4,560 | 15.0 | 0.00 | 24.6 | 15.5 | 850 | t.l. | 21.35 | 49.7 | 24.3 | 182,640 | t.l. | 5.00 | 10.4 | 3.3 | 16.1 |
| myciel7 | 381 * | 18,336 | t.l. | 6.98 | 24.8 | 16.7 | 2,551 | t.l. | 53.78 | 49.9 | 24.7 | 1,533,696 |  | out of | f mem | nory |  |
| queen10_10 | 553 * | 3,600 | t.l. | 1.64 | 72.9 | 0.5 | 1,570 | t.l. | 33.73 | 81.9 | 14.0 | 128,880 | t.l. | 32.18 | 60.8 | 0.5 | 132.7 |
| queen11_11 | 733 * | 4,961 | t.l. | 4.41 | 75.2 | 1.0 | 2,101 | t.l. | 36.90 | 83.5 | 14.2 | 221,441 | t.l. | 27.82 | 64.4 | 1.0 | 413.8 |
| queen12_12 | 943 * | 6,336 | t.l. | 6.30 | 77.1 | 0.7 | 2,740 | t.l. | 34.54 | 84.7 | 12.9 | 345,136 | t.l. |  | 67.2 |  | 1395.4 |
| queen13_13 | 1191* | 8,281 | t.l. | 5.92 | 78.7 | 0.7 | 3,497 | t.l. | 42.28 | 85.8 | 12.4 | 540,813 |  | out | of me | nory |  |
| queen14_14 | 1482* | 10,192 | t.l. | 5.44 | 80.2 | 0.8 | 4,382 | t.l. | 52.21 | 86.8 | 11.8 | 786,240 |  | out of | of mem | mory |  |
| queen5_5 | 75 | 825 | 0.0 | 0.00 | 50.0 | 0.0 | 345 | 221.9 | 0.00 | 66.7 | 20.0 | 5,445 | 0.2 | 0.00 | 19.7 | 0.0 | 0.1 |
| queen6_6 | 138 | 1,404 | 293.5 | 0.00 | 60.9 | 8.7 | 616 | t.l. | 16.62 | 73.9 | 23.2 | 14,664 | 121.9 | 0.00 | 40.2 | 0.0 | 0.6 |
| queen7_7 | 196 | 2,401 | 0.6 | 0.00 | 62.5 | 0.0 | 1,001 | t.l. | 30.21 | 75.0 | 17.9 | 36,701 | 21.2 | 0.00 | 43.9 | 0.0 | 3.7 |
| queen8_12 | 624 | 6,240 | 3.7 | 0.00 | 76.9 | 0.0 | 2,832 | t.l. | 180.02 | 84.6 | 62.1 | 213,720 | 1111.3 | 0.00 | 63.9 | 0.0 | 129.6 |
| queen8_8 | 291 * | 1,792 | t.l. | 1.04 | 67.0 | 1.0 | 792 | t.l. | 32.00 | 78.0 | 15.5 | 37,856 | t.l. | 2.08 | 51.4 | 1.0 | 9.3 |
| queen9_9 | 409 * | 2,673 | t.l. | 0.99 | 70.3 | 1.0 | 1,137 | t.l. | 40.16 | 80.2 | 15.4 | 74,745 | t.l. | 3.70 | 56.7 | 1.0 | 36.7 |
| r125.1 | 257 | 1,125 | 0.0 | 0.00 | 27.6 | 0.0 | 334 | 0.9 | 0.00 | 51.4 | 1.9 | 68,994 | 9.0 | 0.00 | 26.2 | 0.0 | 6.5 |
| r125.1c | 2184 | 15,625 | 628.6 | 0.00 | 91.4 | 0.2 | 7,626 | t.l. | 534.74 | 94.3 | 55.9 | 46,750 | 3.0 | 0.00 | 1.4 | 0.0 | 2.3 |
| R125.5 | 1853* | 12,500 | t.l. | 5.13 | 89.9 | 5.1 | 3,963 | t.l. | 40.77 | 93.3 | 17.6 | 403,700 | t.l. | 25.94 | 85.4 | 3.8 | 168.5 |

Table 1: Computational comparison between the compact formulations $I P_{C}^{c p x}, I P_{O}^{c p x}$ and $I P_{R}^{c p x}$.

| CPLEX configuration | Instances solved |
| :--- | ---: |
| Default parameters | 40 |
| No cutting planes $\rightarrow$ CPX_PARAM_CUTPASS | 37 |
| No presolving $\rightarrow$ CPX_PARAM_PREPASS | 41 |
| No presolving nor other reductions $\rightarrow$ CPX_PARAM_PREIND | 37 |
| No probing before branching $\rightarrow$ CPX_PARAM_PROBE | 41 |
| No cutting planes, presolving, other reductions nor probing | 16 |

Table 2: Effect on the performance of CPLEX in solving $I P_{C}^{c p x}$ of removing four of its main features.
of-the-art techniques to tackle IP formulations. In this section, we analyze which are the main components of the solver which affect the most its performance in solving $I P_{C}^{c p x}$. In particular, we performed 4 additional rounds of tests, on the 52 DIMACS instances, disabling some of the main features of CPLEX: $(i)$ we set the parameter CPX_PARAM_CUTPASS $=-1$ to disable the generation of cutting planes; (ii) we set the parameter CPX_PARAM_PREPASS = 0 to remove the presolve phase of CPLEX; (iii) we set the parameter CPX_PARAM_PREIND $=$ 0 to remove the presolve phase and the reductions of CPLEX; (iv) we set the parameter CPX_PARAM_PROBE = -1 to disable the probing phase of CPLEX. Finally, we performed a fifth round of tests disabling altogether these features.

The results of these tests are reported in Table ??, in which we show the number of instances solved to optimality by each of the CPLEX configuration. The table shows that these parameters have an impact on the performance of the solver. Removing the cutting planes results in solving 3 instances less, the same as removing the presolving together with the reductions. Surprisingly, removing only the presolving or the probing, one additional instance can be solved. The most important message of this table, is that by removing altogether these techniques, CPLEX is only able to solve 16 instances. This means that these techniques have a complementary effect, so removing them separately is not enough to reduce drastically the performance, but once all of them are removed altogether, the performance of the solver is substantially deteriorated. Even if 1 more instance can be solved by removing only the presolving or the probing, we decide to keep the standard configuration for the tests reported in the next sections. This allows us to avoid the overfitting of the parameter calibration.

Summarizing, these tests show that $I P_{C}^{c p x}$ is computationally superior to $I P_{O}^{c p x}$ and $I P_{R}^{c p x}$ for these test bed of instances. For this reason we use this formulation as a term of comparison in Section ?? and Section ??, where we discuss the performance of the newly developed branch-and-price algorithm.

### 5.3 Branch-and-price implementation details

The initial set of variables of the RMP must contain a feasible solution in order to start the CG procedure, see Section 4.1. The basic initialization defining a stable set for each vertex and each color might not be enough to guarantee a feasible solution since the number $k$ of colors can be smaller than the number $n$ of vertices. In order to overcome this issue,
we include an additional dummy variable $\xi_{V}^{\infty}$ which covers all the vertices of the graph at a cost $c_{V}^{\infty}=+\infty$. In addition, this variable is not present in any of the constraints (18). Clearly, $\xi_{V}^{\infty}$ is not active in any $L P_{E}$ optimal solution, while it makes any RMP feasible. Nevertheless, it is usually preferable to start the CG process with an initial set of variables containing a proper solution. To this end, we apply a greedy heuristic to search for such a set of variables. The greedy algorithm we propose starts by searching for a maximum stable set to be colored with the first color, it removes the vertices from the graph and it repeats this procedure for the next colors. The loop stops when all vertices are colored or $k$ stables set are generated and the corresponding variables are added to the RMP.

In the following paragraph, we discuss how to determine the the number of columns to be added at each column generation (CG) iteration. We recall that up to $k$ different pricing subproblems can be solved, potentially generating one column for each color. However, for the convergence of the CG procedure, it is enough to add a single negative reduced cost column at each iteration. With the aim of (empirically) finding the best configuration between these two extremes, we conducted a computational experimentation where we solve the pricing subproblems for increasing colors (starting from color 1 ), and varying the maximum number of columns that are generated before re-optimizing the restricted master problem (RMP). Namely, we consider to add up to $1,3,5,7$ and 9 columns per iteration (obtaining in this way 5 different configurations of the $B P$ algorithm). To illustrate the relative performance of these configurations, we compare them by means of a performance profile analysis [6]. For each instance and for each configuration, we compute a normalized time ratio $\tau$ as the ratio between the computing time of the considered configuration over the minimum computing time for solving the instance to optimality. The instances which cannot be solved by any configuration are considered as "time limit" and accordingly they have an infinite value of $\tau$. In Figure 4, each configuration is represented by a curve denoted by the maximum number of added columns in the legend. The vertical axis reports, for each value of $\tau$, the percentage of the instances for which the corresponding configuration spent at most $\tau$ times the computing time of the fastest one. The curves start from the percentage of instances in which the corresponding configuration is the fastest one and, at the right end of the chart, we can read the percentage of instances solved by a specific configuration (within the time limit of 1800 seconds). Computing times below 0.5 seconds are considered as ties. The best performance is graphically represented by the curves in the upper part the figure.

As Figure 4 depicts for the test-bed of 225 random instances, using one column per pricing step does not yield good results; it is profitable to add columns for several colors at each step. However, our tests also show that adding too many columns may also worsen the performance of the algorithm. The best performance is given by the configuration which adds up to 7 columns per iteration; accordingly, we adopt this $B P$ configuration in all subsequent experiments.

### 5.4 Performance of the branch-and-price algorithm for the random instances

In this section, we compare the performance of the newly developed branch-and-price algorithm against $I P_{C}$ which is the best IP formulation for the MSCP as discussed in Section ??.


Figure 4: Performance profile of the different configurations of the $B P$ algorithm.
We consider in the reminder of this section the 225 random instances described in Section ??. For these tests we set a time limit of 1800 seconds. Since the branch-and-price algorithm is implemented in SCIP we also report the results of this solver to tackle $I P_{C}$ and we call this configuration $I P_{C}^{s c p}$.

Figure 5 summarizes the number of instances solved to optimality by the three exact methods considered, i.e., $B P, I P_{C}^{c p x}$ and $I P_{C}^{s c p}$, for the complete set of random instances. Grouping the instances by graph size, the vertical bars represent the number of solved instances by the corresponding method. For each value of $n$, we have a total of 25 instances. Figure 5 shows that for $n=20, B P$ and $I P_{C}^{c p x}$ are able to solve all the instances within the time limit of 1800 seconds, while $I P_{C}^{s c p}$ solves only 20 . Increasing the number of vertices has a strong effect on the performance of $I P_{C}^{s c p}$, which is able to solve 5 instances for each value $n \in\{50,60,70\}$, only 1 instance for $n=80$ and none of the bigger ones. As far as the performance of $I P_{C}^{c p x}$ is concerned, this method is able to solve all the instances with $n \in\{20,30\}$. Its performance starts to decrease with $n=40$, as for this group of instances $I P_{C}^{c p x}$ is able to solve 19 of them. Figure 5 shows that $I P_{C}^{c p x}$ computationally outperforms $I P_{C}^{s c p}$ on this set of instances, since $I P_{C}^{c p x}$ is able to solve 93 out of the 225 instances while $I P_{C}^{s c p}$ only solves 60 . Moreover, $I P_{C}^{c p x}$ solves 4 instances with $n=80$ and 1 instance with $n=90$, while $I P_{C}^{s c p}$ solves none of them. However, $I P_{C}^{c p x}$ does not solve any instance with $n=100$. The $B P$ method is able to solve in total 161 instances and it consistently solves all instances with $n \in\{20,30,40,50\}$. For bigger instances, its performance starts decreasing but the method is able to solve 22 instances with $n=60,16$ with $n=70$, 10 with $n=80$, 8 with $n=90$ and 5 with $n=100$. Summarizing, Figure 5 computationally proves that $B P$ has an overall better performance than both $I P_{C}^{c p x}$ and $I P_{C}^{s c p}$ on the considered random Erdös-Rényi graphs.

Detailed computational results are reported in Table 3 for graphs with 20, 50, 80 and 100 vertices and different edge densities. Each line of the table reports average results for 5 instances with the similar characteristics. The first two columns of the table report the number $n$ of vertices of the graph and the percentage edge density $\delta$. The table is divided


Figure 5: Number of instances solved to optimality by $I P_{C}^{c p x}, I P_{C}^{s c p}$ and $B P$ for random Erdös-Rényi graphs with $|V| \in\{20,30,40,50,60,70,80,90,100\}$.
in three parts which report the results of the three considered methods, i.e, $B P, I P_{C}^{c p x}$ and $I P_{C}^{s c p}$. For each of these methods, the table reports the number of instances solved (column solved), the average computing time (column Time), the average exit gap (column Gap) and the average number of nodes explored in the branching tree (column nodes). For the $B P$ method, the table also report the average number of generated columns during the branch-and-price algorithm (column cols). The exit gap is computed as the percentage difference between the best upper and lower bounds divided by the lower bound when the time limit is reached, an average gap of 0 means that all the instances are solved by the corresponding method. In line with the results showed in Figure 5. Table 3 clearly shows that $I P_{C}^{c p x}$ outperforms $I P_{C}^{s c p}$ for this tests bed of instances. The method $I P_{C}^{c p x}$ is able to solve many more instances to proven optimality and on average explores a much smaller number of nodes. In addition, for the instances which cannot be solved within the time limit of 1800 seconds, $I P_{C}^{c p x}$ guarantees much smaller exit gaps compared to the ones of $I P_{C}^{s c p}$. The large difference in the computational behavior can be explained by the different and more sophisticated branch-and-cut algorithm implemented by CPLEX with respect to the one implemented by SCIP. Part of this performance difference is also explained by the better dual bounds computed at the root node by CPLEX with respect to the one computed by SCIP (see Table 4 for further details on this point). As far as the edge density impact on the performance of $I P_{C}^{c p x}$ and $I P_{C}^{s c p}$ is concerned, the table points out that both methods tend to suffer when the density increases. For instance, $I P_{C}^{s c p}$ is not able to solve any instance with $n=20$ and $\delta=90 \%$. The performance of $I P_{C}^{c p x}$ is also heavily affected by high edge densities. For instance, $I P_{C}^{c p x}$ is only able to solve 4 out of 5 instances with $n=80$ and $\delta=10 \%$ while none of the instances with higher edge densities. As far as the comparison between $I P_{C}^{c p x}$ and $B P$ is concerned, the table clearly shows that $B P$ substantially outperforms $I P_{C}^{c p x}$ for this test bed of instances. The $B P$ method consistently solves also the instances with up to 50 vertices while $I P_{C}^{c p x}$ already struggles with instances with $n=50$ and high edge densities.

| $n$ | $\delta$ | $I P_{C}^{s c p}$ |  |  |  | $I P_{C}^{c p x}$ |  |  |  | $B P$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | solved | time | gap | nodes | solved | time | gap | nodes | solved | time | gap | nodes | cols |
| 20 | 10 | 5 | 0.00 | 0.00 | 1.00 | 5 | 0.01 | 0.00 | 0.00 | 5 | 0.20 | 0.00 | 1.80 | 191.20 |
|  | 30 | 5 | 1.80 | 0.00 | 16.40 | 5 | 0.04 | 0.00 | 3.80 | 5 | 0.00 | 0.00 | 1.20 | 163.00 |
|  | 50 | 5 | 14.00 | 0.00 | 826.20 | 5 | 0.22 | 0.00 | 13.60 | 5 | 0.20 | 0.00 | 1.60 | 161.60 |
|  | 70 | 5 | 151.20 | 0.00 | 12373.20 | 5 | 0.15 | 0.00 | 0.00 | 5 | 0.00 | 0.00 | 1.00 | 162.60 |
|  | 90 | 0 | 1800.00 | 44.94 | 132823.20 | 5 | 0.02 | 0.00 | 0.00 | 5 | 0.20 | 0.00 | 1.00 | 135.80 |
| 50 | 10 | 5 | 5.00 | 0.00 | 102.80 | 5 | 0.44 | 0.00 | 33.20 | 5 | 8.80 | 0.00 | 12.60 | 2042.80 |
|  | 30 | 0 | 1800.00 | 18.79 | 60990.60 | 4 | 611.98 | 0.40 | 123770.00 | 5 | 118.80 | 0.00 | 145.80 | 8788.80 |
|  | 50 | 0 | 1800.00 | 92.15 | 4416.00 | 0 | 1800.00 | 29.76 | 117536.00 | 5 | 47.00 | 0.00 | 96.00 | 6381.60 |
|  | 70 | 0 | 1800.00 | 182.05 | 2906.00 | 0 | 1800.00 | 15.54 | 48078.20 | 5 | 5.60 | 0.00 | 25.80 | 1989.80 |
|  | 90 | 0 | 1800.00 | 336.65 | 1914.80 | 0 | 1800.00 | 4.26 | 56830.40 | 5 | 1.40 | 0.00 | 3.80 | 899.20 |
| 80 | 10 | 1 | 1712.40 | 5.06 | 50477.20 | 4 | 669.42 | 0.40 | 168339.40 | 0 | 1800.00 | 5.39 | 171.40 | 30354.80 |
|  | 30 | 0 | 1800.00 | 112.28 | 992.80 | 0 | 1800.00 | 37.65 | 31406.80 | 0 | 1800.00 | 5.84 | 237.20 | 41998.60 |
|  | 50 | 0 | 1800.00 | 264.24 | 197.80 | 0 | 1800.00 | 48.70 | 21266.80 | 0 | 1800.00 | 3.46 | 342.00 | 54391.20 |
|  | 70 | 0 | 1800.00 | 1063.65 | 22.20 | 0 | 1800.00 | 41.36 | 14050.80 | 5 | 310.00 | 0.00 | 226.40 | 18431.40 |
|  | 90 | 0 | 1800.00 | 1526.90 | 1.00 | 0 | 1800.00 | 22.58 | 9133.00 | 5 | 20.00 | 0.00 | 22.60 | 3919.60 |
| 100 | 10 | 0 | 1800.00 | 21.63 | 18767.00 | 0 | 1800.00 | 10.00 | 190629.80 | 0 | 1800.00 | 7.67 | 12.60 | 4112.40 |
|  | 30 | 0 | 1800.00 | 172.56 | 327.40 | 0 | 1800.00 | 55.80 | 14790.40 | 0 | 1800.00 | 8.35 | 63.60 | 16543.40 |
|  | 50 | 0 | 1800.00 | 836.61 | 7.20 | 0 | 1800.00 | 81.28 | 4928.00 | 0 | 1800.00 | 6.99 | 180.00 | 43321.80 |
|  | 70 | 0 | 1800.00 | 1430.98 | 1.00 | 0 | 1800.00 | 75.11 | 2038.00 | 0 | 1800.00 | 1.56 | 361.20 | 58463.60 |
|  | 90 | 0 | 1800.00 | 2126.30 | 1.00 | 0 | 1800.00 | 41.56 | 1366.20 | 5 | 59.20 | 0.00 | 52.80 | 6211.20 |

Table 3: Computational results of $I P_{C}^{s c p}, I P_{C}^{c p x}$ and $B P$ on random Erdös-Rényi graphs with $|V| \in\{20,50,80,100\}$ and $\delta \in\{10 \%, 30 \%, 50 \%, 70 \%, 90 \%\}$.

Also for the unsolved instances, the exit gaps guaranteed by $B P$ are much smalled than those of $I P_{C}^{c p x}$.

Table 3 points out a completely different impact of the edge density on $B P$ with respect to the impact on $I P_{C}^{c p x}$. The $B P$ method is able to solve all the instances with $\delta=90 \%$ and all different values of $n$. On the other hand, $B P$ tends to struggle when the edge density is smaller, fact which is also evident by looking at the number of explored nodes. By comparing the average number of nodes explored by $B P$ and $I P_{C}^{c p x}$ for the instances solved to proven optimality, one can see that $B P$ explores on average a much smaller number of nodes. This behavior can be explained by the better quality of the dual bound provided by $L P_{E}$ compared to the one provided by $L P_{C}$. As far as the number of generated columns is concerned, the table shows that $B P$ generates on average hundreds of columns for $n=20$ and thousands of columns with $n=50$ and the number of columns drastically increases for larger instances. The edge density has an impact on the number of generated columns, since instances with high edge density can be solved with a much smaller number of columns on average.

Detailed computational results on the lower and upper bounds provided by $B P, I P_{C}^{c p x}$ and $I P_{C}^{s c p}$ are shown in Table 4 (considering the same set of instances as in Table 3). This table reports three columns for each method, the average upper bound (column $\overrightarrow{U B}$ ), the average lower bound (column $L B$ ) and the average lower bound computed at the root node of the branching tree (column $L B_{r}$ ). Clearly, for the instances solved to proven optimality the columns $U B$ and $L B$ coincide, otherwise the bounds are the one obtained by the corresponding method in case of time limit. The column $L B_{r}$ reports for $I P_{C}^{c p x}$ and $I P_{C}^{s c p}$ the dual bound computed at the root node, i.e., the value of the linear relaxation of $I P_{C}$ strengthened by the general purpose valid inequalities generated by the solvers. On the other hand, for the $B P$ method the column $L B_{r}$ simply reports the bound provided by $L P_{E}$.

As far as the comparison between $I P_{C}^{c p x}$ and $I P_{C}^{s c p}$ is concerned, Table 4 clearly shows that $I P_{C}^{c p x}$ is able to compute better lower and upper bounds with respect to $I P_{C}^{s c p}$. The column $L B_{r}$ partially explains the difference in the computational behavior between $I P_{C}^{c p x}$ and $I P_{C}^{s c p}$. By looking at these two columns one can see that much stronger dual bounds are computed by CPLEX than those computed by SCIP. By comparing instead the root dual bounds provided by $B P$ with those of $I P_{C}^{c p x}$, one can see that the linear relaxation bound of $L P_{E}$ is much stronger than the dual bound provided by CPLEX at the root node even after the addition of several families of general purpose valid inequalities. The strength of the root node bound of $B P$ plays a crucial rule on its computational performance and it is the main reason why $B P$ outperforms both $I P_{C}^{c p x}$ and $I P_{C}^{s c p}$ on this set of randomly generated Erdös-Rényi graphs.

| $\|V\|$ | $\delta$ | $I P_{C}^{s c p}$ |  |  | $I P_{C}^{c p x}$ |  |  | $B P$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | UB | LB | $\mathrm{LB}_{r}$ | UB | LB | $\mathrm{LB}_{r}$ | UB | LB | $\mathrm{LB}_{r}$ |
| 20 | 10 | 29.80 | 29.80 | 29.80 | 29.80 | 29.80 | 29.69 | 29.80 | 29.80 | 29.80 |
|  | 30 | 41.60 | 41.60 | 39.96 | 41.60 | 41.60 | 40.89 | 41.60 | 41.60 | 41.60 |
|  | 50 | 57.00 | 57.00 | 43.24 | 57.00 | 57.00 | 54.52 | 57.00 | 57.00 | 56.75 |
|  | 70 | 73.60 | 73.60 | 43.85 | 73.60 | 73.60 | 71.98 | 73.60 | 73.60 | 73.60 |
|  | 90 | 117.80 | 81.29 | 45.82 | 117.80 | 117.80 | 117.80 | 117.80 | 117.80 | 117.80 |
| 50 | 10 | 93.40 | 93.40 | 88.20 | 93.40 | 93.40 | 90.70 | 93.40 | 93.40 | 92.85 |
|  | 30 | 157.40 | 132.54 | 101.22 | 156.00 | 155.35 | 130.14 | 156.00 | 156.00 | 152.64 |
|  | 50 | 254.60 | 132.72 | 103.71 | 231.80 | 186.71 | 179.30 | 227.00 | 227.00 | 223.86 |
|  | 70 | 354.00 | 125.56 | 105.09 | 319.60 | 276.54 | 262.03 | 317.00 | 317.00 | 314.66 |
|  | 90 | 566.20 | 130.50 | 105.76 | 524.20 | 503.11 | 484.53 | 524.20 | 524.20 | 523.20 |
| 80 | 10 | 180.80 | 172.14 | 147.18 | 181.00 | 180.27 | 157.31 | 186.40 | 176.87 | 175.26 |
|  | 30 | 377.40 | 177.77 | 162.06 | 341.80 | 248.29 | 229.96 | 331.20 | 312.77 | 309.38 |
|  | 50 | 610.20 | 167.57 | 165.42 | 518.00 | 348.21 | 328.24 | 491.80 | 475.34 | 470.59 |
|  | 70 | 1927.00 | 165.90 | 165.55 | 713.20 | 504.61 | 484.52 | 686.80 | 686.80 | 680.64 |
|  | 90 | 2714.00 | 166.85 | 166.85 | 1152.00 | 940.31 | 930.82 | 1125.40 | 1125.40 | 1124.70 |
| 100 | 10 | 255.40 | 209.97 | 186.33 | 249.00 | 226.37 | 202.82 | 255.60 | 237.41 | 237.07 |
|  | 30 | 565.20 | 207.41 | 203.64 | 495.60 | 318.07 | 299.59 | 475.40 | 438.77 | 436.47 |
|  | 50 | 1916.80 | 204.65 | 204.65 | 803.00 | 442.98 | 430.88 | 722.60 | 675.37 | 670.45 |
|  | 70 | 3095.00 | 202.20 | 202.20 | 1137.60 | 649.73 | 643.59 | 1011.00 | 995.46 | 989.15 |
|  | 90 | 4216.40 | 189.43 | 189.43 | 1815.20 | 1282.33 | 1273.19 | 1676.80 | 1676.80 | 1672.17 |

Table 4: Computational results of $I P_{C}^{s c p}, I P_{C}^{c p x}$ and $B P$ on random Erdös-Rényi graphs with $|V| \in\{20,50,80,100\}$ and $\delta \in\{10 \%, 30 \%, 50 \%, 70 \%, 90 \%\}$.

### 5.5 Performance of the branch-and-price algorithm for the DIMACS instances

In this section we analyze the performance of $B P$ on the 52 DIMACS instances. Firstly, we compare the bounds provided by the LP relaxation of the three IP compact formulations with the LP relaxation of the extended formulation $I P_{E}$.

In Table ?? we report the instance name, the number of vertices and edges (columns $|V|$ and $|E|$ ) and the best lower bound known in the literature 20 (column $\mathrm{LB}_{b}$ ). Then the table reports the optimal value of the LP relaxation of $I P_{C}, I P_{O}, I P_{R}$ and $I P_{E}$, rounded up to the closest integer value. Additionally, for $I P_{E}$ we also report the computational time needed to calculate this value or "t.l." if the time limit of 7200 seconds was reached. We report in boldface text the best lower bound for each instance (ties are reported in boldface text as well). The table reports the symbol "-" in case the lower bound cannot be computed within the time limit (i.e., 7200 seconds). Specifically, the bound could not be computed for 10 instances when using formulation $I P_{R}$, and for 3 instances, i.e., queen12_12, queen13_13 and queen14_14 when using $I P_{E}$. The table shows that the strongest linear relaxation is by far the one of $I P_{E}$, which however requires a column generation approach to be solved (see Section 4.1). For all 52 instances, $Z\left(L P_{E}\right)$ is significantly larger than $Z\left(L P_{C}\right), Z\left(L P_{R}\right)$ and $Z\left(L P_{O}\right)$, in some cases, by more than one order of magnitude. These very strong bounds are often stronger than the best known bounds in the literature. Specifically, $Z\left(L P_{E}\right)$ is strictly
larger than every other bound in 25 instances, while $\mathrm{LB}_{b}$ only in 8 cases. The time necessary to compute $Z\left(L P_{E}\right)$ can be high, indeed, in 8 cases the computational time is larger than 1800 seconds. But, on the other hand, in 23 cases this bound could be computed in less than 30 seconds.

We discuss now the results of $B P$ used to solve the DIMACS instances to proven optimality. Even if DIMACS instances are very challenging for the classical vertex coloring problem, some of these instances may not be such for the MSCP. In Section ??, we showed that $I P_{C}^{c p x}$ is able to solve 33 out of the 52 DIMACS instances in less than 10 seconds, thus implying that these instances are not very challenging for MSCP. For this reason, we drop these 33 instances from the following analysis and we focus on the remaining 19 instances which can be classified as the "hard" instances. As far as the performance of $B P$ is concerned on the 33 "easy" instances, it is worth mentioning that $I P_{C}^{c p x}$ outperforms $B P$, since it is on average faster and can solve all of them. Nevertheless, $B P$ is able to solve all but 2 of these instances, namely 2 -Insertions_4 and games 120, with an average computing time of of 1123 seconds. For the two unsolved instances the exit gaps are smaller than $1 \%$.

Tables ?? shows the results on the remaining 19 "hard" DIMACS instances with an extended time-limit of 7200 seconds. The structure of the table is the same as for Table 3, A hyphen on the gap column means either that the formulation could not find a lower bound (i.e., the linear relaxation was not solved within the time-limit) or an upper bound (i.e., no integer solution was found.). $I P_{C}^{c p x}$ is able to solve 7 of these 19 "hard" instances, while $B P$ solves 8 instances. In 3 of the 11 instances not solved by $B P$, this formulation could not solve the root node, but on the other 8 instances it achieves an average exit gap of $4.98 \%$. On the other hand, the average exit gap achieved by $I P_{C}^{c p x}$ on the 12 unsolved instances is $16.24 \%$ (some of the instances showing gaps of above $50 \%$ ).

## 6. Conclusions

The Minimum Sum Coloring problem is a computationally challenging graph problem with several peculiarities which make it different from other generalizations of the Vertex Coloring problem. The problem has recently attracted much interest in the literature on heuristic and methaheuristic approaches, but, to the best of our knowledge, little attention has been given to exact solution methods. In this paper we have adapted to the Minimum Sum Coloring some compact formulations proposed in the literature for the Vertex Coloring, and we have first identified which compact formulation performs better than the others. Then, we have proposed the first branch-and-price algorithm to solve an exponential-size formulation of the problem, which is the main contribution of this paper. The performance of the developed models and algorithms have been assessed on a large set of instances, both randomly generated and DIMACS instances (standard benchmarks in the literature for coloring problems). Our computational results showed the superior performance of the newly developed algorithm, in particular for the solution of randomly generated graphs.

All the tests presented in this paper are performed in single-thread mode. This clean setting allows a fair comparison between the different IP formulations, removing the impact of the parallelization on the performance. As a future line of research, we mention that

| Instance | $\|V\|$ | $\|E\|$ | $\mathrm{LB}_{b}$ | Linear relaxation lower bounds |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\left\lceil Z\left(L P_{C}\right)\right\rceil$ | $\left\lceil Z\left(L P_{R}\right)\right\rceil$ | $\left\lceil Z\left(L P_{O}\right)\right\rceil$ | $\left\lceil Z\left(L P_{E}\right)\right\rceil$ | time |
| 1-FullIns_3 | 30 | 100 | 53 | 45 | 50 | 30 | 54 | 0.1 |
| 1-FullIns_4 | 93 | 593 | 161 | 140 | 150 | 93 | 166 | 21.1 |
| 1-Insertions_4 | 67 | 232 | 117 | 101 | 111 | 67 | 116 | 1.8 |
| 2-FullIns_3 | 52 | 201 | 91 | 78 | 83 | 52 | 93 | 1.3 |
| 2-Insertions_3 | 37 | 72 | 62 | 56 | 60 | 37 | 62 | 0.1 |
| 2-Insertions_4 | 149 | 541 | 243 | 224 | 234 | 149 | 246 | 1851.7 |
| 3-FullIns_3 | 80 | 346 | 141 | 120 | 125 | 80 | 145 | 12.2 |
| 3-Insertions_3 | 56 | 110 | 92 | 84 | 89 | 56 | 92 | 2.4 |
| 4-FullIns_3 | 114 | 541 | 198 | 171 | 176 | 114 | 205 | 67.9 |
| 4-Insertions_3 | 79 | 156 | 126 | 119 | 123 | 79 | 127 | 11.1 |
| 5-FullIns_3 | 154 | 792 | 269 | 231 | 236 | 154 | 280 | 2099.8 |
| anna | 138 | 493 | 273 | 199 | 201 | 138 | 276 | 521.3 |
| david | 87 | 406 | 234 | 127 | 137 | 87 | 237 | 12.0 |
| DSJC125.1 | 125 | 736 | 303 | 188 | 201 | 125 | 314 | 1953.3 |
| DSJC125.5 | 125 | 3891 | 924 | 188 | 333 | 125 | 978 | 254.7 |
| DSJC125.9 | 125 | 6961 | 2124 | 188 | 1202 | 125 | 2500 | 18.0 |
| games120 | 120 | 638 | 442 | 180 | 194 | 120 | 443 | 5482.4 |
| huck | 74 | 301 | 243 | 111 | 121 | 74 | 243 | 1.6 |
| jean | 80 | 254 | 216 | 115 | 117 | 80 | 217 | 4.7 |
| miles1000 | 128 | 3216 | 1623 | 192 | - | 128 | 1666 | 59.2 |
| miles1500 | 128 | 5198 | 3239 | 192 | - | 128 | 3354 | 15.1 |
| miles250 | 128 | 387 | 318 | 190 | 193 | 128 | 325 | 1116.0 |
| miles500 | 128 | 1170 | 686 | 192 | 202 | 128 | 705 | 379.0 |
| miles750 | 128 | 2113 | 1145 | 192 | - | 128 | 1173 | 88.3 |
| mug100_1 | 100 | 166 | 202 | 150 | 155 | 100 | 202 | 3310.2 |
| mug100_25 | 100 | 166 | 202 | 150 | 155 | 100 | 202 | 1850.1 |
| mug88_1 | 88 | 146 | 178 | 132 | 137 | 88 | 178 | 180.8 |
| mug88_25 | 88 | 146 | 178 | 132 | 137 | 88 | 178 | 156.9 |
| mulsol.i.1 | 197 | 3925 | 1957 | 266 | - | 197 | 1957 | 87.0 |
| mulsol.i. 2 | 188 | 3885 | 1191 | 275 | - | 188 | 1191 | 1595.0 |
| mulsol.i.3 | 184 | 3916 | 1187 | 271 | - | 184 | 1187 | 1547.2 |
| mulsol.i.4 | 185 | 3946 | 1189 | 273 | - | 185 | 1189 | 1312.3 |
| mulsol.i. 5 | 186 | 3973 | 1160 | 274 | - | 186 | 1160 | 1392.8 |
| myciel3 | 11 | 20 | 21 | 17 | 20 | 11 | 21 | 0.1 |
| myciel4 | 23 | 71 | 44 | 35 | 43 | 23 | 44 | 0.1 |
| myciel5 | 47 | 236 | 89 | 71 | 86 | 47 | 88 | 0.3 |
| myciel6 | 95 | 755 | 177 | 143 | 170 | 95 | 176 | 3.8 |
| myciel7 | 191 | 2360 | 350 | 287 | - | 191 | 349 | 212.0 |
| queen10_10 | 100 | 1470 | 551 | 150 | 217 | 100 | 550 | 188.0 |
| queen11_11 | 121 | 1980 | 726 | 182 | 261 | 121 | 726 | 1907.3 |
| queen12_12 | 144 | 2596 | 936 | 216 | 309 | 144 | - | t.l. |
| queen13_13 | 169 | 3328 | 1183 | 254 | - | 169 | - | t.l. |
| queen14_14 | 196 | 4186 | 1470 | 294 | - | 196 | - | t.l. |
| queen5_5 | 25 | 160 | 75 | 38 | 61 | 25 | 75 | 0.3 |
| queen6_6 | 36 | 290 | 127 | 54 | 83 | 36 | 138 | 0.1 |
| queen7_7 | 49 | 476 | 196 | 74 | 110 | 49 | 196 | 1.0 |
| queen8_12 | 96 | 1368 | 624 | 144 | 226 | 96 | 624 | 161.0 |
| queen8_8 | 64 | 728 | 289 | 96 | 142 | 64 | 291 | 3.7 |
| queen9_9 | 81 | 1056 | 406 | 122 | 177 | 81 | 405 | 24.0 |
| r125.1 | 125 | 209 | 257 | 186 | 190 | 125 | 257 | 2078.4 |
| r125.1c | 125 | 7501 | 6597 | 188 | 2154 | 125 | 2184 | 6.8 |
| R125.5 | 125 | 3838 | 2175 | 188 | 270 | 125 | 1820 | 59.0 |

Table 5: Comparison of the lower bounds provided by the linear relaxations of the four IP models considered, i.e., $I P_{C}, I P_{R}, I P_{O}$ and $I P_{E}$ against the best lower bound from the literature [20], i.e., $L B_{b}$. We report in boldface the best lower bound for each instance.

| Instance | $\|V\|$ | $\|E\|$ | $\delta$ | $I P_{C}^{c p x}$ |  |  | $B P$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | time | gap | nodes | time | gap | nodes | cols |
| DSJC125.1 | 125 | 736 | 9 | t.l. | 17.49 | 190914 | t.l. | 11.46 | 25 | 9136 |
| DSJC125.5 | 125 | 3891 | 50 | t.l. | 97.29 | 8376 | t.l. | 7.24 | 530 | 11000 |
| DSJC125.9 | 125 | 6961 | 90 | t.l. | 53.46 | 2181 | 25 | 0.00 | 29 | 6281 |
| miles1000 | 128 | 3216 | 40 | 125 | 0.00 | 504 | 56 | 0.00 | 8 | 7481 |
| miles1500 | 128 | 5198 | 64 | 73 | 0.00 | 530 | 8 | 0.00 | 1 | 3508 |
| miles500 | 128 | 1170 | 14 | 25 | 0.00 | 1089 | 667 | 0.00 | 22 | 27798 |
| miles750 | 128 | 2113 | 26 | 66 | 0.00 | 984 | 268 | 0.00 | 47 | 24130 |
| myciel6 | 95 | 755 | 17 | 15 | 0.00 | 1125 | t.l. | 4.85 | 589 | 87803 |
| myciel7 | 191 | 2360 | 13 | t.l. | 5.52 | 28920 | t.l. | 8.33 | 148 | 98797 |
| queen10_10 | 100 | 1470 | 30 | t.l. | 1.64 | 275223 | t.l. | 2.55 | 711 | 15000 |
| queen11_11 | 121 | 1980 | 27 | t.l. | 1.93 | 137796 | t.l. | 4.27 | 128 | 37989 |
| queen12_12 | 144 | 2596 | 25 | t.l. | 3.85 | 128289 | t.l. | - | 1 | 13210 |
| queen13_13 | 169 | 3328 | 23 | t.l. | 2.11 | 103190 | t.l. | - | 1 | 12165 |
| queen14_14 | 196 | 4186 | 22 | t.l. | 5.31 | 59147 | t.l. | - | 1 | 20025 |
| queen6_6 | 36 | 290 | 46 | 294 | 0.00 | 101801 | 0 | 0.00 | 4 | 736 |
| queen8_8 | 64 | 728 | 36 | t.l. | 0.69 | 482695 | 3 | 0.00 | 4 | 2206 |
| queen9_9 | 81 | 1056 | 33 | t.l. | 0.99 | 369164 | t.l. | 0.87 | 1478 | 87223 |
| r125.1c | 125 | 7501 | 97 | 645 | 0.00 | 1 | 6 | 0.00 | 1 | 4118 |
| R125.5 | 125 | 3838 | 50 | t.l. | 4.56 | 9710 | t.l. | 0.25 | 1391 | 184299 |

Table 6: Execution times, achieved exit gaps and nodes in the branching tree for $I P_{C}^{c p x}$ and $B P$ on hard DIMACS instances, with an extended time limit of 7200 .
a parallel version of our branch-and-price algorithm could potentially results in a further improvements of its performance.
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