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Abstract

With the steadily growing traffic demand, urban traffic congestion is becoming

a critical issue threatening several factors, including public safety, emissions of

greenhouse gas, and transport inefficiencies. Thus, intelligent transport sys-

tems (ITS) have emerged as a promising solution to easing the burden of con-

gestion. ITS rely on different technologies such as VANET (Vehicular Adhoc

Networks) which provide the transportation system with ubiquitous connectiv-

ity allowing the exchange of traffic information between vehicles and roadside

terminals. This can support numerous smart mobility applications such as traf-

fic signal control and real-time traffic management. Hence, mobility models

were developed to emulate and forecast the distribution of traffic which will

be helpful to the design and management of traffic control strategies. In this

context, this study specifically concentrates on developing a mobility model

that reflects vehicular activities in urban environments based on vehicular in-

formation collected using vehicular communications. The behavior of vehicles

along multi-lane roads and intersections is modeled as a stochastic process using

queuing theory. Particularly, the queue system is analysed as a continuous-time

Markov chain (CTMC) and by calculating the steady-state probabilities, dif-

ferent performance measures are derived and analyzed under various scenarios.
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To validate the model, the obtained forecasts are compared with a queue model

and realistic traces. The results show that the model is capable of reproducing

the realistic behavior of traffic in urban roads without incurring heavy costs and

time-consuming computing. The obtained estimates were then used to design

an actuated traffic light and a vehicle speed adaptor. From the simulation re-

sults, it is clear that using the proposed traffic forecasting model helps reduce

vehicles idling and travel times.

Keywords: ITS, VANET, Mobility model, Queuing theory, Markov chain

1. Introduction

With the ever-growing population around the globe, transportation demand

has increased substantially, which caused an overloading of the urban road net-

works. When traffic is congested not only it hinders the mobility of people, but

also increases collision risk, delays and exacerbates environmental pollution. All

of this calls for an improvement of the conventional roadway system for the pur-

pose of easing the pressure on the limited capacity of roads. ITS were designed

to manage and optimize traffic flows by making use of the most advanced and

revolutionary technologies and services. Developing this next-generation trans-

portation systems relies mainly on the establishment of a wireless communica-10

tion between all road network elements to allow timely and seamless traffic data

exchange. VANET is what provides the ubiquitous connectivity in ITS by con-

necting moving vehicles and roadway infrastructure via an Adhoc network. To

increase the scope of applications, VANET deployment can benefit from other

communication technologies such as sensor networks [1, 2, 3], unmanned aerial

vehicles (UAV) [4, 5, 6] and cellular networks [7, 8]. Integrating various com-

plementary technologies will facilitate access to information and to extend the

coverage area.

Now, with the emergence of vehicular communications, distributed traffic

management becomes feasible. On-board and roadside units can gather up-20

dated information in real time including the current traffic condition, travel
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speeds, itineraries etc, and then analyze this data to predict the future state of

traffic. Mobility models can emulate traffic flows and estimate its evolution in

the day ahead or in the short-term [9, 10, 11]. This can help detecting possible

congestion areas and influence traffic flows onto less congested roads, synchro-

nize traffic lights and other road signals to deal with future traffic demands,

and adjust driving velocity to ensure vehicles arriving to the stop bar when the

traffic light is green which helps in reducing vehicular queuing. A number of

mobility models, suitable for vehicular environments, were developed for vari-

ous purposes [12, 13, 14, 15]. They can be a useful design tool to evaluate the30

performance of proposed solutions for traffic management and communication

protocols impacted by mobility before their implementation. They can also

provide accurate forecasts of the future state of traffic over a road network to

improve the utilization of its capacity.

The aim of this study is to propose a novel stochastic mobility model suit-

able for urban environments. The traffic behavior in multi-lane roads and near

intersections is modelled using queuing theory features, then a Markov chain

in continuous time is constructed to study the evolution of queues. This ap-

proach allows to get long-term estimates of traffic distribution using a numerical

method for solving the stationary distribution. The work can be broadly sepa-40

rated into two parts. The first part was focused on describing traffic flow along

multi-lane roads while taking into consideration lane change operations. The

second part involved modeling the queuing behavior of vehicles at intersections.

A comparison of the proposed model with another queue-based method and

realistic traces is conducted to investigate the accuracy of the proposed model.

Results indicate that the CTMC model is able to realistically mimic urban mo-

bility aspects. These findings are valid for both low and high traffic densities.

A dynamic traffic light and a speed control policy were designed using the ob-

tained traffic estimates. A Matlab SimEvent simulation framework was used to

test and compare the performance of the proposed approach with a conventional50

road system. The simulation results show that using a traffic model to forecast

future traffic states can help reducing the average waiting time at intersections
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and travel delays while guaranteeing better road infrastructure utilization.

The remaining sections of this paper are organized as follows: Section 2

provides an overview of the literature regarding mobility models for vehicular

networks. In Section 3, the mobility model is detailed and steady-state prob-

abilities are defined. Numerical results and simulations are demonstrated in

section 4. Finally, the work proposed is summarized in section 5 along with the

perspectives.

2. Related work60

In this section, we examine the body of prior works that support the pro-

posed approach. There have been various models proposed to generate vehicular

mobility traces. In general, these may be broadly divided into three main classes

[16][17] : Trace-based, traffic-simulator-based and synthetic models.

2.1. Trace-based mobility models (TBMM):

TBMM depend on traces collected from the real-world in order to derive ve-

hicle mobility patterns. Several models suitable for both MANET and VANET

scenarios have been reported in the literature [18, 19, 20]. The key strength

to these models is their ability to emulate accurately the spatial and temporal

measurements of mobility and are suitable for complex large-scale scenarios.70

However, it seems that their effectiveness depends in large part on the avail-

ability of large datasets of GPS traces, which are inaccessible to the scientific

community. Several projects have been initiated to collect vehicular trajecto-

ries such as OpenStreetMap [21], CRAWDAD [22], and HighD [23]. Now, these

datasets needs to be enriched with more traces to allow more accurate and

precise results in the future.

2.2. Traffic simulator-based mobility models (TSBMM):

TSBMM refer to models that are based on simulation tools to generate ve-

hicular mobility patterns. These tools are either commercial products or free

open-source softwares. PARAMICS [24, 25], CORSIM [26], AIMSUN [27] and80
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Table 1: Comparison of synthetic models

Model Target environment Map generation Trip generation Path computation Lane change Velocity Intersection behaviour

LWR [34, 35] Urban and freeway Real map Random Kinematic waves No Non-uniform Traffic signal

Henry et al. [36] Urban User-defined - Kinematic waves No Non-uniform Traffic signal

Yang et al. [37] Urban User-defined - Kinematic waves No Non-uniform Traffic signal

City section[38] Urban Grid layout Random RWP No Uniform Random

Freeway [38] Freeway Undirected graph Random RWP No Non-uniform -

Manhattan [38] Urban Grid layout Random RWP No Non-uniform Probabilistic

Nagel & Schreckenberg [39] Freeway User-defined Random RWP No Non-uniform -

Cellular automaton [40] Freeway User-defined Random RWP No Non-uniform -

Group membership [41] Highway User-defined Random Uniform No Non-uniform -

Krauß [42] Urban and freeway User-defined Random Uniform Yes Non-uniform -

Bayesian [43] Urban and freeway User-defined User-defined Random Yes Non-uniform -

Legendre [44] Human mobility Map file Random Brownian motion, No Normal or uniform -

RWalk, Group Walk distribution

Gipps [45] Highway Random Random Random Yes Non-uniform -

Driving cycles [46] Urban, rural, highway Real map GPS traces Traces No Non-uniform -

Gawon [47] Urban and highway User-defined Random - No Uniform Traffic signal

Mirchandani et al. [48] Urban intersections User-defiend - - No - Traffic signal

Cremer & Landenfeld [49] Urban User-defined Random RWP No Uniform Traffic signal

Mohimani et al. [50] Urban Grid layout Random Random No Non-uniform Deterministic

LINTAS [51] Urban and Highway Real map Random Random No Non-uniform -

PTV Vissim [28, 29] are one of the first simulation tools designed for vehic-

ular scenarios. The purchase of a licence is required to use these commercial

tools. There exists several free simulation programs such as SUMO [30, 31] and

VanetMobiSim [32, 33] which can be used for traffic management and VANET

simulation. These above-mentioned models allow a detailed simulation of mobil-

ity. However, creating the complex configuration and the very long simulation

time of large scale scenarios represent a major drawback of simulator-based

models.

2.3. Synthetic models:

Synthetic models present movements of mobile nodes based on mathemati-90

cal approaches, and can be divided into five sub-classes:Traffic stream models,

stochastic models, car-following models, behavioural models, queue models and

machine learning (ML)-based models. Table 1 summarizes the mobility aspects

and use cases considered by the synthetic models reviewed hereinafter.

5



2.3.1. Traffic stream models

These models study traffic as an hydrodynamic phenomenon with regard

to three fundamental parameters characterizing traffic which are speed, density

and flow. The most prominent work in this category is the works of Lighthill-

Whitham-Richards (LWR) [34, 35]. The model describes the traffic flow dynam-

ics along roads and junctions based on kinematic waves. Similar approaches have100

been presented in [36] and [37]. Traffic stream models can only be exploited to

mimic basic mobility aspects as they do not provide an exhaustive level of de-

tail. Besides their lack of preciseness, finding a solution for these models when

traffic flow varies continuously over time is a cumbersome task.

2.3.2. Stochastic models

Stochastic models describe the mobility of vehicles traveling over a graph

or a map as a random process. There have been various stochastic models

reported in the literature such as City section [16], Freeway and Manhattan [38].

These models are suitable for urban environments. Nagel and Schreckenberg

[39] addressed mobility in single lane-freeways. The model was later extended110

in [40] to incorporate drivers’ reaction to the speed and distance headway to

the preceding vehicle. The true benefit of these models is their easy and rapid

implementation, but they require further improvement to accurately mimic the

real-world behavior of vehicles in both urban and freeway environments. Most

notably, the lane change behavior, the stop-and-go phenomenon, and vehicles

queuing at intersections need to be considered.

2.3.3. Car following models

In this kind of models, the behavior of each individual vehicle is modelled

while taking into account measures such as the distance from the vehicle ahead

and its speed. The work in [41] presented a car-following model suitable for120

single-lane roads. Other approaches were introduced to consider lane-change

operation in multiple-lane roads such as [42] and [43]. Compared to the The

aforementioned types of models, the car-following models are more accurate and
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realistic. But due to the abundance of detail, their deployment can be extremely

challenging and may incur complex computation particularly to model large

scale networks. Moreover, these models focus specifically on the behaviour of

an individual vehicle and they fail to capture the behaviour of the road system

as a whole

2.3.4. Behavioural models

The premise of these models is based on behavioral rules guided by so-130

cial impact, rational decision-making or stimulus-reaction actions. The first

behavioural model was introduced by Legendre et al. [44] to emulate human

mobility. Later on, several works adapted the model to fit vehicular mobility.

The model proposed by Gipps in [45] reproduce the response behaviour to the

sudden braking of the preceding vehicle. Authors in [46] developed an improved

behavioural model able to capture various behavioural characteristics that can-

not be derived from driving cycles traces. The downside of these models is that

they require complex calculations which makes it tedious to simulate large-scale

traffic scenarios.

2.3.5. Queue models140

Queue-based models apply queuing theory and basic probabilistic distribu-

tions to deal with vehicles standing in queues. Gawron [47] was the first to

propose a queue model suitable for vehicular traffic. The method introduced in

[48] used queuing theory to optimize traffic at isolated signal-controlled inter-

sections, while authors in [49] studied traffic at both intersections and different

parts of the street. In [50] a model to describe the movement of vehicles at

both intersections and different parts of the street was proposed. Authors in

[51] proposed a traffic simulator built in Simulink that simulates traffic in a

multi-lane road as a M/M/n in an attempt to mitigate traffic jams. The models

mentioned above afford the advantage of a simple and rapid modeling and de-150

ployment of traffic flow patterns. They also jointly reproduce microscopic and

macroscopic mobility properties to provide a sufficient level of detail. However,
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they disregard several mobility aspects such as the coordination among vehicles

crossing an intersection and lane changing operation.

2.4. ML-based models

ML-based approaches have received considerable attention from researchers

as an alternative for vehicular traffic prediction. These models generate a traffic

prediction function through learning from realistic examples. The learning pro-

cess is based on optimisation algorithms that aim at reducing the gap between

the estimated and expected values for a more accurate prediction. Authors in160

[52] proposed a deep learning-based forecasting model that relies on 40 day traf-

fic data collected by 58 cameras located at different locations around London.

The primary advantage of the proposed model is its ability to reduce forecast-

ing errors. However, only two features could be captured which are time and

traffic density. Another drawback is the extra costs associated with the deploy-

ment of cameras all over the road network. In [53] a K-nearest neighbor based

classification model is used for traffic flow prediction using Correlation analysis.

This model aims at reducing storage and computation costs of large training

samples by considering off-line distributed training and online parallel predic-

tion. A multitask learning-based artificial neural network was proposed in [54]170

to predict traffic flows. The data used in the model is the vehicle flow rates of

discrete time series which were recorded every 15 min. The model proves its

efficiency to provide estimates closer to the true values.

ML-based models are able to provide fast and low error rate predictions.

However, they require tremendous offline training which limit their usage in

the real world. Traffic flow patterns have different features depending on the

locations, speed, time, etc. Therefore, it is important to train the predictor

multiple times to reflect different scenarios. Accordingly, the running time of

the learning process needs to be reduced to effectively apply ML-based traffic

prediction approaches in the real world. Another drawback of these models is180

their reliance on real-life examples in the training process. The datasets used

by ML-based models need to be large enough to obtain a well-trained model.
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In less traveled or sparse areas where historical traces are less readily available,

ML-based models are enable to ensure low prediction error rates.

The approach proposed in this study differs from the works outlined above

as we aim to develop a novel stochastic model that can be applied to generate

mobility patterns in multiple-lane urban roads using queuing theory. The model

not only emulate the behavior of vehicles driving on roads but also describes the

behavior of queues formed at intersections. Moreover, the most crucial mobility

aspects such as the spatial configuration, lane change, velocity, and routing were190

taken into consideration. Changes in the system are modeled as a continuous-

time Markov chain which allow to reflect the stochastic and variable nature of

the transportation network and to predict future traffic states. The strong point

of Markov chains is the memoryless property where the future event occurring

is not affected by the occurrence of past events. As a consequence thereof,

the model is always suitably efficient even if historical data are not available.

Contrarily to machine-learning based prediction models that highly rely on his-

torical data in the training process. To compute the stationary probabilities of

the Markov chain, an iterative and direct numerical method was used. Different

performance indicators were defined and used to analyse the system for different200

traffic scenarios such as queue lengths, travel times and delays that are crucial

to design traffic planning and management applications in the context of smart

mobility. The chief strength of the proposed model is its low complexity since it

relies on a set of simplistic assumptions without incurring a loss of realism and

accuracy in the results. Through results demonstrated in section 4, the model

shows its effectiveness to emulate urban traffic and can be successfully used in

the context of ITS.

3. Proposed Model

Having reviewed related work, we present in this section the main body of

our contribution. The main goal of this study is to design a mobility model210

that allows describing traffic dynamics in an urban environment and predicting

9



the future traffic condition along arterial roads and at controlled and uncon-

trolled intersections. In this study, we extend a previous model proposed in

[55] where a stochastic model was introduced to emulate the standing queues at

intersection in urban environments. Our novel model not only describes traffic

at intersections but also on multi-lane roads while incorporating extra details

such as road configuration, lane change and velocity.

Our approach can be seen as a two-stage process. First, a queue system is

built to describe the traffic dynamics in an urban area. Therein after, Markov

chains in continuous time are built to study the evolution of the queues. Prin-220

ciples of queuing theory have been widely used in traffic engineering [56, 57],

because it allows to study waiting lines and queues, and to cover problems of

optimization involving waiting and delays in servicing vehicles. So the use of

this approach is not only inexpensive in terms of deployment but also allows to

predict queue lengths and waiting times.

Vehicular mobility is characterized by having a predictable nature as vehi-

cles’ mobility is constrained by several factors such as traffic regulations and

road layouts. However, the uncertain drivers’ driving behaviour adds a more

stochastic side to vehicular traffic. The arrivals of vehicles, acceleration, de-

celeration and route choice are processes marked by uncertainty. Therefore,230

deterministic or probabilistic approaches are not suitable for modeling traffic

as they are independent of time. Stochastic approaches such as Markov chains

are more adequate to reproduce the random and time-dependant properties of

vehicular traffic.

To model urban traffic, a city section that contains a set N of N road

intersections linked by double-way and multi-lane roads is considered. R denotes

the set of single-way roads composing the network. Three types of intersections

are modelled: roundabouts, stop-and-go and signal-controlled intersections. It

is supposed that vehicles arrive to an intersection from roads outside the network

or from adjacent intersections within the studied area. Vehicles arriving to the240

intersection are either served immediately or queued until the intersection is

available. Once a vehicle is served, it is then routed to its next intersection, or
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leaves the network.

In this study, it is assumed that each vehicle is equipped with a communica-

tion unit, and exchanges traffic information with roadside units deployed along

the road and at intersections. RSUs use V2I communications to exchange pack-

ets with vehicles within their coverage area. However, it is quite likely that some

nodes in the network will be isolated due to the limited communication range of

RSUs. Moreover, placing RSUs at regular intervals could not be guaranteed for

their cost of deployment. To improve the efficiency of V2I infrastructure, V2V250

communications can be used to extend the connectivity of RSUs and to ensure

service continuity in the VANET. Several cooperation schemes were developed

to combine both V2I and V2V to mitigate the service disruption problem in

uncovered areas [58, 59, 60].

The RSUs are able to collect information about arrival and departure times,

travel speeds and next destination intersection. Then, the RSUs periodically

computes average quantities such as arrival rates, average speeds and density

and then broadcast the information to vehicles. These information are used

by vehicles to forecast future traffic states using the approach presented here.

Figure 1 depicts an example of the street layout considered in this study.260

The road network can be thereby modelled using queuing theory as depicted

in figure 2. Table 2 summarizes all the notations used herein after.

Each lane of a road is modelled as a fixed-capacity queue and multiple servers

each holding a vehicle for a specific service time representing the time needed

to travel from the start intersection to the end intersection. The probability

distribution used to model the arrival and departure of vehicles is similar to

works in [61, 62, 63]. The vehicles arrive from the outside network to an inter-

section within the studied city section following a Poisson process. The Poisson

distribution is most suitable as vehicles arrive independently and in a random

manner within a given time interval. Vehicles originating from adjacent inter-270

sections arrive to the intersection with a rate calculated as a function of the

average service time of all roads meeting at the considered intersection. The

vehicles are stored in the queue and released following FIFO service discipline.
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Notation Description

N Number of intersections

λi , µi Arrival and departure rates at intersection i

λout
i Arrival rate at intersection i from the external network

R Routing probability matrix

rij Routing probability from intersection i to j

Ci Queue capacity of intersection i

Si Average sojourn time of intersection i

Wi Average waiting time of intersection i

Qi Average queue length of intersection i

λr , µr Arrival and service rates of a road r

Len Length of a road

M Number of lanes of a road

Clane Capacity of lanes

λm , µm Arrival and service rates at lane m

Dm Density of lane m

αm Probability to travel on lane m

V avg
m Average speed of lane m

Lm Average number of vehicles traveling on lane m

V Cm Volume-to-capacity ratio of lane m

Sm Average sojourn time of lane m

LCnm Lane change probability from lane n to lane m

X(t) Vector representing traffic over a road at time t

Xm(t) Random variable representing traffic over a lane m at time t

Y (t) Vector representing traffic at intersections at time t

Yi(t) Random variable representing traffic at intersection i at time t

Ω , Θ State spaces

P , T Transition probability matrices

π , Ψ Steady-state probability distributions

Table 2: Notations
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Figure 1: A diagram of a road layout in an urban area

Figure 2: Traffic scenario represented as a queue system

Vehicles can undergo the service process simultaneously as vehicles can travel

along a road section at the same time. Each vehicle is then held by a single

server for a certain time and then released. We also assume the amount of time

between two successive service completions is random and independent from

one another. Hence, the service time is modelled following an exponential dis-

tribution. After being serviced,the vehicle can travel to its next destination or

leaves the network.280

The arrival rate and service rate of a road r are denoted λr and µr respec-

tively. The arrival rate λr of a road r linking intersection i to intersection j is
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defined as follows:

λr = µi.pij ,∀r ∈ R (1)

µi is the service rate of the start intersection i and pij the probability that a

vehicle travels from intersection i to intersection j. µi is the service rate of the

start intersection i that is extracted from historical traces collected by RSUs

and pij the probability that a vehicle travels from intersection i to intersection

j.

We denote by αm the probability that a vehicle chooses to travel on lane m,

with
∑

m∈M
αm = 1. The arrival rate of a lane m can therefore be calculated as290

follows:

λm = αm.λr (2)

The service rate of a lane m is calculated as a function of its length Len and

its average speed V avg
m :

µm =
V avg
m

Len
(3)

The service rate of the road r is defined as the sum service rate over its lanes

as follows:

µr =
∑

m∈M
µm (4)

As stated before, the arrivals from the outside network to one of the studied

intersections are random and independent and are therefore modelled using a

Poisson distribution of rate λout
i . The arrivals from neighboring intersection

depends on the service rate of roads leading to the intersection. Let Ii be the

set of incident roads to intersection i. The arrival rate of an intersection i is

then calculated by the following formula:

λi = λout
i +

∑
r∈Ii

µr,∀i ∈ N (5)

For simplicity, we model the service time using an exponential distribution

with rate µi. The service rate can be extracted from historical traces collected
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by RSUs and it represents the number of vehicles crossing the intersection in300

a period of time. For signal-controlled intersections, the service rate represents

the average number of vehicles crossing the intersection during a traffic signal

cycle.

To ensure that the queuing system can evolve to a steady state, we assume

that the arrival rates λ and service rates µ satisfy the following constraint:

λ < µ. It needs to be emphasized that this condition must be satisfied by the

lanes, roads and intersections. Hence, we consider scenarios where :

λm < µm,∀m ∈ M (6)

The satisfaction of the constraint 6 implies the following:

λr < µr,∀r ∈ R (7)

Similarly, it is assumed that the arrival rate of intersections must be less than

their service rate:

λi < µi,∀i ∈ N (8)

3.1. Markov chain for road traffic

In order to build the proposed model, we construct as a first step a Markov

Chain in continuous time to model the behavior of queues representing a multi-310

lane road. An urban road of M lanes is considered, where Clane is its lanes

capacity, which represents the number of vehicles that can be handled by a

single lane.

Let X(t) = (X1(t), ..., XM (t)) be a vector of random variables representing

the traffic state of a road, where each element Xm(t) represents the number

of vehicles travelling on lane m, such as, for each m ∈ M and t ∈ [0,+∞),

0 ≤ Xm(t) ≤ Clane. Therefore, the open network allows to study a population

set Q of size 0 ≤ |Q| ≤ M × Clane. The collection of possible values of X(t)

is called a state space. Let Ω be the state space of the random variable X(t).

Given a state x ∈ Ω, the value of each element Xm(t) of the random vector is320

denoted xm.
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The Markov chain modeling a road section is defined as the random process

{X(t), t ≥ 0}, defined by a finite state space Ω, and a state transition matrix

P , where its element pxy reflects the likelihood of the system transitioning from

state x to state y. Given P the transition rate matrix and π the equilibrium

distribution, the balance equations can be expressed mathematically as:

πx.pxy = πy.pyx (9)

Then the global balance equations are obtained by summing over y:

πx.
∑

y∈Ω\{x}

pxy =
∑

y∈Ω\{x}

πy.pyx (10)

Thus, to establish the transition probability matrix P , we first denote the

lane change probability from lane n to lane m by LCnm. If a vehicle is traveling

on a lane n, the probability that it changes to an adjacent lane m is defined

as a function of density. If m is more congested, there is a low probability the

vehicle will change to lane m. However, if the current lane n is more dense than

the destination lane m, the lane change probability is increased. Given Dn and

Dm the density of lane n and lane m respectively, the lane change probability

can be expressed by the following:

LCnm =


1− Dm

Dn +Dm
if n and m

are adjacent lanes;

0 otherwise.

(11)

Another characteristic of matrix P is that the row sum is 0, such as for each

(x, y) ∈ Ω2:

pxy =


Pr{X(t+ 1) = y|X(t) = x} ≥ 0, if x ̸= y;

−
∑

z∈Ω\{x}

pxz if x = y.
(12)

Where the non-diagonal element are equal to the transition rate from state

x to y, and the diagonal elements are calculated by the sum of other rates of
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Figure 3: Transition graph of the Markov

chain describing traffic in a double-lane road.

Figure 4: Transition graph of the Markov

chain describing traffic in three intersec-

tions.

the same row. The transition matrix P is formed by the collection of transition330

probabilities pxy that describes the probability that a system will evolve from

state x to state y . Figure 3 represents the corresponding Markov graph.

pxy =



λm, if a vehicle arrives at lane m;

µm, if a vehicle leaves lane m;

LCnm, if a vehicle changes from lane n to lane m;

−
∑

z∈Ω\{x}

pxz if x = y ;

0 otherwise.

(13)

Given the transition probability matrix P defined previously and the equi-

librium vector π, the balance equation is expressed as follows:

πx.
∑

y∈Ω\{x}

(
∑

m∈M
λm.1(pxy=λm) +

∑
m∈M

µm1(pxy=µm) +
∑
n∈M

∑
m∈M\{n}

LCnm.1(pxy=LCnm) =

∑
y∈Ω\{x}

πy(
∑
l∈M

λm.1(pyx=λm) +
∑

m∈M
µm.1(pyx=µm) +

∑
n∈M

∑
m∈M\{n}

LCnm.1(pyx=LCnm))
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3.2. Markov chain for intersection traffic

The next step is to construct a CTMC to model traffic at intersections.

We consider that the road network contains a set N of road intersection. It is

assumed thatN is composed ofN intersections (N = {1..N}). Each intersection

i ∈ N is assigned a corresponding value Ci in C = {C1, C2, ..., CN} which

represents the sum of capacities of roads that meet at the intersection.340

The Markov chain is defined as the random process {Y (t), t ≥ 0} where

Y (t) = (Y1(t), ..., YN (t)) is a vector of multiple random variables. Each element

Yi(t) represents the number of vehicles queuing or crossing an intersection i.

As waiting lines at intersection are of a limited capacity that is relative to the

lengths of roads leading to the intersection, we assume that the random variable

verify the following constraint: ∀i ∈ N and ∀t ∈ [0,+∞[, 0 ≤ Yi(t) ≤ Ci. A

population set A of size 0 < |A| <
∑
i∈N

Ci can be studied by the Markov chain.

The state space Θ is defined as the collection of possible values of Yi(t),

and T the transition matrix such as, given (u, v) ∈ Θ2, Tuv is the transition

probability from state u to state v. We first define the routing matrix R =350

(ri,j)1≤i≤N,1≤j≤N where each element rij ,∀(i, j) ∈ N 2 is the probability that

a vehicle travels from intersection i to intersection j. The diagonal elements

rii,∀i ∈ N is the probability that a vehicle leaves the network from intersection

i. The routing probability matrix is supposed to be computed periodically by

RSU using collected data.

The transition matrix T can then be established as follows:

Tuv =



λi, if a vehicle joins the network from intersection i;

µi.rii, if a vehicle leaves the network from intersection i;

µi.rij , if a vehicle travels from intersection i to intersection j;

−
∑

w∈Θ\{u}

Tuw if u = v;

0 otherwise.

(14)

The transition diagram of the proposed Markov chain is depicted in figure
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4. The stationary distribution Ψ of the Markov Chain T (t), is expressed by:

Ψu.
∑

v∈Θ\{u}

(
∑
i∈N

λi.1(Tuv=λi) +
∑
i∈N

µi.rii.1(Tuv=µi.rii) +
∑
i∈N

∑
j∈N\{i}

µi.rij .1(Tuv=µi.rij) =

∑
v∈Θ\{u}

Ψv(
∑
i∈N

λi.1(Tvu=λi) +
∑
i∈N

µirii.1(Tvu=µi.rii) +
∑
i∈N

∑
j∈N\{i}

µi.rij .1(tvu=µi.rij))

3.3. Numerical resolution and performance measures

The Grassmann-Taksar-Heyman (GTH) algorithm [64] is used to compute

values of the stationary distributions. Then, the performance measures are360

obtained by applying Little’s law.

First, we derive three different metrics to study the performance of roads

which are the average number of vehicles, the congestion rate and the average

travel time.

Let Lm denote the average number of vehicles traveling on lane m:

Lm =
∑
x∈Ω

πx.xm,∀m ∈ M (15)

The estimated volume-to-capacity ratio V C which represents the congestion

rate is deduced:

V Cm = Lm/Clane,∀m ∈ M (16)

By applying Little law formula, the average sojourn time Sm of lane m can

be expressed:

Sm =
1

λm
.
∑
x∈Ω

πx.xm,∀m ∈ M (17)

For intersections, we use the average queue lengths and average waiting

time as performance metrics to evaluate the system. The average waiting time370

of an intersection i is denoted Wi and defines the average time a vehicle spends

queuing at the intersection. Wi is calculated as the difference between the

sojourn time Si and the service time 1
µi
:
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Wi = Si −
1

µi
,∀i ∈ N (18)

The average sojourn time of an intersection Si can be calculated using Little’s

law as below:

Si =
1

λi
.
∑
u∈Θ

Ψu.ui,∀i ∈ N (19)

From equations 18 and 19, Wi can be deduced:

Wi =
1

λi
.
∑
u∈Θ

Ψu.ui −
1

µi
,∀i ∈ N (20)

And finally, the average length of a queue Qi at an intersection i can be

computed as below:

Qi = λi.Wi,∀i ∈ N (21)

By replacing Wi by its value, we obtain the following formula:

Qi =
∑
u∈Θ

Ψu.ui −
λi

µi
(22)

4. Numerical results and Simulation

This section reports the results of the analysis we have computed. The nu-

merical results of the different performance measures are first presented. Then,

we compared the proposed model with realistic traces and Gawron’s queue380

model [47]. Finally, the obtained estimates are used in two different smart

mobility applications and a comparison between the performance of a conven-

tional and intelligent road systems is conducted using the SimEvents simulation

framework proposed in [65].

To study the performance of the CTMC urban traffic model, a realistic road

map is considered. A city section composed of three intersections of different

policies are linked by bidirectional multi-lane roads. In tables 3 and 4, the

spatial configuration of the city section is given. Parameters used in this study

are extracted from inD [66] and roundD [67] datasets that offer naturalistic

20



Table 3: Road configuration

Road configuration

Road id Road length Start intersection End intersection Number of lanes

Road 1 300 m 1 2 2

Road 2 300 m 2 1 2

Road 3 500 m 1 3 3

Road 4 500 m 3 1 3

Road 5 300 m 2 3 2

Road 6 300 m 3 2 2

Table 4: Intersection configuration

Intersection configuration

Intersection id Policy Queue capacity

Intersection 1 Traffic light 30

Intersection 2 Stop-and-go 45

Intersection 3 Roundabout 30

Routing matrix


0.3 0.2 0.5

0.2 0.2 0.6

0.4 0.3 0.3



vehicle trajectories recorded at German intersections and multi-lane roads using390

a drone with a frame rate equal to 25Hz.

In a first set up, the performance of the city section is studied under different

density scenarios to investigate to which extent the proposed model is able to

reflect the impact of density on the performance of the road system. Values of

the intersection service rate, lane average speed, and lane arrival probability α

are extracted from traces recorded over 15 minutes. Table 5 summarizes the

values of the parameters considered in this set-up.

First, we evaluate and compare results of the average number of vehicles

and average travel time for the different roads. Figure 5 refers to the average
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Table 5: Set-up configuration

Road parameters

Road id Lane id Average speed (m/s) Arrival probability

Lane 1 25,607 0,535

Road 1 Lane 2 33,291 0,465

Lane 1 27,673 0,407

Road 2 Lane 2 40,407 0,593

Lane 1 23,643 0,74

Lane 2 28,522 0,452

Road 3 Lane 3 29,731 0,808

Lane 1 24,875 0,472

Lane 2 30,877 0,707

Road 4 Lane 3 32,841 0,821

Lane 1 24,208 0,603

Road 5 Lane 2 30,992 0,397

Lane 1 27,482 0,319

Road 6 Lane 2 32,134 0,681

Intersection parameters

Intersection id Intersection 1 Intersection 2 Intersection 3

Service rate (vehicle/minute) 14,25 17 14

number of vehicles traveling on the different roads as an arrival rate function.400

The curves show clearly that as arrivals increase, all roads show an increase in

traffic volume. For low values of the arrival rate, the number of vehicles is slow-

growing, because a large number of vehicles depart from the road within the

time unit. However, when the density tends toward the road capacity, the travel

time gets slowed down and consequently the number of vehicles serviced within a

tile unit decreases. It’s also worth noting that higher traffic is noticed on longer

roads with more lanes as they are able to handle more vehicles. Moreover, roads

of the same length can have different performances. This may be explained by
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Figure 5: Per road average number of vehicle against arrival rate

Figure 6: Per road average travel time against arrival rate

the disproportionate traffic volume that can be drawn into opposite directions

of the road, the average speed on each road and the waiting time at the end410

intersection. Figure 6 shows the relationship between arrival rates and the

average travel time. It can be seen that the roads that encounter the lowest

traffic volume and higher average speed are also the ones to ensure rapid traffic

of vehicles. It is also apparent that a lot of time is required for vehicles to cross

long distance roads than short distance roads.
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Figure 7: Per lane average travel time against arrival rate

Figure 7 shows the graphs of the congestion rate in the right lane, middle

lane and left lane respectively of a road 4. As expected, there is significantly a

higher congestion rate on the right lane than the left ones. This is due to more

traffic being drawn onto the right lane. Moreover, vehicles traveling with low

velocities tend to use the right lane, while when traveling at high-speeds drivers420

shift to left lanes for smoother flow of traffic.

The performance of the three intersections is also analyzed. The metrics

selected to evaluate the intersection performance are the average waiting time

and average queue lengths. The estimates of both performance metrics are

calculated using data extracted from traces. The results are calculated for a

time period of 10 minutes to investigate the evolution of queues overt time.

The predicted average queue lengths are given in figure 8. It can be noted

that longer queues are formed on the stopover of a signal controlled intersection,

as vehicles have to queue for a considerable amount of time at a red traffic light

before crossing. Figure 9 shows that the results for the average waiting time is430

different from one policy to another. The long queues at a traffic light controlled

intersection gives rise to delays. Contrary, the roundabout intersection has a
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Figure 8: Per intersection average queue

lengths over time

Figure 9: Per intersection average waiting

time over time

lower waiting time because vehicles are only required to yield when there is

traffic. In stop-sign intersections, the waiting time is very low due to the frequent

stop-and-go driving.

In order to test the predictive ability of the proposed model, results for the

number of vehicles and queue lengths at intersections are compared with realistic

traces and the results of Gawron’s queue model [47]. The percent accuracy of

both the CTMC model and Gawron queue model is calculated and plotted.

Accuracy is computed using the following formula:440

Accuracy = (1− |Real value - Estimated value|
Real value

)× 100

The average number of vehicles is compared with the estimated values as

illustrated in figure 10. While in figure 11, the actual values of the average

queue lengths are compared with the obtained results using the CTMC model

and Gawron’s queue model. The results of the proposed model follow the same

trend as the realistic traces. However, the obtained results using the Gawron

model are random and don’t follow the same evolution as the curve representing

the traces.

A first look at the chart shows that the CTMC outperforms the Gawron
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Figure 10: Average number of vehicles over time

Figure 11: Average queue lengths over time

model in terms of forecasting accuracy. For this case study, the proposed model

allows to obtain an average of 93% accuracy for the expected number of vehicles,450

against 31% accuracy obtained with Gawron model. For the expected queue

lengths, the average accuracy of the CTMC model is 80% and 24% for the

Gawron model. One can notice the wide disparity between the accuracy of the

CTMC-based model proposed in this study and the queue-based model proposed
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Figure 12: Percent accuracy of the average number of vehicles over time

Figure 13: percent accuracy of the average queue lengths over time

in [47].

Finally, to underline the importance of using the traffic prediction models to

improve the transport system efficiency using smart mobility applications, an

actuated traffic light and an automatic speed control strategies were designed

and simulated using the MATLAB’s SimEvent tool. The signal-controlled in-

tersection is constructed as represented in figure 14. The traffic signal block460
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Figure 14: Dynamic traffic light simulation model

predict future congestion rate based on the actual traffic condition. If the es-

timated congestion rate is above a pre-defined threshold, the traffic controller

requests the green light after the minimum red light delay is reached. However,

if the intersection is not congested, the red light runs until the maximum red

delay is out, then switches to green light. The simulation was performed for

a run-time of 1500 seconds. The comparison results are reported in figure 15.

We can observe that the two curves follow similar trends. However, the average

waiting time is significantly low for the dynamic traffic model.

Figure 15: Average waiting time: Pre-timed traffic light vs Actuated traffic light

The speed control policy is implemented in SimEvent environment as de-
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Figure 16: Speed control simulation model

picted in figure 16. The attribute function automatically controls the travel470

velocity of vehicles. If the estimated congestion rate exceeds the threshold, the

minimum allowed speed is continuously increased until the congestion rate falls

below the threshold. The simulation was run for 200 seconds and results are

shown in figure 17. The graphs demonstrates that a prediction based speed

controller can help substantially reduce delays, particularly when more vehicles

are generated.

Figure 17: Average travel delay: Random travel speed vs Actuated speed controller
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To sum up, in this section we tested the mobility model for a set of config-

urations by varying parameters that may affect the system’s performance. The

results show that the model maps out the real-world mobility aspects. To vali-

date the model, we chose to use the traffic predictions to construct a congestion480

aware traffic light and speed adaptor. The simulation results confirm that the

proposed approach is a promising solution to improve queuing and reduce delays

brought on by congestion.

5. Conclusion

In this study a stochastic mobility model for urban environments was devel-

oped. The approach applies queuing theory principles to represent the traffic

scenario in multiple-lane roads and junctions. The system behavior is then

modeled as Markov chain to forecast the long-run average quantities such as

congestion rates and average waiting times in order to analyse the performance

of the system. Numerical results were derived for a set of configurations by490

varying parameters that may affect the performance of the system. In order

to prove the validity of the model, the inferred results were compared with a

queue-based model and realistic traces. The numerical results show that the

model accurately reflects the real world urban traffic behaviour when historical

traffic information are used. The importance of the proposed model is show-

cased by designing a congestion-aware traffic light system and a vehicle speed

controller. The findings clearly show that traffic prevision is a promising solu-

tion to improve traffic efficiency and to reduce delays brought on by congestion.

Future work is planned to apply the proposed model to mitigate the fairness

issue in radio resources allocation in IEEE 802.11p-based vehicular networks.500
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