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Abstract. Spoken language variation analysis is increasingly considered
in multimodal settings combining knowledge from computer, human and
social sciences. This work focuses on second language (L2) acquisition via
the study of linguistic variation combined with eye-tracking measures. Its
goal is to model L2 pronunciation, to understand and to predict through
AI techniques the related metacognitive information concerning reading
strategies, text comprehension and L2 level. We present an experimental
protocol involving a reading aloud setup, as well as first data collection
to gather L2 speech with associated eye-tracking measures.

Keywords: L2 acquisition · Speech variation · Eye-tracking · Multi-
modality · Education

1 Introduction

"LeCycle" is a trilateral project (France, Japan, Germany) aiming to improve
knowledge transfer in various domains of education. As part of this project, this
PhD work focuses on second language (L2) acquisition and evaluation using a
multimodal approach that combines eye tracking and speech. These metrics will
be integrated into an AI-based system to provide a comprehensive analysis of
speakers’ reading strategies and to predict their challenges in L2 text processing
and pronunciation during a reading aloud setup. Additionally, we aim to find
reliable influential strategies (nudges) permitting to reinforce speakers’ L2 skills
by improving their learning behavior. This paper presents the state of the art
on the combination of eye-tracking, speech and nudges applied to L2 learning,
the experimental protocol and the platform implemented to obtain the first
dataset from 40 participants. Finally, we summarize further research directions
and challenges.

2 State of the art

Multimodal teaching methods Nowadays the application of CALL (com-
puter assisted language learning) is widely spread as it can be beneficial at
several levels, e.g. it can stimulate the discussion among students [6], facili-
tate access to learning material, allow more flexibility in terms of study place
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and rhythm, provide instant feedback about the student’s performance. CALL
systems rely on a variety of automatic measures and AI techniques such as:
facial recognition to identify the student’s emotional state, attention and com-
prehension level [15], body temperature recognition for attention and emotion
recognition 3, eye-tracking analysis for L2 level prediction [2], speech recognition
to estimate pronunciation errors, etc. However, CALL systems have some dis-
advantages, such as for instance the lack of personalization and the poor error
recognition accuracy [6]. By combining eye-tracking and speech measures, this
work aims to contribute to the improvement of CALL systems.

L2 pronunciation and speech-based metrics Previous work shows the in-
terest of measuring speech features to assess the level of L2 mastering. For ex-
ample, the verbal level can reflect the specificities of L2 pronunciation due to the
speaker’s L1 [8]. Hence, we can analyze realizations such as the voicelessness of
consonants, the duration and the vowels’ formants [19], etc. As for the paraverbal
level, it can also reveal details about the level of comprehension, engagement,
stress and other metacognitive states [26]. At this level, we can consider disflu-
encies such as pauses, hesitations and latencies that help the speaker to guide
the interaction process [29]. They can also provide relevant information about
L1-vs-L2 text processing strategies while reading aloud [14].

Speech and eye-tracking for L2 teaching and evaluation Eye-tracking
information can complement speech features. For example, [22] shows a correla-
tion between eye movement and accented syllables in speech perception. Studies
on object naming also highlight the correlation between speech planning and
eye movement [13] and the correlation between word length and time spent on
the acquisition of its phonological form [13]. According to [21], about one third
of the words are skipped during silent reading, especially function words (usu-
ally shorter) that occur more frequently and are more predictable than content
words [24]. Rare words require more time to be processed than frequent ones,
therefore fixations on them are longer [23] [24].

Eye-tracking in education and L2 learning Combining eye-tracking with
machine learning can be used to understand students’ mental state and motiva-
tion and aid in improving their learning achievements. For example, eye-tracking
data can be used to classify emotional valence [16], predict co-occurring emo-
tions [17], detect confusion [25] and predict educational goals while interacting
with a pedagogical agent [16]. Eye-tracking can also be used in language learning
to detect the language proficiency level [4] [2] and to understand the mechanism
of syntactic processing when reading in L2 [9]. To our knowledge, most studies
on eye-tracking in L2 learning were conducted in a silent reading experimental
setup. The present data represent a first attempt to combine spoken and eye
movement information, which can be a promising direction as it permits to cap-
ture both conscious and unconscious processes [10].

3 https://www.techlearning.com/buying-guides/best-thermal-imaging-cameras-for-
schools
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Nudges in education During the education process, it is crucial not only to
understand learner’s strategies and L2 acquisition challenges, but also to con-
tribute to their facilitation. One possible solution may be the use of nudges.
The term nudge, coming from economy theory, is defined as an influential tac-
tic that modifies consumer’s behavior in a discrete and indirect manner relying
on their affective system [28]. It can also be used in the education sphere, but
according to [27] only 4% of nudges are related to education. For example, so-
cial comparison nudges can contribute to grades’ increase [3] [11], those using
extrinsic information such as rewards are efficient for younger children [18] [12],
and nudges relying on deadlines can improve self-discipline [30]. These strategies
can also be found in L2 acquisition and pronunciation remediation, e.g. using
facilitating contexts [5]. One of our goals is to highlight difficulties in L2 speak-
ing and pronunciation and to apply appropriate nudging strategies to facilitate
phonetics and phonology acquisition.

3 Experimental protocol and first results

We collected speech and eye-tracking data from 40 French native speakers. We
used “Eye Got it” [7], a platform developed for the project that permits to record
both eye-tracking and audio, while associating a forced aligner for speech.

Fig. 1. Experiment process: eye+speech recordings followed by eye-voice span calcula-
tion and forced alignment of speech+transcription

Data was recorded in natural indoor conditions in a silent room. We used
Tobii Nano Pro for eye tracking and the microphone AKG Perception Wireless 45
Sports Set Band-A 500-865 MHz for speech (Fig. 1). Total duration per subject
is around 30 min.

In the following sections we describe the experimental setup from preparing
the volunteer to recording their post-experimental feedback.

Pre-experiment All the participants are French native speakers, mostly stu-
dents at different Parisian universities (>18 y.o.) and have at least a beginner
level of English. They were asked to complete a survey concerning their linguis-
tic background and vision issues (e.g. glasses). They were also invited to sign a
consent form about the use of (anonymized) personal data.

Four texts are proposed, one in L1 French and 3 in L2 English: beginner,
intermediate and advanced levels. The L1 text serves as a baseline for native
pronunciation features. It contains declarative and interrogative sentences and
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is 456 words long. As for L2, texts were selected from the website “English For
Everyone” devoted to English learning. Texts are written by professional English
teachers, are adapted to different L2 levels and include multiple choice questions
for text comprehension. The following criteria were taken into account for text
selection: levels from mid-beginner to mid-advanced; number of words; format
("short stories"); types of sentences and readability measures.

As in [20], we computed lexical and syntactic complexity using [1] for L2
texts. A correlation between text level and lexical complexity is observed, as
well as a relation between some texts and their syntactic complexity.

Prior to recording, participants are familiarized with the equipment and the
eye-tracker is calibrated with "Eye Got it". The volunteer sits at 60 cm from the
screen and is encouraged to maintain this position during the reading phase to
avoid recalibration.

Experiment: reading aloud All the participants read the same texts at their
natural pace and volume and are free to use disfluencies. However, they are not
allowed to look through the texts before the recording, in order to avoid pre-
familiarization with potential unknown words, unexpected syntactic structures
or any other lexical combinations in L2.

Post-experiment: pronunciation/comprehension feedback After reading
each text, participants are asked to choose the words that were difficult to pro-
nounce and/or to understand. The aim is to detect potential causes of non-
canonical pronunciations and/or to correlate challenging words with disfluencies.
Then, participants are invited to answer multiple choice questions about each
text in L2. This task is aimed to combine the text comprehension level with the
information provided in the survey in order to define the actual L2 level of the
participants as labels for our future classification system. Note that the voice
and the eye movement are not recorded during the post-experiment phase and
the participants can take the time needed for the tasks.

Results of first-step data collection During the first stage of the experi-
ments in February 2022, we collected data from 40 participants. Although we
plan to extend the procedure to various socio-professional groups, the current
volunteers are mainly academics and other staff members from different Parisian
institutions.

Ages range from 18 to 35 and the participants have at least B1 level (ac-
cording to their personal evaluation or to the score obtained at tests of English
as foreign language). More than half of them wear glasses and have some vision
problems. All the participants are native French speakers, around 14% of them
are bilingual and >60% have exposure to other languages. Most of them (>60%)
started learning English at the age of 6 y.o.-10 y.o.and around 30% of them have
lived in an English-speaking country for at least several weeks.
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4 Conclusion and further research

This paper focuses on an ongoing PhD work in the framework of the project
"LeCycl". An experimental protocol has been built to gather eye-tracking and
speech recordings for L2 acquisition have been described and here we describe
the first results. Following work will focus on the contribution of the two modal-
ities: machine learning algorithms will be applied to model L2 pronunciation,
and nudging strategies will be added in order to facilitate L2 pronunciation ac-
quisition. This innovative project involves many practical challenges, e.g. from
eye-tracker calibration to L2 forced alignment and combination with eye-tracking
measures. Ultimately, the most important challenge will concern appropriate ma-
chine learning techniques to efficiently combine speech and eye-tracking features.
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