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Abstract

Matrix-filling Monte Carlo methods can be successfully used to estimate higher-
order k- and α-eigenmodes and eigenvalues of the Boltzmann equation. A novel
matrix-filling Monte Carlo approach has been recently developed in Tripoli-4®

in order to solve the α-eigenvalue problem, as a complement to the standard
fission matrix method. The behavior of the fundamental and higher-order eigen-
pairs in the presence of decoupling factors is illustrated through a few relevant
homogeneous and heterogeneous numerical benchmarks, with special emphasis
on eigenvalue separation. We then revisit a selected experiment carried out dur-
ing the EPILOGUE program in the EOLE critical facility of CEA Cadarache.
Using spectral analysis by Monte Carlo as a ‘numerical experiment’ might help,
e.g., in conceiving a future campaign in a zero-power research reactor.

Keywords: Time eigenvalues, Monte Carlo, matrix, eigenvalue separation,
eigenfunctions, EOLE reactor

1. Introduction

The spectral properties of the Boltzmann equations are intimately related to
the behaviour of nuclear systems (Duderstadt and Martin, 1979). Experimen-
tal and numerical investigations have shown that configurations with a small k-
eigenvalue separation have an enhanced probability to propagate instabilities,5

and thus display complex space-time patterns; this is to be contrasted to systems
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with a large eigenvalue separation, which conversely behave as point-kinetics (Pázsit
and Dykin, 2018). In this respect, a prominent parameter is the dominance ra-
tio DR = k1/k0, defined as the ratio between the first and the fundamental k-
eigenvalue. If DR is much smaller than one, the core is tightly coupled and10

the effect of a localized perturbation will rapidly affect the entire core; con-
versely, if DR is close to one the core is loosely coupled and a localized per-
turbation might induce unwanted unevenly distributed phenomena (Pázsit and
Dykin, 2018). Eigenvalue separation is especially relevant for loosely-coupled
nuclear systems, such as breeders having alternating regions of highly-enriched15

fuel and depleted blankets, or spent fuel pools and reprocessing sites. By virtue
of its key role in understanding the system kinetics, and in particular the reactor
response due to external perturbations and tilts, the k-eigenvalue separation has
been extensively investigated (Rubinstein and Kroese, 2007; Ebert et al., 1974;
Beckner and Rydin, 1975; Hashimoto et al., 1991; Nishina and Tokashiki, 1996;20

Kobayashi, 1998).
In this paper, we will show how matrix-filling Monte Carlo methods can be

usefully adopted for such applications, through the calculation of higher-order
k- and α-eigenmodes and eigenvalues. In Sec. 2, we will first briefly recall the
fission matrix approach (Urbatsch, 1992; Carney et al., 2014), a matrix-filling25

Monte Carlo method used in order to estimate the elements of a finite-size ma-
trix whose eigenvectors and eigenvalues converge to those of the k-eigenvalue
problem in the limit of an infinite matrix size. A matrix-filling Monte Carlo
method suitable for α-eigenvalue analysis has been recently introduced by Bet-
zler and co-workers (Betzler et al., 2014, 2015, 2018), as a useful complement30

to k-eigenvalue analysis. By expanding on these ideas, improved approaches for
α-eigenvalue analysis have been proposed (Vitali et al., 2019; Variansyah et al.,
2020), and will be also recalled in Sec. 2.

In order to better grasp the physical meaning of the eigenvalue separation,
which is traditionally formulated for the k-eigenvalue problems (Duderstadt and35

Martin, 1979), in this work we will extend the spectral analysis by Monte Carlo
simulation to the case of α-eigenvalues. A few relevant applications will be ana-
lyzed and the discrepancies between the higher α- and k-higher-order eigenpairs
will be illustrated in Sec. 3. The aim is to examine whether the two modal ex-
pansions may convey different information content, with special focus on the40

eigenvalue separation. In particular, we will examine how the fundamental and
higher-order eigenpairs behave in the presence of decoupling effects: starting
from (homogeneous or heterogeneous) tightly coupled reactor configurations,
we will progressively increase either the system size or the spatial heterogene-
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ity1. For this purpose, some simple benchmark configurations will be selected45

where these effects are exacerbated. The eigenvalue separation and the shape of
the eigenfunctions will be then carefully examined and commented.

In Sec. 4, our analysis will be then extended to the EPILOGUE experiment,
carried out in the EOLE critical facility of CEA Cadarache. The EPILOGUE
experiment was aimed at exploring – among others – the effects of the presence50

of a water blade into the core with respect to the detector response. By building
on the numerical findings obtained for the benchmark configurations, we will
simulate with Tripoli-4® the EPILOGUE experiment and compare the effects
of the water blades on the fundamental and higher-order eigenpairs of the k-
and α-bases. Furthermore, we will use Monte Carlo simulation as a ‘numerical55

experiment’ in order to explore the effects of including additional water blades
into the core, thus increasing the decoupling effect. Conclusions will be finally
drawn in Sec. 5.

2. Spectral analysis of the transport operators

2.1. k-eigenvalue problem60

The k-eigenvalue formulation is possibly the best-known formulation for crit-
icality analysis (Duderstadt and Martin, 1979). Starting from the Boltzmann
equation without external sources, a stationary solution is sought. In order to
preserve the equilibrium between neutron loss and production, a factor k is intro-
duced to artificially reduce (k > 1) or increase (k < 1) the fission contributions.65

Such hypotheses lead to the k-eigenvalue problem

Mϕk =
1
k
F ϕk, (1)

where

M = Ω · ∇ + Σt −

∫ ∫
dΩ′dE′Σs(r,Ω′, E′ → Ω, E) (2)

1The natural spatial scale in order to properly characterize the system size is the migration
length, i.e., the typical crow-flight neutron displacement within a fission generation (Bell and
Glasstone, 1970).
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is the net disappearance operator,

F = Fp +
∑

j

χ
j
d(E)
4π
F

j
d (3)

=
χp(r, E)

4π

"
dΩ′dE′νp(E′)Σ f (r, E′) +

∑
j

χ
j
d(E)
4π

"
dΩ′dE′νd, j(E′)Σ f (r, E′)

(4)

is the total fission operator and (k, ϕk) are the k-eigenpairs, with the eigenval-
ues k and the corresponding eigenmodes ϕk(r,Ω, E). From a physical point of
view, the eigenvalue problem in Eq. (1) corresponds to following the evolution
of neutrons through fission generations (Henry, 1964).70

Under suitable (mild) assumptions, there exists a fundamental eigenvalue k0,
positive and simple such that k0 > |kn| for n > 0, associated to the real and
positive fundamental eigenfunction ϕk0 (Asahi, 1975; Velarde et al., 1977). The
value k0, also known as the multiplication factor, represents the ratio between the
neutrons produced by fission events and the neutrons absorbed or leaked from the75

system within a generation.

2.2. α-eigenvalue problem
Although the k-eigenvalue formulation is very useful for quickly ascertain-

ing whether the system is critical, sub- or super-critical, one might in general
be interested also in determining the asymptotic reactor behaviour with respect80

to time (Duderstadt and Martin, 1979). For this purpose, the strategy is to
introduce the separation of the phase-space variables, postulating an exponen-
tial time-evolution of the neutron flux and precursor concentration. According
to these assumptions, the vector Ψ = {ϕ, c1, . . . , cJ}

T (collecting the neutron
flux ϕ and the precursor concentrations c j for each family j = 1, · · · , J) reads85

Ψ(r,Ω, E, t) = Ψα(r,Ω, E)eαt. The resulting α-eigenvalue problem is thus ob-
tained as

AΨα = αBΨα, (5)

where the operatorsA and B are respectively defined as

A =


Fp −M λ1

χ1
d

4π · · · λJ
χJ

d
4π

F 1
d −λ1 · · · 0
...

...
. . .

...
F J

d 0 · · · −λJ

 , (6)
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and

B =


1
3

0 · · · 0
0 1 · · · 0
...

...
. . .

...
0 0 · · · 1

 . (7)

The fundamental eigenvalue α0 physically represents the inverse of the asymp-90

totic reactor period (including precursor contributions), and the associated fun-
damental eigenfunction ϕα0 represents the asymptotic particle distribution. The
spectral properties of the full system (5), including precursor contributions, have
recently attracted renewed attention, in view of the practical applications in re-
actor kinetics (Singh et al., 2011; Nauchi, 2013; Zoia et al., 2015; Betzler et al.,95

2018; Vitali et al., 2019; Variansyah et al., 2020; Nauchi et al., 2020; Filiciotto
et al., 2020).

Contrary to the k-eigenvalue formulation, the delay of fission neutrons emit-
ted from precursor decay is explicitly taken into account, and the distributions
for precursor concentrations are additional unknowns for Eq. (5). It is possible100

to recast Eq. (5) as an eigenvalue problem for the neutron flux alone by formally
solving the precursor distribution as

c j
α =

1
λ j + α

F
j

d ϕα, (8)

and substituting this formulation in the neutron equation. A new operator for the
fission events is then defined as

Fα = Fp +
∑

j

λ j

λ j + α

χ
j
d

4π
F

j
d , (9)

which yields105 [
Fα −M

]
ϕα = αBϕα. (10)

Equation (10) is now non-linear with respect to the eigenvalues (Weinberg, 1952).
The α-spectrum splits into a ‘prompt’ portion and a ‘delayed’ portion, which

are easily distinguished on the complex plane (Sanchez and Tomatis, 2019). Nu-
merical investigations have shown that the delayed part of the α spectrum con-
sists of J ‘clusters’ of real eigenvalues, with the j-th cluster, j = 1, · · · , J, being a110

countable set of eigenvalues in the interval (−λ j,−λ j−1), J being the total number
of precursor families (we set λ0 to infinity, by following the notation of (Sanchez
and Tomatis, 2019)). These eigenvalues are tightly regrouped at the right of each
decay constant −λ j for family j on the complex plane (Kaper, 1967; Foulke and
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Gyftopoulos, 1967). The prompt part of the α-spectrum contains discrete eigen-115

values, these latter appearing at the left of −λJ (Asahi, 1975) and a continuum
portion (if any) at the left of the Corngold limit (Corngold, 1964). Figure 1 shows
a typical spectrum of the first α-eigenvalues along the real axis for a super-critical
system.

Figure 1: Typical spectrum of α-eigenvalues for a super-critical system. Sketch inspired by the
reference (Sanchez and Tomatis, 2019).

2.3. Eigenvalue separation120

The tightness of a reactor core is typically characterized in terms of the eigen-
value separation, which for the k-eigenvalue formulation reads

E.S.n(k) =
1
kn
−

1
k0
, (11)

with n ≥ 1 (Pázsit and Dykin, 2018). The system is said to be tightly coupled if
the first two eigenvalues are separated, and loosely coupled otherwise. A closely
related quantity is the dominance ratio125

DR =
k1

k0
, (12)

which is smaller than one and can be monotonically mapped onto E.S.1(k), thus
sharing the same information content (Pázsit and Dykin, 2018).

Concerning the α-eigenvalues, the concept of eigenvalue separation or domi-
nance ratio does not seem to have drawn much attention, to the best of our knowl-
edge, although in the mathematical literature the analogous notion of spectral gap130

is widely used for eigenvalue problems similar to the α-eigenvalue formulation
(for instance in the context of the time-dependent diffusion equation (Bakry and
Qian, 2000)). In the same spirit as for the k-eigenvalue problems, we can thus
introduce the notion of eigenvalue separation for the α-eigenvalues, which im-
mediately calls for a distinction between ‘prompt’ and ‘delayed’ eigenvalues, as135

mentioned above. In view of these considerations, it seems natural to introduce
the delayed eigenvalue separation

E.S.n(αd) = Re[αd,n] − α0, (13)
6



where αd,n is the delayed eigenvalue of order n and α0 is the fundamental eigen-
value, and the prompt eigenvalue separation

E.S.n(αp) = Re[αp,n] − Re[αp,0], (14)

where αp,n is the prompt eigenvalue of order n and αp,0 is the prompt eigenvalue140

with the largest real part.

2.4. Monte Carlo methods
The fundamental mode ϕk0 and the fundamental eigenvalue k0 can be com-

puted by Monte Carlo methods using the standard power iteration method (Goad
and Johnston, 1959). The higher-order harmonics of the fission source145

Q f (r) =

∫
4π

dΩ
∫ ∞

0
dE ν̄ f (E)Σ f (r, E)ϕk(r,Ω, E), (15)

related to the k-eigenvalue problem can be computed by the fission matrix method (Car-
ney et al., 2014). From a physical point of view, the element located at position
(m, n) of the N × N matrix Km,n represents the number of fission neutrons born
in region m stemming from one fission neutron born in region n. The fission
matrix elements are thus estimated during Monte Carlo simulations by scoring150

the fission rates in the corresponding spatial cells.
For α-eigenvalue problems in the form of Eq. (10) the fundamental mode

ϕα0 and the fundamental eigenvalue α0 can be determined by using a modified
α-k power iteration (Zoia et al., 2015). The basic idea is to iteratively search
for the dominant α value that makes the α-eigenvalue equation exactly critical155

with respect to a fictitious k-eigenvalue applied to the production terms. For
positive α, a “capture” cross section α/υ is taken into account while applying
the power iteration (Brockway et al., 1985). For negative α, the contribution
−α/υ can be interpreted as a “production” term, but this approach is known
to suffer from severe numerical instabilities (Hill, 1983). Improved algorithms160

have been proposed in order to overcome these issues and to take into account
the presence of delayed neutrons in the system (Zoia et al., 2014, 2015; Josey,
2018; Mancusi and Zoia, 2018). Recently, matrix-filling Monte Carlo methods
have been proposed in order to obtain a discretized version of the α-eigenvalue
problem (Betzler et al., 2015, 2018) and improvements have been suggested in165

order to reduce some bias related to this method (Vitali et al., 2019; Variansyah
et al., 2020). Contrary to the fission matrix method, the transport operators of
Eq. (5) must be subdivided along space, direction and energy coordinates.
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Once the k or α matrices have been filled by Monte Carlo simulation, stan-
dard algebra routines are then used in order to obtain the associated eigenvalues170

and eigenvectors. In this work, we have used the QZ algorithm (Moler and Stew-
art, 1971). For larger matrix size with high sparsity pattern, iterative algorithms
may fail to converge to the correct α spectrum when delayed contributions are
included, mainly due to the presence of clusters of eigenvalues.

3. Numerical simulations175

In the following, we will explore and compare the properties of E.S.n(k),
E.S.n(αd) and E.S.n(αp) for a few significant configurations, and will comple-
ment this analysis by a careful investigation of the associated fundamental and
higher-order eigenmodes. In particular, two families of benchmark configura-
tions have been chosen, respectively homogeneous and heterogeneous, as illus-180

trated in Fig. 2. These systems will be made progressively more decoupled, in
the sense previously defined, by acting on the overall system size (for the ho-
mogeneous configurations), or on a free parameter. The underlying idea is to
ascertain whether the k and α spectral analysis can provide useful information
concerning the system response when a parameter related to a decoupling effect185

is progressively increased. A test-bed Monte Carlo code has been developed in
order to estimate the fundamental eigenpairs by standard and α−k power iteration
methods and compute the elements of the fission matrix and of the discretized
transport operators by the matrix-filling methods described above.

In (Pázsit and Dykin, 2018) it has been pointed out that homogeneous and190

heterogeneous systems behave differently with respect to eigenvalue separation.
For homogeneous systems, small E.S.n(k) can be attained only by increasing
the system size. Under these circumstances, not only E.S.1(k), but all higher-
order E.S.n(k), n > 1, will be small: the physical meaning of this behavior is
that many k-eigenmodes will be excited simultaneously. Thus, subject to local195

perturbations, the system will generally respond with complex space-dependent
patterns, where several k-eigenmodes may be present at the same time, and the
fundamental eigenmode will not have a privileged role. On the contrary, for
heterogeneous systems it is possible to have both a small E.S.1(k) and much
larger higher-order E.S.n(k), n > 1: these configurations are typically obtained in200

loosely-coupled cores where fissile regions are separated by a sufficiently thick
moderator or absorbing layer.
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3.1. Geometry and nuclear data definition
The chosen configurations concern multi-group particle transport in 1D ge-

ometries, with leakage boundary conditions. The energy domain is partitioned205

into three groups: fast, epithermal and thermal. Macroscopic cross sections,
neutron yields and prompt fission emission spectra have been taken with mini-
mal modifications from the reference (Yamamoto and Sakamoto, 2019), where
homogenized materials compatible with real-world fuel assemblies containing
UO2 and water moderator had been proposed. We have then adjusted the veloc-210

ities and consequently modified the macroscopic cross sections defined for the
UO2 and H2O materials in order to preserve reaction rates.

Precursor families (which were not available in (Yamamoto and Sakamoto,
2019)) are defined by using the 235U delayed data from the ENDF/B-VI nuclear
library (McLane, 2001) recalled in (Cullen, 2004). The average delayed emis-215

sion energy Ē j
d is associated to a specific speed 3̄, which is linearly interpolated

between the velocity values (31 and 32, where subscripts indicate the fast and the
thermal energy groups, respectively). Emission probabilities for delayed neu-
trons are linearly interpolated as:

χ
j
d1 = 1 −

|3̄ − 31|

31 − 32
, (16)

220

χ
j
d2 = 1 −

|3̄ − 32|

31 − 32
, (17)

for the first and the second energy group, respectively.
According to these modifications, the properties of the materials UO2 and

H2O are shown in Tabs. 1, 2 and 3, respectively.

parameters fast group (g=1) epithermal group (g=2) thermal group (g=3)

3(g) [cm/s] 1.66743 × 109 1.73734 × 107 3.46850 × 105

Σc(g) [cm-1] 3.264 × 10−4 9.7371 × 10−3 2.9252 × 10−2

Σ f (g) [cm-1] 3.0586 × 10−3 2.1579 × 10−3 5.6928 × 10−2

Σs(1→ g) [cm-1] 2.21062 × 10−1 7.3843 × 10−2 0
Σs(2→ g) [cm-1] 0 7.77642 × 10−1 4.3803 × 10−2

Σs(3→ g) [cm-1] 0 0 1.55272
ν̄(g) [-] 2.4 2.4 2.4
χp(g) [-] 0.878198 0.121802 0

Table 1: Parameters of the fissile material UO2 for the heterogeneous configuration.
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parameters 1st family 2nd family 3rd family 4th family 5th family 6th family

β j [pcm] 2.275 × 101 1.17455 × 102 1.12138 × 102 2.51407 × 102 1.03077 × 102 4.3173 × 101

λ j [cm-1] 1.3336 × 10−2 3.2739 × 10−2 1.2078 × 10−1 3.0278 × 10−1 8.4949 × 10−1 2.8530

χ
j
d(1) [-] 0.52296 0.56487 0.54697 0.61504 0.59265 0.60533

χ
j
d(2) [-] 0.47704 0.43513 0.45303 0.38496 0.40735 0.39467

Table 2: Delayed neutron parameters of the fissile material UO2.

parameters fast group (g=1) epithermal group (g=2) thermal group (g=3)

3(g) [cm/s] 1.66743 × 109 1.73734 × 107 3.46850 × 105

Σc(g) [cm-1] 3.05 × 10−4 3.699 × 10−4 1.825 × 10−2

Σs(1→ g) [cm-1] 2.27125 × 10−1 1.0464 × 10−1 0
Σs(2→ g) [cm-1] 0 1.02817 9.7961 × 10−2

Σs(3→ g) [cm-1] 0 0 2.76295

Table 3: Parameters of the moderator material H2O for the heterogeneous configuration.

The heterogeneous configurations are composed of two materials, namely
UO2 and H2O. The homogeneous configurations are characterized by a single225

representative material obtained by summing the macroscopic cross sections of
the fissile and the moderator materials. The properties of this homogenized ma-
terial are given in Tab. 4.

parameters fast group (g=1) epithermal group (g=2) thermal group (g=3)

3(g) [cm/s] 1.66743 × 109 1.73734 × 107 3.46850 × 105

Σc(g) [cm-1] 6.314 × 10−4 1.0107 × 10−2 4.7502 × 10−2

Σ f (g) [cm-1] 3.0586 × 10−3 2.1579 × 10−3 5.6928 × 10−2

Σs(1→ g) [cm-1] 4.48187 × 10−1 1.78483 × 10−1 0
Σs(2→ g) [cm-1] 0 1.805812 1.41764 × 10−1

Σs(3→ g) [cm-1] 0 0 1.55272 × 101

ν̄(g) [-] 2.4 2.4 2.4
χp(g) [-] 0.878198 0.121802 4.31567

Table 4: Parameters of the homogenized (UO2+H2O) material for the homogeneous configura-
tions.
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3.2. Description of the benchmark configurations
The systems will be made progressively more decoupled by acting on the230

overall system size (for the homogeneous configurations), or on the thickness of
the layers (for the heterogeneous configurations). A schematic representation of
these configurations is provided in Fig. 2. In order to make our comparisons fair,
we have decided to make each configuration critical (i.e., k0 = 1 or equivalently
α0 = 0). In practice, this is achieved by adjusting the capture cross section of the235

fissile material: the computed k0 must lie close to 1, within 20 pcm uncertainty.
Since we set the physical parameters so that the configurations are critical, the
fundamental k-eigenmode will coincide with the fundamental α-eigenmode. As
a consequence, we can use the regular k power iteration in order to weight the
matrix elements required for the α-spectral analysis, which ensures faster con-240

vergence of the Monte Carlo methods (Vitali et al., 2019).

Figure 2: The benchmark configurations for homogeneous (top) and heterogeneous (bottom) 1D
systems.

For both the homogeneous and heterogeneous systems, we will investigate
6 different configurations, corresponding to an increasing degree of decoupling.
For each case, we will analyze the dominance ratio from Eq. (12), the k-eigenvalue
separation from Eq. (11), and the prompt and delayed α-eigenvalue separation245

using Eqs. (14) and (13).

3.3. Decoupling parameters and critical adjustment
Six cases have been selected for the analysis of homogeneous systems, each

defined by a length L ranging from 50 cm to 100 cm. We start our analysis from
the largest (the most decoupled) configuration. Then, we adjust the capture cross250

section, to achieve criticality, by determining the two parameters a and b such
that:

Σ′c = aΣc +
b
3
, (18)
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for each size of the configuration under analysis. The introduction of the factor
b/3 allows a finer adjustment with respect to the multiplicative coefficient a.
First, b is set to zero in order to compute a such that the system is critical within255

100 pcm. Once the factor a is found, the parameter b is set in order to achieve
criticality within 20 pcm.

3.3.1. 1D homogeneous configuration
The adjustment to the critical level for the configuration having the largest

L has been performed by modifying the macroscopic capture cross section in260

the fissile material by a parameter a following Eq. (18). Then, we analyzed five
additional cases by decreasing the length of the system in order to inhibit the
presence of decoupled effects. All cases have been readjusted to the critical level
by an iterative search of a coefficient b applied to the macroscopic capture cross
section of the fissile material according to Eq. 18.265

A value a = 1.4875 applied to the macroscopic capture cross section leads
to k0 = 0.9999 ± 10−4 from a k power iteration performed with 2 × 104 particles
per cycle and a total of 6 × 103 cycles (5 × 103 active, 103 inactive). The values
b have been iteratively computed by simulating 5 × 104 particles per cycle and a
total of 5 × 103 cycles.270

In order to compute the matrix operators in view of the spectral analysis,
the length of the domain L has been partitioned into Nx evenly spaced intervals
along the x-axis according to Tab. 5. The total size of the matrix ranges from
∼ 6×103 (L = 50 cm) to ∼ 1.2×104 (L = 100 cm). The fundamental eigenvalues
k0 have been first computed by the k power iteration (see Tab. 6). For these275

calculations, 105 particles per cycle are simulated, for a total of 1.2 × 103 cycles
(103 active, 2 × 102 inactive). These values allow ensuring the critical state of
each configuration, so that the eigenvalue separations will be influenced only by
the higher order terms. Then, the eigenvalues computed from the matrix-form
of the eigenvalue problem are shown in Tab. 6. All fundamental eigenvalues k0280

computed from the matrix of the corresponding eigenvalue problem are within
2σ standard deviation from the Monte Carlo results obtained from the k power
iteration. The k-eigenvalues computed from the k-eigenvalue matrix are used in
order to estimate the dominance ratio DR and the eigenvalue separations E.S.n(k)
of the first five orders (Fig. 3). The dominance ratio increases for increasing285

length of the system from DR = 0.9546 up to DR = 0.9879.
For the α eigenvalue problem, the spatial discretization is again the one given

in Tab. 5. The convergence of the α-eigenpairs with respect to the number of
spatial intervals has already been analyzed in (Vitali et al., 2019) and will not be
discussed here. The cosine of the particle direction with respect to the x-axis has290
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L [cm] 50 60 70 80 80 100
Nx [-] 500 600 700 800 900 1000

Table 5: Length of the system and number of spatial intervals for the homogeneous configura-
tions.

been uniformly partitioned into M = 4 intervals, whereas the energy groups and
precursor families have been fixed at G = 3 and J = 6, respectively. The total
size of the matrix for the α-eigenvalue problem ranges from ∼ 9 × 103 (L = 50
cm) to ∼ 2 × 104 (L = 100 cm). The absolute values of the fundamental eigen-
values α0 are smaller than 2 × 10−3 s−1. For reference, the prompt α eigenvalues295

computed from the matrix are shown in Tab. 7.

L [cm] kMC
0 [-] k0 [-] k1 [-] k2 [-] k3 [-] k4 [-] k5 [-]

50 1.0000 ± 1 × 10−4 1.0001 0.9546 0.8856 0.8019 0.7117 0.6221
60 1.0003 ± 1 × 10−4 1.0002 0.9680 0.9176 0.8539 0.7820 0.7066
70 1.0002 ± 1 × 10−4 1.0002 0.9760 0.9379 0.8881 0.8304 0.7676
80 1.0000 ± 1 × 10−4 1.0001 0.9814 0.9514 0.9118 0.8647 0.8123
90 1.0002 ± 1 × 10−4 1.0002 0.9851 0.9611 0.9289 0.8900 0.8460

100 0.9999 ± 1 × 10−4 0.9999 0.9878 0.9680 0.9414 0.9090 0.8718

Table 6: First k-eigenvalues for the 1D homogeneous configuration with leakage boundary con-
ditions as a function of the size L of the system. The second column displays the fundamental
eigenvalues k0 computed by Monte Carlo simulation of the power iteration for the k-eigenvalue
problem and the corresponding standard deviations. All other eigenvalues have been computed
from the matrix-form of the k-eigenvalue problem of the corresponding case.

L [cm] αp,0 [s-1] αp,1 [s-1] αp,2 [s-1] αp,3 [s-1] αp,4 [s-1] αp,5 [s-1]

50 −2.972 × 102 −2.399 × 103 −5.658 × 103 −9.739 × 103 −1.434 × 104 −1.921 × 104

60 −2.926 × 102 −1.783 × 103 −4.157 × 103 −7.217 × 103 −1.078 × 104 −1.466 × 104

70 −2.907 × 102 −1.416 × 103 −3.206 × 103 −5.573 × 103 −8.386 × 103 −1.153 × 104

80 −2.995 × 102 −1.167 × 103 −2.574 × 103 −4.449 × 103 −6.717 × 103 −9.295 × 103

90 −2.949 × 102 −9.951 × 102 −2.119 × 103 −3.640 × 103 −5.499 × 103 −7.638 × 103

100 −3.081 × 102 −8.681 × 102 −1.796 × 103 −3.049 × 103 −4.592 × 103 −6.383 × 103

Table 7: First prompt α-eigenvalues for the 1D homogeneous configuration with leakage bound-
ary conditions as a function of the size L of the system. These values have been computed from
the matrix-form of the α-eigenvalue problem of the corresponding case.
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Figure 3: Dominance ratio (left) and k-eigenvalue separations (right) for the 1D homogeneous
configuration with leakage boundary conditions as a function of the size L of the system. The
first five order of eigenvalue separations are shown, in order, as: E.S.1(k) red circles, E.S.2(k)
blue crosses, E.S.3(k) green squares, E.S.4(k) cyan diamonds and E.S.5(k) magenta triangles.

The α-eigenvalues computed from the α-eigenvalue matrices are used in or-
der to estimate the delayed E.S.n(αd) and the prompt E.S.n(αp) eigenvalue sep-
arations of the first five orders. The eigenvalue separations E.S.n(αd) and the
eigenvalue separations E.S.n(αp) are shown in Fig. 4.300

Figure 4: Delayed (left) and prompt (right) α-eigenvalue separations for the 1D homogeneous
configuration with leakage boundary conditions as a function of the size L of the system. The
first five order of eigenvalue separations are shown, in order, as: E.S.1(α) red circles, E.S.2(α)
blue crosses, E.S.3(α) green squares, E.S.4(α) cyan diamonds and E.S.5(α) magenta triangles.

The delayed eigenvalue separations (Fig. 4, left) are almost insensitive to
the length of the system. This is mainly due to the presence of the clusters of
the delayed eigenvalues. Conversely, and quite surprisingly, the behaviour of
the prompt α-eigenvalue separations (Fig. 4, right) is qualitatively similar to the
k-eigenvalue separations.305
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The spatial profiles of the corresponding eigenmodes are not shown here,
since they turn out to be weakly dependent on the eigenvalue formulation and
on the length of the system. The delayed α-eigenmodes of the dominant or-
der display a spatial distribution close to that of the corresponding prompt α-
eigenmodes, as expected from (Sanchez and Tomatis, 2019). Moreover, the310

eigenmodes related to the precursor concentrations of the fundamental order are
positive, whereas those associated to the dominant eigenvalue of each delayed
cluster change sign.

3.3.2. 1D heterogeneous configuration
The occurrence of decoupling effects for heterogeneous configurations can315

be observed when neutrons are localized into distinct regions (Pázsit and Dykin,
2018). A perturbation induced in a specific location of the system has to over-
come such spatial barriers in order to reach the other regions. We consider here
a three-region slab geometry where two fissile regions (of length Lfissile = 20 cm,
respectively) are separated by a progressively larger moderator region (of length320

Lmoderator). Six cases have been selected for our analysis, with the total length
of the geometry L = 2Lfissile + Lmoderator. The choice of this configuration was
inspired by the three-region slab geometry benchmark problem analyzed in (Ya-
mamoto and Nomura, 2001). The material properties describing these regions
have been shown in Tabs. 1 and 2 for the fissile material and in Tab. 3 for the325

moderator material.
The first step of our analysis consists in the search of a critical configura-

tion by k power iteration. The adjustment to the critical level is performed by
modifying the macroscopic capture cross section in the fissile material following
Eq. (18), as previously detailed for the homogeneous configuration. We analyzed330

five cases by decreasing the length of the moderator region in order to increase
the coupling between the fissile regions.

We start by considering a configuration characterized by regions having equal
width. The emergence of decoupling effect was observed for a 20 cm long slab
region in (Yamamoto and Nomura, 2001), hence the length of the system will be335

set to 60 cm. A value a = 1.167 applied to the macroscopic capture cross section
of the fissile regions leads to k0 = 1.0002 ± 4 × 10−4 from a k power iteration
performed with 2 × 104 particles per cycle and a total of 6 × 102 cycles (5 × 102

active, 102 inactive). Five smaller lengths of the moderator region have been also
considered: 15 cm, 10 cm, 7 cm, 5 cm and 2 cm, respectively. The coefficient b340

from Eq. (18) has been iteratively computed by simulating 5 × 104 particles per
cycle and a total of 2 × 103 cycles.

In order to compute the matrix operators for the spectral analysis, the length
15



of the domain L has been partitioned into Nx evenly spaced intervals along the
x-axis according to Tab. 8. The size of the matrix correspondingly ranges from345

∼ 1× 104 (L = 40 cm) to ∼ 1.4× 104 (L = 60 cm). The fundamental eigenvalues
k0 have been first computed by the k power iteration (see Tab. 9). For these calcu-
lations, 105 particles per cycle are simulated, for a total of 1.2 × 103 cycles (103

active, 2 × 102 inactive). Similarly as for the homogeneous case, these values
have been computed in order to calibrate each configuration at the critical state,350

so that all eigenvalue separations will be influenced only by the higher order
eigenvalues. The eigenvalues computed from the matrix-form of the eigenvalue
problem are shown in Tab. 9. All fundamental eigenvalues k0 computed from the
matrix are within 2σ standard deviation from the Monte Carlo results obtained
from the k power iteration. The k-eigenvalues computed from the k-eigenvalue355

matrix are used in order to estimate the dominance ratio DR and the eigenvalue
separations E.S.n(k) of the first five orders (Fig. 5). The values of the domi-
nance ratio increase for increasing length of the moderator from DR = 0.7908
up to DR = 0.9971. The eigenvalue separation E.S.1(k) for this heterogeneous
configuration decreases for increasing length of the moderator. Contrary to the360

results observed for the homogeneous configurations, the higher-order eigen-
value separations E.S.n(k), n > 1, are much larger than the first-order E.S.(k)1;
moreover, E.S.2n+1(k) converges to E.S.2n(k) for stronger decoupling between the
fissile regions (Fig. 5). This convergence pattern is induced by the symmetry of
the system, the two fissile region being of equal length.365

L [cm] 40 45 50 55 60
Nx [-] 800 900 1000 1100 1200

Table 8: Length of the system and number of spatial intervals for the heterogeneous configura-
tions.

For α eigenvalue problems, Nx are again taken from Tab. 8. The cosine of
the particle direction with respect to the x-axis has been uniformly partitioned
into Mx = 4 intervals, whereas the energy groups and precursor families have
been fixed at G = 3 and J = 6, respectively. The total size of the matrix for
the α-eigenvalue problem ranges from ∼ 1.5 × 104 (L = 40 cm) to ∼ 2 × 104

370

(L = 60 cm). The absolute values of the fundamental eigenvalues α0 are smaller
than 2.5 × 10−3 s−1. For reference, the prompt eigenvalues computed from the
matrix-form of the eigenvalue problem are shown in Tab. 10.

The α-eigenvalues computed from the α-eigenvalue matrix problem are used
in order to estimate the delayed E.S.n(αd) and the prompt E.S.n(αp) eigenvalue375

separations of the first five orders. The delayed eigenvalue separations (Fig. 6,
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L [cm] kMC
0 [-] k0 [-] k1 [-] k2 [-] k3 [-] k4 [-] k5 [-]

42 0.9997 ± 2 × 10−4 0.9999 0.7907 0.5538 0.3909 0.2600 0.1904
45 1.0003 ± 2 × 10−4 1.0001 0.8669 0.5699 0.4539 0.2726 0.2252
47 1.0000 ± 2 × 10−4 1.0001 0.9122 0.5700 0.4891 0.2750 0.2422
50 1.0002 ± 2 × 10−4 1.0001 0.9571 0.5650 0.5234 0.2747 0.2577
55 0.9996 ± 2 × 10−4 0.9998 0.9882 0.5585 0.5469 0.2725 0.2676
60 0.9999 ± 2 × 10−4 0.9998 0.9969 0.5563 0.5533 0.2716 0.2703

Table 9: First k-eigenvalues for the 1D heterogeneous configuration as a function of the size
L of the system. The second column displays the fundamental eigenvalues k0 computed by
Monte Carlo simulation of the power iteration for the k-eigenvalue problem and the correspond-
ing standard deviations. All other eigenvalues have been computed from the matrix-form of
linear transport operator corresponding to the k-eigenvalue problem.

L [cm] αp,0 [s-1] αp,1 [s-1] αp,2 [s-1] αp,3 [s-1] αp,4 [s-1] αp,5 [s-1]

42 −2.419 × 102 −9.153 × 103 −1.716 × 104 −2.791 × 104 −3.332 × 104 −4.229 × 104

45 −1.900 × 102 −5.471 × 103 −1.211 × 104 −2.164 × 104 −2.708 × 104 −3.382 × 104

47 −1.874 × 102 −3.470 × 103 −1.025 × 104 −1.757 × 104 −2.403 × 104 −2.927 × 104

50 −1.908 × 102 −1.686 × 103 −8.744 × 103 −1.359 × 104 −2.017 × 104 −2.509 × 104

55 −2.076 × 102 −5.880 × 102 −7.671 × 103 −1.051 × 104 −1.514 × 104 −2.035 × 104

60 −2.115 × 102 −3.062 × 102 −7.196 × 103 −9.122 × 103 −1.218 × 104 −1.635 × 104

Table 10: First prompt α-eigenvalues for the 1D heterogeneous configuration as a function of the
size L of the system. These values have been computed from the matrix-form of linear transport
operator corresponding to the α-eigenvalue problem.

Figure 5: Dominance ratio (left) and k-eigenvalue separations (right) for the 1D heterogeneous
configuration as a function of the size L of the system. The first five order of eigenvalue separa-
tions are shown, in order, as: E.S.1(k) red circles, E.S.2(k) blue crosses, E.S.3(k) green squares,
E.S.4(k) cyan diamonds and E.S.5(k) magenta triangles.
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left) are again almost insensitive to the length of the moderator. The prompt α-
eigenvalue separations (Fig. 6, right) have a distinct behaviour as opposed to the
k-eigenvalue separations. Moreover, also E.S.(αp)2n+1 will probably converge to
E.S.(αp)2n, but a larger gap is observed between these two orders of eigenvalue380

separations with respect to the k-eigenvalue separations of the corresponding
orders. These results are inherently due to the presence of a non-fissile region for
this heterogeneous configuration. Thermal neutrons diffusing in the moderator
region, or fast neutrons crossing the moderator region, have a different time scale
with respect to those travelling through the fissile regions. Such differences have385

an impact on the α-eigenvalues, which are sensitive to the time scales of the
system, contrary to k-eigenvalues.

Figure 6: Delayed (left) and prompt (right) α-eigenvalue separations for the 1D heterogeneous
configuration as a function of the size L of the system. The first five order of eigenvalue sepa-
rations are shown, in order, as: E.S.1 red circles, E.S.2 blue crosses, E.S.3 green squares, E.S.4
cyan diamonds and E.S.5 magenta triangles.

The corresponding fundamental (Fig. 7) and first-order (Fig. 8) eigenmodes
are examined for k and α eigenvalue formulations. By inspection of the funda-
mental eigenfunction, the central region of the system over-moderates for small390

length of the moderator region (from L = 42 cm, up to L = 47 cm). For larger
sizes of the central region, the over-moderation effects are progressively less ap-
parent, and are mainly located at the boundaries with the fissile material. The
spatial shape drops in the central region, decoupling the system behaviour into
two distinct spatial regions (from L = 50 cm, up to L = 60 cm). The eigen-395

modes are weakly sensitive to the eigenvalue formulation and to the length of
the system. Similarly to the results obtained from the 1D homogeneous con-
figuration, the delayed α-eigenmodes of the dominant order display a spatial
distribution close to that of the corresponding prompt α-eigenmodes. Further-
more, the eigenmodes related to the precursor concentrations of the fundamental400
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order are positive, whereas those associated to the dominant eigenvalue of each
delayed cluster change sign.

Figure 7: Spatial distribution of the k (left), α (center) and prompt α (right) fundamental eigen-
modes for the 1D heterogeneous as a function of the size L of the system. Color legend according
to the ascending order of the size L of the system is: L = 42 cm red, L = 45 cm blue, L = 47 cm
green, L = 50 cm black, L = 55 cm cyan and L = 60 cm magenta.

Figure 8: Spatial distribution of the k (left), α (center) and prompt α first-order eigenmodes for
the 1D heterogeneous as a function of the size L of the system. Color legend according to the
ascending order of the size L of the system is: L = 42 cm red, L = 45 cm blue, L = 47 cm green,
L = 50 cm black, L = 55 cm cyan and L = 60 cm magenta.

4. An application to the EOLE critical facility

We have developed the aforementioned matrix-filling methods in Tripoli-
4®, in view of carrying out spectral analysis in continuous-energy Monte Carlo405

transport with complex geometries. In this respect, we have chosen to revisit the
EPILOGUE experimental campaign, which was the last one to be performed in
the EOLE critical facility at CEA Cadarache. The EPILOGUE campaign was es-
pecially conceived in order to ascertain whether heterogeneities and decoupling
effects might occur in small reactor cores, with the aim of preparing the inves-410

tigation of similar effects in large cores of Generation III+ reactors. Among the
configurations analyzed during this campaign, the ‘water blade’ setup (shown in
Figure 9) was prepared by replacing a row and a column of fuel pins by moder-
ator (the ‘blade’).
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4.1. Experimental and numerical configurations415

The main aim of the water blade is to achieve a local over-moderation effect
in the core region. In principle, the water layer substituting a section of fuel
pins should separate the radial neutron flux into two distinct regions. We will
thus probe by the matrix-filling methods how the presence of the water blade
affects the spectrum of the Boltzmann equation. Moreover, we will numerically420

explore by Monte Carlo simulation the effects of adding two additional water
blades (obtained by replacing more fuel pins with light borated water), with the
aim of enhancing the decoupling of the core region.

Figure 9 shows the radial section of the two new setups that will be called for
shortness ‘2 water blades’ configuration (left) and ‘3 water blades’ configuration425

(right). In the following, by analogy we will define the (single) water blade
configuration as the ‘1 water blade’ configuration. As a reference, we will also
consider the configuration without water blades.

All these EPILOGUE cores have been simulated by using Tripoli-4®. Be-
fore detailing the simulation parameters of such calculations, a preliminary step430

is required in order to make the systems critical (similarly as done in Sec. 3).
In order to achieve this condition, we modified the Boron concentration in the
moderator of each configuration. This procedure can be performed in Tripoli-
4® by a critical Boron concentration search routine, which iteratively seeks a
multiplier coefficient for the Boron concentration CBoron. For these calculations,435

105 particles are simulated, for a total of 1.5×103 cycles (103 active, 5×102 dis-
carded). Water composition and Boron concentration of the moderator for each
configuration are shown in Tab. 11.

water blades [-] 0 1 2 3

H1 [atoms/(barn × cm)] 4.675 × 10−5 3.923 × 10−5 3.923 × 10−5 3.923 × 10−5

H1,H2O [atoms/(barn × cm)] 6.669 × 10−2 6.670 × 10−2 6.670 × 10−2 6.670 × 10−2

O16 [atoms/(barn × cm)] 3.339 × 10−2 3.339 × 10−2 3.339 × 10−2 3.339 × 10−2

B10 [atoms/(barn × cm)] 3.286 × 10−6 2.708 × 10−6 1.878 × 10−6 7.339 × 10−7

B11 [atoms/(barn × cm)] 1.323 × 10−5 1.090 × 10−5 7.561 × 10−6 2.954 × 10−6

CBoron [ppm] 296.7 244.5 169.6 66.3

Table 11: Water composition and Boron concentration (ppm) of the moderator in water blade
configurations.
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Figure 9: Schematic radial section of the EOLE reactor in water blade configurations. The ‘1
water blade’ configuration (top-right) is arranged by removing two lines of fuel pins and by
inserting B4C rods (olive green) in the ‘reference’ configuration (top-left). The ‘2 water blades’
configuration (bottom-left) and the ‘3 water blades’ configuration (bottom-right) are arranged by
removing four and six lines of fuel pins from the core region. Fuel elements of enriched UO2 at
3.7% are colored in yellow and are distinguished in monitored fuel elements (black cross, black
circle and red cross). Locations for control rods (red), pilot rod (dark blue) and B4C rods (olive
green) are shown. Two fission chambers are shown: CF2268 (white, green circle) and CF2269
(white, blue circle). All the remaining elements are filled with borated light water (light grey).

21



The discretization of the phase-space variables for the EPILOGUE config-
urations implies large matrix sizes for the eigenvalue formulations. In order to440

detect the effect of the moderator heterogeneity, we have chosen to primarily use
a finer mesh for the spatial coordinates in the radial section of the reactor. The
effect of the water blade is indeed expected to be more apparent on the radial
plane than on the axial coordinate. By fixing the origin of the spatial reference
system in the center of the reactor, a uniform Cartesian grid is applied on the445

radial plane, dividing the two coordinates in Nx = Ny = 48 spatial bins from
−52.8 cm to 52.8 cm. The axial coordinate is integrated over the whole height
of the system (Nz = 1). The angle discretization is kept at Mx = My = 2 and
Mz = 1. The energy domain is divided into G = 3 groups: a fast region in the
interval [20 MeV, 94.66 keV], an epithermal region [94.66 keV, 0.625 eV] and a450

thermal region [0.625 eV, 10-5 eV]. Nuclear data are taken from the JEFF 3.1.1
library (Santamarina et al., 2009), with the same J = 8 precursors families for
all fissile nuclei. The total number of elements of the matrix for the α-eigenvalue
problem is about 2 × 109.

As for the k-eigenvalue problem, we used the fission matrix capability of455

Tripoli-4®. The eigenmodes computed from the fission matrix represent fission
rates (thus non-vanishing only in the fissile regions of the core), which implies a
significant reduction of the matrix size. In particular, we impose a Cartesian grid
on the radial section of the core region, specifically Nx = Ny = 74 from -23.31
cm to 23.31 cm along both axes. Then, the spatial bins perfectly overlap on the460

square fuel pins section (1.26 × 1.26 cm2). The total number of elements of the
fission matrix is about 3 × 107.

4.2. Eigenvalue analysis
The Boron concentrations shown in Tab. 11 are used in order to achieve crit-

icality. All the results presented in the following have been obtained during a465

standard power iteration that was used to estimate the elements of the matrices
needed for the α- and k- spectral analysis. In particular, 105 particles per cycle
were simulated for a total of 2.5 × 103 cycles (2 × 103 active, 5 × 102 discarded).

The fundamental eigenvalues obtained with these calculations were less than
20 pcm from criticality, with a standard deviation of 7 pcm. These values have470

been computed in order to assess the critical state of all the configurations. This
allows analyzing the eigenvalue separations of each configuration by fixing the
fundamental order. During the same calculations, the discretized operators have
been estimated and post-processed in order to obtain the matrices of the α-
eigenvalue problems. The real parts of the corresponding eigenvalues have been475
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arranged in descending order in order to discriminate the fundamental eigen-
value, the delayed eigenvalues and the prompt eigenvalues. The delayed eigen-
values cluster close to (minus) the decay constants equal to min(λ) = 1.247×10−2

s-1. Conversely, the first five prompt α-eigenvalues exhibit significant variations
as a function of the configuration and of the mode order. The eigenvalues com-480

puted for these configurations were combined in order to obtain the dominance
ratio and the eigenvalue separation according to the k- and the α-formulations.
These values are shown in Figs. 10 and 11.

The dominance ratio slightly increases for a larger thickness of the water
blade from DR = 0.7080 up to DR = 0.7449 which suggests the absence of485

strong decoupling effects in all these configurations. We observe that for these
2D configurations the first and second, fourth and fifth orders of eigenvalue sep-
arations of the k-formulation are extremely close. This feature is related to the
symmetry of the core, which in turn induces a degeneracy in the eigenvalues.
Conversely, the eigenvalue separations do not change significantly with respect490

to the number of water blades.

Figure 10: Dominance ratio (left) and k-eigenvalue separations (right) for EOLE water blade
configurations. The first five order of eigenvalue separations are shown, in order, as: E.S.1(k)
red circles, E.S.2(k) blue crosses, E.S.3(k) green squares, E.S.4(k) cyan diamonds and E.S.5(k)
magenta triangles.

The delayed E.S.n(αd) and the prompt E.S.n(αp) eigenvalue separations of
the first five orders are displayed in Fig. 11. The delayed eigenvalue separations
are almost constant as a function of the number of water blades. The prompt
α-eigenvalue separations have a different behaviour than the k-eigenvalue sepa-495

rations. In particular, the eigenvalue separations associated to the ‘0 water blade’
configuration appear to have a different trend with respect to the results obtained
for the configurations with blades. This stems from the reference configura-
tion not having any noticeable heterogeneity along the spatial coordinates. For
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the configurations containing the water blades, on the contrary, we notice a be-500

haviour similar to the one for the k-eigenvalue separations. The proximity of the
first and second, third and fourth order of the eigenvalue separations suggests
again a degeneracy effect related to the symmetry of the core.

Figure 11: Delayed (left) and prompt (right) α-eigenvalue separations for EOLE water blade
configurations. The first five order of eigenvalue separations are shown, in order, as: E.S.1(α)
red circles, E.S.2(α) blue crosses, E.S.3(α) green squares, E.S.4(α) cyan diamonds and E.S.5(α)
magenta triangles.

4.3. Eigenmode analysis
We will now examine the eigenvectors corresponding to the k- and the α-505

eigenvalue formulation as a function of the spatial coordinates in the cross-
section plane of the EPILOGUE cores. A finer discretization is applied in the
fissile regions, since fission rates Q f ,k(x, y) depend only on the spatial coordi-
nates. Conversely, α-eigenfunctions are related to particle population (neutrons
and precursors), thus requiring the discretization of the whole phase-space, yield-510

ing distributions of the kind ϕα(x, y, µx, µy, E) for neutrons and c j,α(x, y, E) for
precursors.

Figure 12 shows the fundamental eigenmodes according to both α- and k-
eigenvalue formulations for each configuration. The influence of both the water
blade and of the B4C control rods increases with increasing number of blades. In515

particular, the fundamental eigenmode ϕα0 is larger in the water blade layer, and
is depressed in the control rods regions. The fission rates Q f ,k0 are larger in the
proximity of the water blade region, proving the over-moderation effect caused
by the moderator.

The first-order eigenfunctions are shown in Figure 13: the presence of a node520

smoothens the distortions caused by the heterogeneity. In particular, the distor-
tion caused by the spatial heterogeneity of the system disappears when consid-
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ering the α-eigenmodes, whereas its effect is immediately apparent in the fission
rates obtained according to the k-eigenvalue formulation. The thermal and the
fast energy ranges have been considered in order to enhance the effect caused by525

the spatial heterogeneity of the system on the fundamental eigenmode ϕα0 shown
in Fig. 14. The distribution for the ‘0 water blade configuration’ in the thermal
energy range is larger on the peripheral zone just outside the core and in its cen-
ter. The fast component of the eigenmodes displays a Bessel-like shape. In the
thermal energy range, the flux distribution located inside the water blade region530

becomes larger for increasing thickness of the water layer. This effect can be jus-
tified by the stronger over-moderation induced by the gradually larger number of
replaced fuel pins. In the fast region, the moderator acts as an absorber and a
decrease of the neutron flux is observed by increasing the number of blades.
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Figure 12: Spatial behaviour of the forward fundamental eigenmodes ϕα0 (x, y, g) (left column)
and Q f ,k0 (x, y) (right column) on the EOLE cross section. From top to bottom, configurations
with 0 (first row), 1 (second row), 2 (third row) and 3 (fourth row) water blades are shown. The
spatial eigenfunctions have been integrated in the whole energy region. All the eigenfunctions
have been normalized. Detector positions of the water blade configuration are shown as black
circles. To guide the eye, the portion of the core within the white frame is the same.
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Figure 13: Spatial behaviour of the forward first order eigenmodes ϕα1 (x, y, g) (left column) and
Q f ,k1 (x, y) (right column) on the EOLE cross section. From top to bottom, configurations with 0
(first row), 1 (second row), 2 (third row) and 3 (fourth row) water blades are shown. The spatial
eigenfunctions have been integrated in the whole energy region. All the eigenfunctions have
been normalized. Detector positions of the water blade configuration are shown as black circles.
To guide the eye, the portion of the core within the white frame is the same.

27



Figure 14: Spatial behaviour of the forward fundamental eigenmodes ϕα0 (x, y, g) integrated over
the thermal (left column) and the fast (right column) energy ranges on the EOLE cross section.
From top to bottom, configurations with 0 (first row), 1 (second row), 2 (third row) and 3 (fourth
row) water blades are shown. All the eigenfunctions have been normalized. Detector positions
of the water blade configuration are shown as black circles. To guide the eye, the portion of the
core within the white frame is the same.
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5. Conclusions535

Eigenvalue separation can conveniently convey information on the degree
of decoupling of a reactor core. In this paper, we showed that spectral analy-
sis performed by matrix-filling Monte Carlo methods provides a useful tool for
the investigation of decoupling effects. For this purpose, we have selected a
few benchmark configurations covering homogeneous and heterogeneous sys-540

tems. Consistently with k-eigenvalue separations (Pázsit and Dykin, 2018), our
Monte Carlo simulations have shown that homogeneous and heterogeneous sys-
tems behave differently with respect to the decoupling parameter, in particular
concerning higher-order eigenvalue separations. The delayed α-eigenvalues are
rather insensitive to the decoupling parameter, and can hardly be used as a re-545

liable estimator to detect such effects. On the contrary, prompt α-eigenvalues
respond to the decoupling parameter in a way that is qualitatively similar to the
k-eigenvalue for the homogeneous configurations, and might be thus usefully
adopted as a complement to the classical k-eigenvalue separations for core de-
sign. A distinct behaviour was found for the prompt α-eigenvalue separation and550

the k-eigenvalue separation for the heterogeneous configurations.
In order to highlight the role of the spectral analysis in the characteriza-

tion of real-world nuclear systems, we investigated spatial decoupling effects
by means of Monte Carlo simulation for the EPILOGUE program in the EOLE
critical facility. We focused in particular on the so-called ‘water blade’ config-555

uration, where a local heterogeneity was introduced in the core, in view of ex-
acerbating decoupling effects during rod drop experiments. Moreover, we com-
plemented our simulations of the ‘single blade’ configuration by adding further
water blades.

The over-moderation caused by the presence of the water layer does have an560

impact on the k- and α-eigenvalues. Despite relatively small variations from the
reference configuration, the dominance ratio and the eigenvalue separation sug-
gest the presence of a weak decoupling effect. This statement is also supported
by the analysis of the spatial shape of both k- and α-eigenmodes. Experimen-
tal measurements did not provide qualitative results related to the influence of565

such effect. For this reason, in our Monte Carlo simulations the layer of the
water blade region has been increased by considering additional configurations
in order to enhance the decoupling between the two fissile areas. Overall, the
effects induced by the heterogeneity of the system are clearly detected by the
spectral analysis. Nonetheless, our numerical findings seem to point out that570

the decoupling effects are rather mild and do not separate the system into two
loosely-coupled cores, even in the rather extreme case of 3 water blades.
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Although the EOLE facility is now definitively shut down, the know-how
stemming from the spectral analysis methodology will be key for any dedicated
future experimental programs in Zero-Power Reactors (ZPR). This approach can575

be applied among others to the analysis of space-time dynamic responses for both
critical and sub-critical (i.e., fuel loading or ADS) systems, detector optimization
in large Gen-III cores, or the criticality analysis of loosely coupled systems such
as spent fuel pools and reprocessing sites. The comparisons between higher-
order eigenpairs according to α and k formulations will be further explored in580

future work in the context of the CROCUS and SPERT III benchmarks (Zoia
et al., 2016; Nauchi et al., 2020; Zoia and Brun, 2016).
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