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Abstract

In this paper, we investigated the evolution of prioritized EL ontologies
in the presence of new information that can be certain or uncer-
tain. We propose an extension of EL description logic, named EL+

⊥,
within possibility theory to encode such knowledge. This extension
provides a natural way to deal with the ordinal scale and repre-
sent knowledge in a way that can handle incomplete information
and conflicting data. We provided a polynomial algorithm for com-
puting the possibilistic entailment. Then, we defined the evolution
process at the semantic and syntactic levels. Interestingly enough,
we show that the syntactical algorithm is done in polynomial time.

Keywords: EL Description Logic, Semantical Revision, Syntactical Revision,
Possibility Theory, Prioritized Ontology

1 Introduction

Description logics (DLs for short) [1] are a family of logic-based knowledge
representation languages. It provides a powerful framework for organizing
and formally expressing knowledge in various application domains, such as
ontology-based data access [2] and information and data integration [3]. The
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2 Revision of Prioritized EL Ontologies

term “description logic”is induced for two reasons: the first is that the key con-
cepts of the domain are expressed using atomic concepts (unary predicates)
and atomic roles (binary predicates) using the concept and role constructors
provided by the particular DL. However, DLs are distinct from their prede-
cessors, such as frames and semantic networks [4–6], in that they have formal,
logic-based semantics that can be translated into first-order logic [7].

A DL knowledge base (KB) is built upon two major elements: The termi-
nological Box (also called TBox), in which we can specify the characteristics of
concepts and roles as well as their relationships. This refers to the schema in
a database setting [8]. The assertional Box (also called ABox) contains data.
DLs provide the foundations of the Web Ontology Language OWL2 1, and its
three profiles OWL2-QL, OWL2-EL and OWL2-RL.

In this paper, we consider the second profile, i.e., OWL2-EL, which is
designed as a subset of OWL2. This profile is based on the lightweight fam-
ily of DL, called EL description logic [9–13]. The EL is especially well-suited
for applications that use ontologies with a large number of classes and proper-
ties (for example the Systematized Nomenclature of Medicine Clinical Terms
(SNOMED CT)2 and gene ontology (GO)3), the EL provides the expressivity
power used by many such ontologies and guarantees the decidability of the
main reasoning tasks, such as ontology consistency [14], concept subsumption
[11], and instance checking [12].

DLs are intended for reasoning on static knowledge bases; however, in
such cases, for example, ontologies in semantic web applications [15], are not
static but evolve over time. Consider the case of a university’s global rank-
ing. The Quacquarelli Symonds (QS) World University Rankings [16] provide
an annually updated list based on some criteria of the top 1,400+ universities
worldwide. Then, each year, an update is needed. The crucial and challenging
problem for such an application is how to effectively and efficiently revise and
update knowledge bases in a natural way.

The task of ontology evolution consists in incorporating new information
into an ontology or deleting some axioms from it while taking into account
possible changes. The first evolution task is called expansion [17], while the
second is called contraction [18]. In general, in the two evolution tasks, the
ontology to incorporate (or delete) is represented by a set of axioms that should
satisfy some defined properties [19].
By incorporating the ontology, a negative interaction can occur, i.e., the new
ontology can interact in an undesirable way with the axioms of the old one,
causing the ontology or relevant parts of it to become unsatisfiable. Then, the
new ontology cannot simply be added to the old one. Therefore, some changes
must be made in the ontology to avoid negative interaction, e.g., handling the
axioms that are in conflict with the ontology. This problem is similar to the
belief revision problem in propositional logic [20], where the old belief is revised
by adding new formulas to a knowledge base that can be sure or uncertain.

1https://www.w3.org/TR/owl2-overview/
2https://bioportal.bioontology.org/ontologies/SNOMEDCT
3http://geneontology.org/



This problem is also defined as the knowledge change that is specified by the
well-known Alchourrón, Gärdenfors, and Makinson postulates, (in short AGM
postulates) [21]. Several works have been proposed to revise the DL ontology
(e.g., [19, 22]). In particular, several model-based revision approaches have
been proposed (e.g [23–25]), which consist of selecting a set of interpretations
that are the closest to original belief bases. This revision operator for DLs is
restricted to one part, either the ABox or TBox. However, in [26] it operates
on the general KB. Revision with uncertain input has been studied at the
syntactic level in [27]. It consists of adding a formula to the belief base at its
prescribed level. The issue is complicated because the belief base needs to be
changed; this is necessary to ensure that the added formula remains at the
prescribed level and isn’t implicitly inhibited by higher priority formulas that
contradict it or pushed to higher priority levels by formulas that imply it [28].

In real-world applications, information is often provided by multiple
sources, each with a different priority level reflecting their reliability. While
each source is consistent, gathering them gives rise to a prioritized, incon-
sistent knowledge base [29]. Dealing with the inconsistency in the prioritized
knowledge base has gained a lot of attention [30, 31]. In [32], a possibilistic
extension of DL-Lite, a lightweight family of DLs that underlies OWL2-QL,
has been proposed in a qualitative setting for handling inconsistent knowl-
edge bases. Furthermore, in [33], they extended the possibilistic approach
in [32] to the two fragments DL-LiteR and DL-LiteF and showed that the
extension of the expressive power of DL-Lite is done without additional extra-
computational costs. Revision in a prioritized DL KB has gained a lot of
attention in recent years (e.g. [34]). In [35], they studied the revision of the
DL-Lite knowledge base at the semantic level by conditioning possibility dis-
tributions. However, they showed that such conditioning provides in some
scenarios some counter-intuitive results. Then, they studied revision at the
syntactic level. Furthermore, in [17], Benferhat et. al studied the revision or
evolution of the DL-lite knowledge base when the ABox is prioritized. They
defined the “Prioritized Removed Sets Revision” approach that is based on
inconsistency minimization in order to restore the consistency of such a knowl-
edge base. In addition, an extension of the “Prioritized Removed Sets Revision”
to DL-LiteR prioritized knowledge bases is defined in [36].

In this paper, we study the revision of the prioritized EL ontology process
when a new piece of information that can be sure or uncertain is available.
In order to encode and reason with such prioritized ontology, we define a
possibilistic extension of EL, denoted π-EL+

⊥. This extension guarantees the
tractability of the reasoning process as the one of the standard EL+

⊥ ontology.
To the best of our knowledge, there is no work that studies the syntactic
and semantic evolution of prioritized EL ontology. We first study revision
of π-EL+

⊥ ontology semantically by conditioning the possibility distribution
associated with EL+

⊥ interpretations by the new input information. Based on
the type of input information and its interaction with the ontology, we define
situations where conditioning in π-EL+

⊥ differs from the one of the standard
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possibilistic settings, e.g, probability distributions, dempster belief functions
and possibility distributions [37]. For that reason, we define algorithms for
revision at the syntactic level of π-EL+

⊥ ontology. An interesting result we
display in this paper is that revision operation is done efficiently in polynomial
time. Revision of prioritized EL ontologies with uncertain and inconsistent
input information has several applications in different fields such as ontology
reasoning and maintenance [38], semantic web and knowledge graphs [39],
artificial intelligence and machine learning [40], Natural Language Processing
(NLP) [41], medical informatics [42].

2 Related Work

This section provides an overview of the evolution (revision) of propositional
logic knowledge bases and description logic ontologies, then move on to a
discussion of the evolution (revision) of prioritized versions of these knowledge
bases and ontologies.

2.1 Evolution in Propositional Logic Knowledge Base

In propositional logic, the notion of belief revision deals with the logical incon-
sistency that results from updating a knowledge base with the most recent
information. In [21], Alchourrón, Gardenfors, and Markinson (AGM for short)
defined a set of postulates to characterize a revision operator. In AGM’s study,
the beliefs of an agent are expressed using a set of formulas that are closed
under logical consequence, named belief set, i.e., A is a theory if Cn(A) = A,
where Cn is a consequence operation. Therefore, a revision operator consists
of converting a belief set and formulae to a belief set. The AGM theory defines
three operators, namely expansion, revision, and contraction [22].

Expansion: is the act of inserting new input information into the ontology
without any consideration for maintaining consistency.

Contraction: is the act of consistently removing formulas from the ontology
instead of adding ones.

Revision: is the act of consistency adding new input information to the old
ontology.

The AGM theory [21] is possibly the most influential work in the area
of belief revision and knowledge evolution. It consists of introducing a set of
rationality postulates that the operators of revision and contraction should
satisfy. However, due to the difficulty of computing with belief sets since a
belief set may contain a lot of sentences, many researchers have suggested
using a belief base [43–46], which is a collection of sentences that are not closed
under logical consequence, to express an agent’s beliefs. Dalal et al. in [47]
defined the notion of the irrelevance of syntax, i.e., the revised knowledge base
should not depend on the syntax of the original knowledge base or the new
input information. Many evolution theories that adhere to Dalal’s principle
and the AGM postulates have been studied in the literature [22, 48]. Winslett



in [49] classified the evolution of semantics into two methods: the model-based
revision approaches (MBAs) and the formula-based approaches (FBAs).

• The Model-Based Approaches (MBAs) : The result of the revision of
the knowledge base K with the new input information ϕ under the MBAs
is the set (K ◦ ϕ) of models, each satisfying ϕ and minimally changed from
some models (or all models) of K. There exist two types of MBAs, the first
one is called local [50], and its idea is to go over a subset M of models of
K and select the models I ′ of ϕ that are minimally distant from M [18].
The distance measure displayed in [51, 52] is based on a pre-order of mod-
els; it’s used to remove models with unlikely results. The result models is
not unique since we can have several models. For such reason, the possi-
ble model approach [53] with various variations is defined. This approach
selects the models with minimal changes (the minimal is in terms of set
inclusion). Another approach to reducing the result models number is to
minimize the number of changes in the model of K, this approach is called
local cardinality-based semantics [25], and it is defined as follows: given two
models I andM, the distance between the two models is given by the size
of Diff(I,M). Note that Diff(I,M) contains the set of facts by which I
and M disagree. More precisely, given two models I and I ′, under a local
cardinality-based semantics:

I is closer to the modelM than I ′ iff | Diff(I,M) |<| Diff(I ′,M) |

The second type of MBAs, known as global [54], consists of selecting the
models I ′ of the new input ϕ that are minimally distant from all the set
of models of the knowledge base K. A global cardinality technique was
employed by Dalal in his studies [47], which demonstrated its value for tasks
like fault diagnostics in circuits where models of circuits with few faults are
preferable. The result of the global MBA is also not unique, that is why
Winslett in his study [55] proposed another method for reducing the num-
ber of the result models, called the global priority technique, which consists
of dividing the set of predicates and functions into groups and categorized
them, thus, predicates and functions with higher priorities are given greater
weight than those with lower priorities when the distance between models
is measured.
Similar to Winslett’s operator, Borgida in [56] define its operator in the case
when the input information ϕ is consistent with the knowledge base K, then
Borgida’s revised theory is simply K ∧ ϕ.

• Formula-Based Approaches (FBAs): The main idea of the revision pro-
cess of the knowledge base K with the new input ϕ under FBAs is to select
the set of formulas Km in K that have the greatest distance and are consis-
tent with the new input ϕ. Ginsberg and their colleagues in [57, 58] showed
that the revised knowledge base contains the maximal subset Km of K that
is consistent with ϕ plus ϕ. They also proved that all sets in Km are equally
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plausible and the logical consequence Q is inferred from each set. A gen-
eral form of formula-based approach has been proposed by Nabel in [59].
He showed that due to their conceptual implicity, syntax-based approaches
have gained a lot of popularity. However, they have an impairment since the
result of a revision operation relies on arbitrary syntactic distinctions, and
to this end, such operations cannot be analyzed at the knowledge base [44].
It is important to note that the result knowledge base Km under FBAs is not
unique. For such a reason, some works (e.g, [54, 60]) propose approaches to
merge all the elements of Km into one set of formulas, which is then added to
the input ϕ. These approaches are CrossProduct (CP), and When In Doubt
Throw It Out (WIDTIO) [61]. In [62], Creignou et al. studied the two oper-
ators, namely RSRG (which stands for Removed Sets Revision Ginberg)
and RSRW (which stands for Removed Sets Revision Widtio). These oper-
ators are similar to Ginsberg’s operators [58], however, instead of using set
inclusion as a maximality criterion, they used set cardinality. The choice of
subbases that are maximally consistent with regard to set cardinality does
not necessarily guarantee that the most pertinent information will be chosen,
and as a result, it is possible to overlook viable formulas based on the initial
agent’s beliefs. For such a reason, Ktari et al. in [63] introduced the idea of
credible belief base revision, which leads to two new formula-based revision
operators, namely Credible Set Revision Ginberg (CSRG) and Credible Set
Revision Widtio (CSRW ). Such operators are presented in the same spirit
as others in [62], which are based on selecting maximally consistent subsets
with respect to credibility instead of set inclusion and cardinality.

2.2 Evolution of Description Logics Ontologies

The evolution process in the description logics ontology consists of removing
or adding some input information to the old ontology while preserving its
consistency [18].

Kang and Lau in [64] have studied the viability of adopting the belief
revision as a foundation for DL ontology revision. In [19, 22], the authors
generalized the AGM postulates by dropping all the assumptions that limit
the direct application to DL ontologies and determining the necessary and
sufficient conditions for logic to support AGM-compliant operators. However,
none of them take into account the explicit creation of a revision operator. In
[65], two revision operators, which are generalizations of the AGM postulates
in DLs, are defined to deal with disjunctive ALC knowledge bases.

In [66] a generic revision operator was proposed to address the incoherence
problem. Nevertheless, this operator is not fine-grained in that it uses an inci-
sion function to remove an entire TBox axiom from a knowledge base as soon
as it influences the coherence of the KB.

Furthermore, in [67], the authors introduced a formula-based approach for
OWL-Lite ontologies, where the elimination of inconsistencies between the old
knowledge and the new information is substantially syntax-dependent.



In the scenario where the new information consists of potentially negated
ABox statements, Liu et al. in [68] explored the problem of ABox updates
with empty TBoxes while taking into account a number of typical DLs from
the ALC family. They demonstrated that, while many description logics do
not have updates, selecting the DL that includes a nominal concept guaran-
tees the existence of updates. In addition, by selecting the right notion of
update (projective semantic), it is even possible to compute updated ABoxes
in polynomial time.

The authors in [69] investigated the evolution of ABox under integrity
constraints in ALC and DL-Lite. The updates in that paper are defined as
the finite sequences of conditional insertions and deletions, where the pairs of
nodes for which node or arc labels are inserted or deleted are chosen using
complex DL formulas. They also studied the complexity of checking when a
sequence of update operations preserves the integrity constraints.

In [70] they studied instance-level update and instance-level erasure in DL-
LiteF . They characterized the semantics of ABox update and erasure on the
basis of the approaches proposed by Winslett and by Katsuno and Mendelzon
in [49] and showed that ABox update is not closed under it. This result was
extended in [71], when they defined new inexpressibility results for many other
operators, including the operator from [70], and they studied both operations,
namely expansion and contraction at knowledge base and ABox.

Regarding the revision of the terminological DL, Qi, and Du in [25] pro-
posed three model-based revision operators for the DL KBs with empty
ABoxes, by investigating Dalal’s operator. They compared these operators and
proved that one of them is more rational than the others. They also demon-
strated that subsumption checking in DL-Lite under their revision operator is
PNP [O(logn)]-complete.

In [72] a modification is adopted to the MBAs to fit new semantics for
DL KBs. The classical MBAs are based on classical interpretations. However,
these new semantics is based on the so-called features, and they applied them
to DL-LiteNbool. They showed that this method suffers from the same problems
as classical MBA semantics.

In [73], the authors studied the WIDTIO in the DL-LiteA,id and defined
an algorithm that calculated the evolution of the knowledge base at the ABox-
level that is done in polynomial time. In [74], they showed that maximal
approximations of two well-known model-based revisions for DL-LiteR can be
computed using a syntactic algorithm. However, by applying the role feature
axioms, such a coincidence of model-based and syntax-based approaches does
not hold. That’s why they identified conditions that guarantee a coincidence
for DL-LiteFR.

In [75], they studied formula-based approaches to ABox-level update in
DL-LiteA. That is, every update can be reformulated into a set of insertion and
deletion instructions computable through a non-recursive data-log program to
change the ABox while preserving its consistency with respect to the TBox. In
[76], they proposed mechanisms to handle updates in OBDA systems, studied
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update data at the ontology and source level, and showed that it is first-order
rewritable. Also, they proved how evolution can be computed via non-recursive
datalog.

2.3 Evolution of Prioritized Knowledge Base

In this section, we give an overview of the evolution of prioritized KB in
propositional logic and then in DL ontologies.

• Evolution of Prioritized Propositional Logic KB
Gardenfors et al. in [77], extended the AGM framework to give a represen-
tation for changes that alter entrenchment orderings and belief sets as well.
The idea of epistemic entrenchment revision was first proposed in [78] and
then developed in [79], where they discovered how belief change strategies
affect the corresponding preferences.
Benferhat and others in [80] studied the revision of prioritized belief bases
with uncertain input information (ϕ, α), that is semantically meaningful in
the frameworks of possibility theory [27] and of Spohn’s ordinal conditional
functions [81]. They defined an efficient and simple syntactic implementation
for both revision and contraction. They explained in their work the intuition
behind the Darwiche and Pearl postulates [82]. The research demonstrated
that when dealing with uncertain input, possibilistic revision aligns better
with Darwiche and Pearl’s postulates. The main difference is that with pos-
sibilistic revision, there are no restrictions on the uncertain input that can
be used for the revision process. It is possible to enhance the suggested oper-
ators to address certain shortcomings commonly found in operators that
follow the AGM and Darwiche and Pearl’s postulates principles.
Qi et al. in [83] suggested a solution to address the issue of the “drown-
ing effect ”. This issue arises because, when revising a belief base with a
completely trustworthy formula, the outcome of the revision process omits
formulas whose weights are below the inconsistency level of the updated
base. This poses a problem as a high inconsistency level can result in a sig-
nificant loss of information. Similar to the approach in reference [80], the
operators introduced in the study [83] do not tackle this problem.
Jin and Thielscher in [84] proposed the independence postulate for iterated
belief revision to address the limitations of the AGM and Darwiche and
Pearl’s postulates. These postulates require an agent to discard all of their
previously acquired knowledge when they receive new information that con-
tradicts their current beliefs, which is seen as a weakness. The independence
postulate aims to overcome this weakness by allowing the agent to preserve
some of their previous beliefs even in the face of contradicting information.
Brewka in her study [85] studies the revision of the prioritized belief bases
when the new input information is inconsistent with the old belief. She
showed that if the new information is less reliable than conflicting old
information, Even if she revises without specifying a degree of priority the
postulate is violated. For such a reason, Flappa et al. in [86] proposed a



revision operator on a stratified belief base. This operator guarantees that
under the revision process, the information is never lost but kept in a stra-
tum or layer with data that is thought to be of lower importance. This idea
is an extension of the one-level reuse of belief gave in [87].
Tamargo et al. in [88] studied how the belief base of an agent can be modified
when new information that has a different degree of credibility is available.
They proposed a framework for updating the credibility degree of the belief
base within a MAS [89].
In [81], they studied belief revision with uncertain input and showed its
close relationship with Jeffrey’s rule of conditioning [90]. Furthermore, in
[91] the possibilistic counterparts to the revision by uncertain inputs have
been defined.

• Evolution of Prioritized DL Ontologies
Qi and others in [92] introduced two revision operators in description log-
ics, namely the weakening-based revision operator and its refinement. These
operators are then used to develop an algorithm for addressing inconsistency
in a stratified description logic knowledge base. The study demonstrates
that if the weakening-based revision operator is used, the resulting knowl-
edge base from the algorithm is semantically equivalent to the knowledge
base produced by refined conjunctive maxi-adjustment (RCMA)[93]. Fur-
thermore, in [94], they proposed a method for addressing inconsistencies in
a prioritized DL knowledge base through a revision-based approach. Rather
than relying on cardinality constraints for concepts, their approach involves
weakening DL axioms, including both terminological and assertional axioms,
by eliminating instances that contribute to the inconsistency.
Benferhat et al. in [35] introduced a new method called “Removed Sets Revi-
sion ”(RSR) for revising knowledge bases in DL-Lite, where the assertions
are prioritized. This approach is influenced by belief base revision in propo-
sitional logic [95], and is based on minimizing inconsistencies. The process
involves identifying the smallest possible subsets of assertions that need to
be removed from the existing base to accept new information and ensure
consistency. It is important to note that minimality is determined based on
the cardinality of assertions rather than the inclusion of sets. This work was
a continuation of the research presented in [96], which involved the modifi-
cation of a group of prioritized propositional formulas. The extent to which
a revision minimized the removal of a prioritized set was determined using
lexicographic criteria, rather than set inclusion.

3 The EL Family of Description Logics

The EL description logic is a lightweight family of DLs that underlies the
OWL2-EL profile. It aims to be both “expressive and lightweight ”. This
reflects its goal of being able to represent a broad range of ontologies while
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also being efficient in terms of reasoning. It is especially beneficial for ontolo-
gies that contain a large number of concepts and relationships for example the
systematized nomenclature of medicine SNOMED CT and OpenGALEN.

In this section, we will present the syntax, semantics, and main reasoning
tasks in EL description logic.

3.1 Syntax

Let (NC , NR, NI) be three infinite and mutually disjoint sets, where NC

denotes a set of atomic concepts, NR denotes a set of atomic roles and NI

denotes a set of individuals. The EL concept expressions are built according
to the following syntax:

C,D → ⊤; A; C ⊓D; ∃r.C

where A ∈ NC , r ∈ NR. For more details about the syntax and semantics of
EL see Table 1.

An EL ontology O = ⟨T ,A⟩ contains a set of terminological axioms (also
called TBox, denoted by T ). It refers to the part that deals with defining and
specifying the concepts and relationships within the ontology. For example, to
express the fact that all fathers are parents, we use the following axiom:

Father ⊑ Parent

This is called the general concept inclusion (GCI) axiom, meaning that the
concept of “father ”is more specific than the concept of “parent”, or simply that
“Father”is subsumed by “Parent”. Concept equivalence axioms of the form
Person ≡ Human, which is equivalent to Person ⊑ Human and Human ⊑
Person, assert that the two concepts have the same instance.

The assertional base (also called ABox and denoted by A) is responsible
for asserting specific facts or instances that are significant to the domain being
modeled. The ABox contains a set of concept assertions of the form C(a), for
example, Father(john) asserts that the instance john belongs to the concept
Father. The role assertions of the form r(a, b) describe the relations between
the given individuals. For example, MatherOf(maria, Castro) states that
maria is a mother of Castro.

Several extensions of EL have been considered [1, 12, 13]. For example,
EL+[97] extends EL with role inclusion axioms of the form

s ⊑ r

Meaning that s is a sub-role of r, in other words, every pair of individuals
related by the role s is also related by the role r. In the role inclusion axiom,
the role composition axioms can be defined to describe the role AuntOf . Intu-
itively, if Anna is a sister of Janna and Janna is a parent of Bob, then Anna is



an aunt of Bob. This type of interaction between the roles sisterOf, parentOf,
and auntOf is captured by the complex role inclusion axiom:

sisterOf ◦ parentOf ⊑ auntOf

It is important to note that the composition relation appears only on the left-
hand side of complex role inclusions. The syntax and semantics of this fragment
is described in Table 1

The logic EL+
⊥[29] extends EL

+ by allowing the use of the bottom concept
⊥ in concept expression. The bottom concept represents nothing and it is the
dual of the top concept (⊤). It is used to express the disjointness of concepts.
For example:

Women ⊓Men ⊑ ⊥
Means no individual can be at the same time women and men. This fragment
can appear as logical conflict, i.e., Women ⊓Men ⊑ ⊥ and Women ⊑ Men.
This sub-language is syntactically and semantically presented in Table 1

The DLs ELO+
⊥[13] extends EL

+
⊥with the use of nominal concepts of the

form {a}. A nominal is a concept that has exactly one instance. For example,
{Julien} is the concept whose only instance is the individual denoted by Julien.
It is important to note that using the nominal concept, the concept assertion
Mother(Anna) can be turned into a concept inclusion {Anna} ⊑Mother and
the role assertion ParentOf(Anna,Bob) can be expressed using role inclusion
of the form {Anna} ⊑ ∃parentOf.{Bob}. The syntax and semantics of this
extension are represented in Table 1.

Finally, the extension of ELO+
⊥with concrete domains, range, reflexive role

restrictions, and transitions is denoted by EL++[12] and it is indeed the core
of the OWL-EL specification. In EL++ DL, data types (also called concrete
domains) can be used to define new concepts by referencing specific values,
like strings or integers. For example:

Person ⊓ ∃hasAge.(>, 25) ⊓ hasName.(=, ”Annas”)

Describes the person whose name is Annas and whose age is greater than
25. Datatypes are described first by the domain from which their values can
emerge, as well as by the relationships that can be formed to constrain their
possible values. In our example, (=, “Annas”) refers to the string Annas and
(>, 25) refers to the domain of real numbers, and the relation > indicates the
values that are strictly greater than 25. The syntax and semantics of a such
family are shown in Table 1

3.2 Semantics

The semantics are expressed in terms of interpretations I = (∆I , .I) which
are made up of a non-empty interpretation domain ∆I and an interpretation
function .I that maps:

• Each individual aI ∈ NI to an element aI ∈ ∆I
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• Each concept A ∈ NC to a subset AI ⊆ ∆I

• Each role r ∈ NR to a subset rI ⊆ ∆I ×∆I .

Furthermore, the function .I is extended in a straightforward way for concept
and role expressions as depicted in Table 1.

Table 1 Syntax and Semantics of EL Description Logic

Syntax Semantics

Atomic concept A AI ⊆ ∆I

Atomic role r rI ⊆ ∆I ×∆I

Individual a aI ⊆ ∆I

Top ⊤ ∆I

Conjunction C ⊓D CI ∩DI

Existential restriction ∃r.C {x ⊆ ∆I | ∃y ⊆ ∆I s.t (x, y) ⊆
rI and y ⊆ CI}

Role chain r ◦ s {<x, y> | ∃z ⊆ ∆I s.t <x, z> ∈
rI and <z, y> ∈ sI}

Bottom ⊥ ∅
Nominal {a} {aI}

Concrete Domain p(f1, ..., fk) for p ∈ P x ∈ ∆I | ∃y1, ..., yk ∈ ∆Dj : fI
i (x) =

yifor1 ≤ i ≤ k ∧ (y1, ..., yk) ∈ pDj

An interpretation I is said to be a model of (or satisfies) a General Concept
Inclusion (GCI), role inclusion, or role composition axiom if CI ⊆ DI , rI ⊆ sI ,
or (r1 ◦r2)I ⊆ sI , respectively. Similarly, I satisfies a concept or role assertion
if aI ∈ CI or (aI , bI) ∈ rI , respectively. An interpretation I is a model of an
ontologyO if it satisfies all the axioms ofO. An ontology is said to be consistent
if it has a model. Otherwise, it is inconsistent. An axiom ϕ is entailed by an
ontology, denoted by O |= ϕ, if ϕ is satisfied by every model of O. We say that
C is subsumed by D w.r.t an ontology O iff O |= C ⊑ D. Similarly, we say
that a is an instance of C w.r.t O iff O |= C(a). A concept C is said to be in
unsatisfiable w.r.t. O iff O |= C ⊑ ⊥, otherwise C is said to be satisfiable.

In this paper, we will only consider assertion free EL+
⊥, i.e. EL

+
⊥without

concept assertions C(a) and role assertions R(a, b). Note that these assertions
could be easily replaced via a mapping to new concept names or simply to
nominal concepts if we consider ELO+

⊥.

3.3 The Main Reasoning Tasks

Let C and D be concepts, O be an EL ontology, and a be an individual. Several
reasoning tasks are defined in EL description logic [11]:

• Subsumption Checking: Enable to find the subclass-superclass relation-
ship. Meaning that C subsumes D (C ⊑O D) w.r.t O, if CI ⊑ DI and
I |= O



(NR0)
C1 ⊓ ⊤ ⊓ C2 ⊑ D

C1 ⊓ C2 ⊑ D

(NR1)
C1 ⊓ ⊥ ⊓ C2 ⊑ D

⊥ ⊑ D

(NR2)
C ⊑ D1 ⊓D2

C ⊑ D1 C ⊑ D2

(NR3)
∃r.C ⊑ D

C ⊑ A ∃r.A ⊑ D
: C /∈ Nc, A is a new concept

(NR4)
C ⊑ D

C ⊑ A A ⊑ D
: C,D /∈ Nc ∪ {⊥,⊤}, A is a new concept

(NR5)
B ⊑ ∃r.C

B ⊑ ∃r.A A ⊑ C
: C /∈ Nc, A is a new concept

(NR6)
C1 ⊓ C ⊓ C2 ⊑ D

C ⊑ A C1 ⊓A ⊓ C2 ⊑ D
: C /∈ Nc ∪ {⊥,⊤}, A is a new concept

Table 2 Normal Form Rules.

• Instance Checking: Verifies whether an individual is an instance of a given
concept. Meaning that a is an instance of the concept C in A w.r.t. O if A
and O have a common model.

• Concept Satisfiability: denotes that a DL concept has at least one indi-
vidual that satisfies the condition or property that the concept represents.
Meaning that C is satisfiable w.r.t the ontology O if I |= O and CI ̸= ∅

In this paper, we consider the classification tasks, which consist in computing
all the entailed subsumptions (and equivalences) that hold between atomic
concepts of an ontology O |= A ⊑ B, with (A ∈ Nc ∪ ⊤) and (B ∈ Nc ∪ ⊥).
To handle provenance in DL languages with conjunctions, it’s most natural to
restrict the syntax to disallow conjunctions on the right side and define the
semantics as usual. The EL ontologies are typically expressed in normal form,
so the main limitation in this language is the avoidance of qualified existential
restrictions on the right side. In this paper, we follow the procedure given
in [13]. First, we transform the ontology O into the normal form using the
normalization rules in Table 2. Note that O is said to be in normal form if
each of its axioms has one of the following forms:

A ⊑ B, A1 ⊓ ... ⊓An ⊑ B

A ⊑ ∃r.B, ∃r.A ⊑ B

r ⊑ s, r1 ◦ r2 ⊑ s

where A,B ∈ NC ∪{⊤,⊥} and Ai ∈ NC . Once the ontology is in normal form,
the reasoning is performed using the set of inference rules [10, 12].
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(IR0)
A ⊑ A

: A ∈ Nc ∪ {⊥,⊤}

(IR1)
C ⊑ ⊤

: C ⊑ ⊤

(IR2)
r
: r ∈ O

(IR3)
C ⊑ D′ D′ ⊑ D

C ⊑ D

(IR4)
A ⊑ B1...A ⊑ Bn B1 ⊓ ... ⊓Bn ⊑ B

A ⊑ B
: A,B,Bi ∈ Nc ∪ {⊥,⊤}

(IR5)
A ⊑ ∃r.B B ⊑ C

A ⊑ ∃r.C
: A,B,C ∈ Nc ∪ {⊥,⊤}, C ̸= ⊥

(IR6)
A ⊑ ∃r.B B ⊑ ⊥

A ⊑ ⊥
: A,B ∈ Nc ∪ {⊥,⊤}

(IR7)
A ⊑ ∃r.B r ⊑ s

A ⊑ ∃s.B

(IR8)
r1 ⊑ r2 r2 ⊑ r3

r1 ⊑ r3

(IR9)
A ⊑ ∃r1.B B ⊑ ∃r2.A2 r1 ◦ r2 ⊑ s

A1 ⊑ ∃s.A2
: A1, r1, A2 ∈ Nc ∪ {⊥,⊤}

Table 3 Inference Rules.

Let cl(O) be the closure of O obtained by applying the normalization rule
and inference rules given in Tables 2 and 3. The following proposition holds (
[10, 12]).

Proposition 1 Let O be an assertion free EL+
⊥ontology and let A,B ∈ Nc be two

concepts of O. Then:

1. O |= A ⊑ B iff A ⊑ B ∈ cl(O) or A ⊑ ⊥ ∈ cl(O).

2. The complexity of computing cl(O) is polynomial.

In the following section, we introduce the basics of possibility theory
rephrased in the extension of EL description logics setting.

3.4 Possibility theory

A possibility theory was introduced by L. A. Zadeh at the end of the seventies
[98] and it was developed by many researchers such as Dubois et al. in [99].
The possibility theory differs from the probability theory in the use of the dual
set functions called possibility and necessity measures.

Let L be a description language and Ω be a universe of discourse on a set
of DL interpretations, i.e. I = (∆I , .I) ∈ Ω. We introduce the semantics of
possibility theory over DL interpretations.



Possibility Distribution A possibility distribution, denoted by π, is the
main building block of the possibility theory. It is a mapping from the universe
of discourse Ω to the unit interval [0, 1]4, that assigns to each interpretation
I ∈ Ω a possibility degree π(I) ∈ [0, 1] reflecting its compatibility or con-
sistency w.r.t available knowledge. Their weights could be interpreted in two
ways: a numerical interpretation when values have a real sense and an ordinal
interpretation when values only reflect a total pre-order between the different
states of the world. In this paper, we consider the latter interpretation, i.e.,
the qualitative setting. There are two cases:

• π(I) = 1: means that I is totally possible (i.e. fully consistent with available
knowledge).

• π(I) = 0: means that I is impossible (i.e. fully inconsistent).

A possibility distribution π is normalized if it has at least one totally possi-
ble state, i.e., ∃I ∈ Ω such that π(I) = 1, otherwise, π is sub-normalized. The
concept of normalization is important since it reflects the presence of conflicts
in the set of available information. Finally, given two interpretations I and I ′,
we say that I is more consistent or more compatible than I ′ if π(I) > π(I ′).
Possibility and necessity measures. Given a possibility distribution π,
standard possibility theory offers two measures from 2Ω to the interval [0, 1]
which discriminate between the plausibility and the certainty regarding an
event M ⊆ Ω. A possibility measure Π(M) = sup{π(I) : I ∈M} evaluates to
what extent M is compatible or plausible w.r.t available knowledge encoded
by π. A necessity measure N(M) = 1 − Π(M̄), which is a dual function to
Π, evaluates to what extent M is certainty entailed from available knowledge
encoded by π. WhenN(M) = 1, we say thatM is certain. WhenN(M) ∈ ]0, 1[,
we say that M is somewhat certain. When N(M) = 0 and N(M̄) = 0, we say
that there is a total ignorance about M .

A necessity measure N satisfies the following properties for normalized
possibility distributions:

∀M ⊆ Ω,∀L ⊆ Ω, N(M ∩ L) = min(N(M), N(L))
and

∀M ⊆ Ω,∀L ⊆ Ω, N(M ∪ L) ≥ max(N(M), N(L))
Now we are able to introduce the possibility measure and its associated

necessity measure for a DL axiom. Namely, Let ϕ be an EL+
⊥axiom andMod(ϕ)

be the set of models of ϕ. The possibility measure and necessity measure
associated with ϕ are defined respectively as follows:

Π(Mod(ϕ)) = sup
I∈Ω
{π(I) : I |= ϕ},

and
N(Mod(ϕ)) = 1− sup

I∈Ω
{π(I) : I ̸|= ϕ}.

where I |= ϕ is the satisfaction relation defined in Table 1.

4In fact, it is a mapping from Ω to a totally ordered scale O. This scale may often be a finite
set of integers or the unit interval [0, 1] and encodes our knowledge on the real world. In general,
one considers the interval [0, 1].
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3.5 Prioritized EL Ontologies

In this section, we will define the syntax and semantics of the prioritized EL
ontology.

Syntax A prioritized EL has been defined syntactically by equipping every
axiom with a confidence degree to encode its certainty. This confidence degree
is simply the necessity value of an axiom that reflects their certainty degree
with the available knowledge. In other words, a prioritized EL ontology,
denoted by Oπ, is made by a set of prioritized EL axioms of the form (ϕ, α).

Oπ = {(ϕi, αi) : i = 1, n}

Where αi is known as a lower bound of necessity degree N(ϕ) (namely N(ϕ) ≥
α). Note that the higher the degree α the more ϕ is certain. Note that the
axioms with αi’s equal to ‘0’ are not explicitly represented in the ontology.
Moreover, when all the degrees are equal to 1, Oπ coincides with a standard
EL+

⊥ontology O.

Example 1
ax1 = ⟨Fruits ⊑ HealthyFoods, 0.7⟩
ax2 = ⟨Avocado ⊑ HealthyFats, 1⟩
ax3 = ⟨Avocado ⊑ Vegetable, 0.2⟩

ax4 = ⟨Broccoli ⊑ fruit, 0.3⟩
ax5 = ⟨Quinoa ⊑ fruit, 0.4⟩

ax6 = ⟨Quinoa ⊓ Broccoli ⊑ ⊥, 0.5⟩
ax7 = ⟨∃hasZeroSugar.Soda ⊑ HealthyFoods, 0.6⟩

ax8 = ⟨Cookies ⊑ Sweets, 0.8⟩
ax9 = ⟨Sweets ⊑ UnhealthyFoods, 0.9⟩

In this ontology, each axiom is attached with a necessity degree that evaluates its
degree of certainty. Typically in this example, the axiom ⟨Broccoli ⊑ fruit, 0.3⟩ indi-
cates that the broccoli is considered as a fruit with a degree equal or greater than 0.3,
and the axiom ⟨Avocado ⊑ HealthyFats, 1⟩ indicates that the avocado is a healthy
food with a degree equals to 1. Note that we use 1 to indicate the fully certain
information.

Definition 1 Let Oπ be the prioritized EL+
⊥ ontology, and α ∈ [0.1]. The notion of

α-cut of Oπ (resp. strict α-cut), denoted by Oπ≥α
(resp. Oπ>α

), is defined as the set

of EL+
⊥ formulas in Oπ having degrees at least equal (resp. strictly greater than) α.

A prioritized EL+
⊥ ontology, denoted Oπ, is consistent if the standard EL+

⊥
ontology O, obtained by omitting the weights of Oπ, is consistent. If the ontol-
ogy is inconsistent, then the degree of inconsistency is syntactically defined as
follows:



Definition 2 The inconsistency degree of Oπ is syntactically defined as follows:

Inc(Oπ) = max{α : Oπ≥α is inconsistent}

.

Semantics. At the semantics level, the prioritized EL+
⊥ ontology Oπ is rep-

resented by a possibility distribution, denoted by πO, defined over the set of
DL interpretations, namely Ω = {I1, ..., In}. The possibility distribution πO
assigns to each interpretation I ∈ Ω a possibility degree π(I) ∈ ]0, 1] reflecting
what extent this latter satisfies the axioms of the ontology. More formally,

Definition 3 The possibility distribution πO associated with EL+
⊥ontology Oπ is

defined as follows:

∀I ∈ Ω, π(I) =

1 if ∀(ϕi, αi) ∈ Oπ, I |= ϕi

1−max{αi : (ϕi, αi) ∈ Oπ, I ̸|= ϕ} otherwise.

An interpretation I that satisfies all the axioms in Oπ will have highest
possibility degree, (namely π(I) = 1). When the interpretation falsifies some
axioms in Oπ, then π(I) depends on the axiom having the maximum necessity
α.

Example 2 Let Ω = {I1, I2, I3, I4, I5, I6} be a set of interpretations. The following
table gives the possibility distribution calculated by Definition 3.

Table 4 Possibility Distribution Given by Definition 3

I .I π(I)
I1 Satisfies all the axioms of Oπ π(I1) = 1
I2 falsifies ax4, ax5 π(I2) = 0.6
I3 falsifies ax6 π(I3) = 0.5
I4 falsifies ax8 π(I4) = 0.2
I5 falsifies ax7, ax6 π(I5) = 0.4
I6 falsifies ax2, ax1, ax9 π(I6) = 0.1

The Table 4 provides the possibility distribution for different interpretations of
a prioritized EL+

⊥ ontology Oπ. The possibility distribution is calculated based on
the priority weights of the axioms in the ontology. Each row in the table represents
an interpretation I along with its associated possibility degree π(I). The first row
(I1) represents an interpretation that satisfies all the axioms of the ontology. Since
it adheres to all the rules of the ontology, its possibility degree is 1, which means it
is considered certain. The second row (I2) represents an interpretation that falsifies
axioms ax4 and ax5. As it violates some constraints of the ontology, its possibility
degree is 0.6. The other rows follow similar schema, where each interpretation’s
possibility degree reflects its level of adherence to the axioms of the ontology.
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A prioritized ontology Oπ is consistent if there is an interpretation I that
satisfies all the axioms of Oπ. Otherwise, the ontology is inconsistent and their
inconsistency is:

Inc(Oπ) = 1−maxI∈Ω{π(I) : I ̸|= ϕ}

Example 3 Let I′
1 and I′

2 be two interpretations. Assume that I′
1 satisfies the axiom

(Avocado ⊑ HealthyFats, 1), But does not satisfy all the other axioms. Then π(I′
1) =

0.1. Assume that I′
2 does not satisfy the axioms ⟨Cookies ⊑ UnhealthyFoods, 0.5⟩,

but it satisfies the others then π(I′
2) = 1 − 0.5 = 0.5. The inconsistency degree is

Inc(Oπ) = 1− 0.5 = 0.5

Reasoning in Prioritized EL+
⊥ Ontology The main question considered

in this paper is how to compute the possibilistic entailment of the prioritized
EL+

⊥ ontology [29]. In the first step, we transform the ontology into its normal
form using the normalization rules in Table 5. In this table, we provide a set of
normalization rules to transform complex concept inclusion axioms attached to
a prioritized possibility degrees (which called promise and they are above the
horizontal line) into simpler and normalized axioms (which called conclusion
and they are under the horizontal line), which makes the reasoning process
more tractable in prioritized EL+

⊥ ontologies.
To compute the possibilistic entailment, we define the inference rules in

Table 6. Inference rules, which are commonly referred to as logical rules of
inference, serve as foundational principles in deductive reasoning, allowing us
to draw conclusions based on established premises or axioms. These rules play
a crucial role in formal logic, ensuring the soundness and validity of logical
arguments. Typically expressed in the form of ”if-then” statements, inference
rules present the conditions or premises in the ”if” part and the logically
deduced conclusion in the ”then” part, based on the information provided by
the given premises.

The rules in Tables 6, 5 are obtained using the following Lemma.

Lemma 1 Considering that Oπ is the prioritized EL+
⊥ ontology that includes

the two axioms (ϕ, α1) and (ϕ, α2) then Oπ and O′
π = {Oπ\{(ϕ, α1), (ϕ, α2)}} ∪

{(ϕ,max(α1, α2))} are equivalent in the sense that they induce the same possibility
distribution, i.e., ∀I ∈ Ω, πO(I) = πO′(I).

In the following proposition, we show that the prioritized EL+
⊥ ontology

Oπ and the new ontology O′
π, obtained by applying the normalization rules in

Table 5 into Oπ, induce the same possibility distribution.

Proposition 2 Let Oπ be the prioritized EL+
⊥ ontology and O′

π be the ontology
obtained by applying the normalization rules in Table 5 into Oπ. Then Oπ and O′

π

induce the same possibility distribution.



(PNR0)
(C1 ⊓ ⊤ ⊓ C2 ⊑ D,α)

(C1 ⊓ C2 ⊑ D,α)

(PNR1)
(C1 ⊓ ⊥ ⊓ C2 ⊑ D,α)

(⊥ ⊑ D,α)
:

(PNR2)
(C ⊑ D1 ⊓D2, α)

(C ⊑ D1, α) (C ⊑ D2, α)

(PNR3)
(∃r.C ⊑ D,α)

(C ⊑ A, 1) (∃r.A ⊑ D,α)
: C /∈ Nc, A is a new concept

(PNR4)
(C ⊑ D,α)

(C ⊑ A, 1) (A ⊑ D,α)
: C,D /∈ Nc ∪ {⊥,⊤}, A is a new concept

(PNR5)
(B ⊑ ∃r.C, α)

(B ⊑ ∃r.A, 1) (A ⊑ C,α)
: C /∈ Nc, A is a new concept

(PNR6)
(C1 ⊓ C ⊓ C2 ⊑ D,α)

(C ⊑ A, 1) (C1 ⊓A ⊓ C2 ⊑ D,α)
: C /∈ Nc ∪ {⊥,⊤}, A is a new concept

Table 5 Prioritized normalization rules.

In the following proposition, we study the inference rules of the prioritized
EL+

⊥ ontology given in Table 6.

Proposition 3 Let Oπ be the prioritized EL+
⊥ ontology and cl(Oπ) be its closed

ontology, obtained by applying the rules given in Tables 5 and 6 into Oπ. Then Oπ

and cl(Oπ) induce the same possibility distribution.

Example 4 Considering the prioritized EL+
⊥ ontology that is given in Exam-

ple 1. Applying the rule PIR3 into the axioms ⟨Cookies ⊑ Sweets, 0.8⟩ and
⟨Sweets ⊑ UnhealthyFoods, 0.9⟩ leads to obtain the new axiom ⟨Cookies ⊑
UnhealthyFoods,min(0.8, 0.9) = 0.8⟩

The following proposition studies the prioritized entailment, which is given
for subsumption relation as is the main reasoning task in EL.

Proposition 4 Let Oπ be a prioritized EL+
⊥ ontology and cl(Oπ) be its closure by

applying the normalization rules in Table 5 and inference rules in Table 6. Let A and
B be two concepts of Oπ. Then Oπ |= (A ⊑ B,α) if

• (A ⊑ B, β) ∈ cl(Oπ) with β ≥ α
• (A ⊑ ⊥, β) ∈ cl(Oπ) with β ≥ α

Ontologies are usually represented by various distinct aspects, circum-
stances, and viewpoints. As a result, unifying, updating, and modifying
multiple pieces of knowledge may lead to inconsistencies and conflicts in
the logical representation. In the next section, we will present solutions for
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(PIR0)
(A ⊑ A, 1)

: A ∈ Nc ∪ {⊥,⊤}

(PIR1)
(C ⊑ ⊤, 1)

: C ⊑ ⊤

(PIR2)
(r, 1)

: r ∈ O

(PIR3)
(C ⊑ D′, α1) (D′ ⊑ D,α2)

(C ⊑ D,min(α1, α2))

(PIR4)
(A ⊑ B1...A ⊑ Bn, α1) (B1 ⊓ ... ⊓Bn ⊑ B,α2)

(A ⊑ B,min(α1, α2))
: A,B,Bi ∈ Nc ∪ {⊥,⊤}

(PIR5)
(A ⊑ ∃r.B, α1) (B ⊑ C,α2)

(A ⊑ ∃r.C,min(α1, α2))
: A,B,C ∈ Nc ∪ {⊥,⊤}, C ̸= ⊥

(PIR6)
(A ⊑ ∃r.B, α) (B ⊑ ⊥, 1)

(A ⊑ ⊥, α)
: A,B ∈ Nc ∪ {⊥,⊤}

(PIR7)
(A ⊑ ∃r.B, α1) (r ⊑ s, α2)

(A ⊑ ∃s.B,min(α1, α2))

(PIR8)
(r1 ⊑ r2, α1) (r2 ⊑ r3, α2)

(r1 ⊑ r3,min(α1, α2))

(PIR9)
(A ⊑ ∃r1.B, α1) (B ⊑ ∃r2.A2, α2) (r1 ◦ r2 ⊑ s, α3)

(A1 ⊑ ∃s.A2,min(α1, α2, α3))
: A1, r1, A2 ∈ Nc ∪ {⊥,⊤}

Table 6 Prioritized inference rules.

addressing these issues and provide the appropriate context for discovering
and developing our solutions.

4 Evolution of Prioritized EL+
⊥ Ontology

The revision process consists of incorporating a new ontology into the existing
one while preserving its consistency. Similar to the AGM postulate [21], the
revision process is based on three main ideas:

• The principle of prioritization, according to which a new ontology is given
priority over existing ones.

• The principle of consistency states that after using the revision operator,
the resulting ontology must be consistent.

• The principle of minimal change states that only a few formulas from the
old ontology should be changed during the revision process.

In the following sections, we will study the syntactical and semantic evolution
of prioritized EL+

⊥ ontology.

4.1 Semantics Evolution of Prioritized EL+
⊥Ontology

Let Oπ be the prioritized EL+
⊥ontology and πOπ

be its attached possibility
distribution obtained by Definition 3. Considering that Oπ is consistent, which
means that there is a model I that satisfies all the axioms of Oπ and the



possibility distribution is normalized. Let (ϕ, u) be the new input information.
Then, two cases hold: the input is totally reliable (namely u = 1) or uncertain
(namely 0 < u < 1). The revision process in the prioritized EL+

⊥ ontology
consists of adding new input information toOπ while preserving its consistency.

A revised
prioritized
EL ontology

New input
information

Fully
reliable

Uncertain

The Original
Possibility
Distribution

πO

Fig. 1 Semantic Revision of Prioritized EL Ontology

Figure 1 shows that the revision at the semantic level takes as input the
original possibility distribution πOπ

and the new input information and trans-
forms πOπ

into a revised possibility distribution. Section 4.1.1 will study the
semantic revision with sure (fully reliable) input information, namely ϕ. Then,
the revision with uncertain input, namely (ϕ, u) is defined. In both cases the
revised possibility distribution is defined by the following expression:

π′
Oπ

= πOπ
(. | (ϕ))(resp.π′

Oπ
= πOπ

(. | (ϕ, u)))

The input is considered as an assumption that must be satisfied by the revised
possibility distribution π′

Oπ
. Note that π′

Oπ
should satisfy the following logical

properties:

• P1: π′(I) = 1
• P2: if π(I) = 0 then π′(I) = 0
• P3 Π′(ϕ) = 1 and N ′(ϕ) ≥ u

The first logical property, i.e., P1 ensures that each revised possibility dis-
tribution is normalized, implying that the resulting ontology is consistent. The
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second property P2 means that an impossible interpretation remains impos-
sible after conditioning. According to P3, the reliable input should be derived
from the ontology with at least the prescribed necessity level.
Based on the logical properties P1−P3, two definitions of conditioning have
been proposed in qualitative and quantitative settings [27]. In this paper, we
study the case of qualitative ordering, which is based on conditioning using
the min operator [29].

4.1.1 Min-based Prioritized EL+
⊥ Possibility Distribution

Conditioning

In this section, we study first the case where the input information is fully
reliable, i.e., u = 1. This means that any interpretation I that does not satisfy
ϕ, i.e. falsifies ϕ, is declared impossible (π(I) = 0). The semantic evolution
consists in conditioning the possibility distribution of the ontology (Definition
3) with the new input (ϕ, 1). Based on this type of input, two situations hold:
either the input is consistent with the ontology or it is inconsistent. In both
situations the revised possibility distribution π′

Oπ
is defined as follows:

Definition 4 Let Oπ be the prioritized EL+
⊥ ontology and ϕ be the new input

information. The revised possibility distribution π′
Oπ

is defined as follows:

π′
Oπ

= πOπ
(. | (ϕ)) =


1 if π(I) = Π(ϕ) and I |= ϕ

π(I) if π(I) < Π(ϕ)

0 if I ̸|= ϕ otherwise

The definition 4 defines the process of revising the possibility distribution
(π′

Oπ
) of a prioritized EL+

⊥ ontology (Oπ) when new input information ϕ is
fully reliable (u = 1). The process starts by conditioning the original possi-
bility distribution of the ontology (πOπ

) with the new input (ϕ, 1). There are
three possible cases that define how the possibility values of interpretations
are updated:

1. If π(I) = Π(ϕ) and I satisfies ϕ, meaning that ϕ is true in I and its
possibility value is the greatest among all interpretations satisfying ϕ, then
the possibility value of I remains 1.

2. If π(I) < Π(ϕ), meaning that the possibility value of I for ϕ is smaller than
the greatest possibility value among interpretations satisfying ϕ, then the
possibility value of I remains unchanged.

3. If I does not satisfy ϕ, indicating that ϕ is false in I, then the possibility
value of I is set to 0.

Example 5 We continue with the prioritized EL+
⊥ ontology that is given in Example

1. Let ⟨Quinoa ⊑ Briccoli, 1⟩ be the new input information. The revised possibility
distribution π1(I) is given in Table 8.



Table 7 Possibility Distribution Given by Definition 4

I .I π(I) π1(I)
I1 Satisfies all the axioms of Oπ 1 0
I2 falsifies ax4, ax5 0.6 0.6
I3 falsifies ax6 0.5 0
I4 falsifies ax8 0.2 0.2
I5 falsifies ax7, ax6 0.4 0.4
I6 falsifies ax2, ax1, ax9 0.1 0.1

Based on this example, we have a priori Π(Quinoa ⊑ Briccoli) = 0.5 since
I3, I5 |= ⟨Quinoa ⊑ Briccoli⟩. Then, the best models of the new input get the best
possibility degree (i.e., degree equals to 1). However, the countermodels will get zero
degree.

The following proposition shows that the revised possibility distribution
satisfies the postulates P1- P2.

Proposition 5 Let Oπ be a prioritized EL+
⊥ ontology and πOπ

be its associated
possibility distribution. Let (ϕ, u) be the new input information. Then π1(I) = πOπ

(. |
(ϕ)) obtained by Definition 4 satisfies the postulates P1- P2.

Conditioning of πOπ with Uncertain Input Information (ϕ, u) The
revision of the prioritized Oπ ontology with uncertain input information of
the form (ϕ, u) consists of updating the possibility distribution associated
with Oπ interpretations based on the new evidence. Depending on whether
the input ϕ is consistent or not with πOπ , the revised possibility distribution
π′
Oπ

(. |m (ϕ, u)) is defined in the following definition.

Definition 5 Let Oπ be a prioritized EL+
⊥ ontology, and πOπ

be the associated
possibility distribution. Let (ϕ, u) be the uncertain input. The min-based conditioning
in a prioritized EL+

⊥ is defined as follows:

∀I |= ϕ, πOπ
(. |m (ϕ, u)) =


1 if πOπ

(I) = Π(ϕ)

1− u if Π(ϕ) ≤ πOπ
≤ 1− u

π(I) Otherwise

∀I ̸|= ϕ, πOπ
(. |m (ϕ, u)) =


1− u if πOπ

(I) = Nπ(ϕ)

1− u if πOπ
(I) > 1− u

π(I) Otherwise

The definition 5 explains the process of min-based conditioning in a pri-
oritized EL+

⊥ ontology (Oπ) when uncertain input (ϕ, u) is provided. The
process involves updating the possibility values of different interpretations in
the ontology depending on whether they satisfy ϕ or not. When we update the
possibility values, the following cases are defined:
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1. If an interpretation I satisfies ϕ (i.e., I |= ϕ), then the possibility value of
I after conditioning is expressed based on the following conditions:

• If the original possibility distribution of ϕ is equal to the possibility value
of ϕ among all interpretations (πOπ

(I) = Π(ϕ)), then the possibility value
of I remains 1.

• If the original possibility value of I for ϕ lies between the minimum and
maximum possibility values of ϕ (i.e., Π(ϕ) ≤ πOπ

(I) ≤ 1− u), then the
possibility value of I is updated to (1 − u), where u is the uncertainty
level of the input (ϕ, u).

• Otherwise, the possibility value of I remains unchanged.

2. If an interpretation I does not satisfy ϕ (i.e., I ̸|= ϕ), then the possibility
value of I after conditioning is defined based on the following conditions:

• If the original possibility distribution of ϕ is equal to the minimum pos-
sibility value of ϕ among all interpretations (πOπ(I) = Nπ(ϕ)), then the
possibility value of I is updated to (1− u).

• If the original possibility distribution is greater than (1 − u), then the
possibility value of I is updated to (1− u).

• Otherwise, the possibility value of I remains unchanged.

Example 6 We continue with the prioritized EL+
⊥ ontology that is given in Example

1 and Example 2. Considering the two separated inputs that must be accepted, the
first one ⟨Quinoa ⊑ Broccoli, 0.9⟩ and the second one ⟨Quinoa ⊑ Broccoli, 0.2⟩. The
revised possibility distribution π′

Oπ
(I) = πOπ

(I |m (Quinoa ⊑ Broccoli, 0.9)) and

π′′
Oπ

(I) = πOπ
(I |m (Quinoa ⊑ Broccoli, 0.2)) is given in Table 8. The red color

represents the possibilty values that is updated to (1−u). The green color represents
the unchanged possibility values and the blue color represents the hights possibility
values namely πOπ

= 1. In the initial possibility distribution πOπ
(I), we have

Table 8 Possibility Distribution Given by Definition 5

I .I π(I) π′(I) π′′(I)
I1 Satisfies all the axioms of Oπ 1 0.1 0.8
I2 falsifies ax4, ax5 0.6 0.1 0.6
I3 falsifies ax6 0.5 1 1
I4 falsifies ax8 0.2 0.1 0.2
I5 falsifies ax7, ax6 0.4 0.4 0.8
I6 falsifies ax2, ax1, ax9 0.1 0.1 0.1

Π(Quinoa ⊑ Broccoli) = 0.6. Therefore, its necessity degree is equal to 0. Then the
new information should be satisfied to increase its necessity degree to 0.9. In the
second scenario, the necessity degree of the input should be lowered to 0.2. As shown
in Table 8, the interpretations I3, I5 are models of (Quinoa ⊑ Broccoli), which means
that Π(Quinoa ⊑ Broccoli) = 0.5. However ⟨I1, I3, I4, I6⟩ ̸|= (Quinoa ⊑ Broccoli),
which means that Nπ(Quinoa ⊑ Broccoli) = 1.



The following proposition shows that the revised possibility distribution
using uncertain input of the form (ϕ, u) satisfies the postulates P1- P3.

Proposition 6 Let Oπ be a prioritized EL+
⊥ ontology and πOπ

be its associated
possibility distribution. Let (ϕ, u) be the new input information. Then π′

Oπ
= πOπ

(. |
(ϕ, u)) obtained by Definition 5 satisfies the postulates P1- P3.

The conditioning suggested in Definition 5 is not entirely satisfactory, as it
can lead to counterintuitive outcomes, as demonstrated in the upcoming exam-
ple. Conditioning in Definition 5 is effective only when the input contradicts
the ontology or is initially deduced with a weight lower than the prescribed
weight. In such cases, the revision involves merely adding the input to the
ontology (a form of expansion). Nonetheless, in Definition 5 conditioning is
ineffective when the input is initially deduced with a weight higher than the
prescribed weight. This scenario is exemplified in the following case.

Example 7 We continue with the ontology in Example 1. Applying the inference rules
in Table 6, we have the following ontology O′ = Oπ∪⟨cookies ⊑ UnhealthyFoods,0.8⟩
since it is produced from the two axioms ⟨Cookies ⊑ Sweets, 0.8⟩ and ⟨Sweets ⊑
UnhealthyFoods, 0.9⟩. Considering the two situations: The first, when the input
is ⟨cookies ⊑ UnhealthyFoods, 0.9⟩ and the second when the input is ⟨cookies ⊑
UnhealthyFoods, 0.2⟩. The possibility distribution is given in Table 9. The inter-

Table 9 Possibility Distribution Given by Definition 5

I .I π(I) π′(I) π′′(I)
I1 Satisfies all the axioms of Oπ 1 1 1
I2 falsifies ax4, ax5 0.6 0.6 0.8
I3 falsifies ax6 0.5 0.5 0.5
I4 falsifies ax8 0.2 0.1 0.8
I5 falsifies ax7, ax6 0.4 0.4 0.8
I6 falsifies ax2, ax1, ax9 0.1 0.1 0.1

pretations I4, I6 are not models of ⟨cookies ⊑ UnhealthyFoods⟩, then Nπ(cookies ⊑
UnhealthyFoods) = 0.2. However, the interpretations I1, I2, I3, I5 satisfy the axiom
⟨cookies ⊑ UnhealthyFoods⟩, then Π(cookies ⊑ UnhealthyFoods) = 1. To make
sure that N ′(cookies ⊑ UnhealthyFoods) equals 0.9, the degrees of possibility for
the interpretations I4 and I6 are adjusted to 0.1 by subtracting 0.9 from 1. When
the input is cookies ⊑ UnhealthyFoods = 0.2, then there is a problem in the possi-
bility distribution π′′(I) associated to the interpretation I4. Therefore, in order to
have a necessity degree of cookies ⊑ UnhealthyFoods equal to 0.2, we must lower at
least the necessity degree of Sweets ⊑ cookies to 0.2 since it is lower than that of
cookies ⊑ UnhealthyFoods. However, if the necessity degree of Sweets ⊑ cookies is
lowered to 0.2, then the corresponding possibility distribution π(I) after modification
will not be equivalent to that given in Table 9. Thus, conditioning with Definition 5
does not capture the syntactic revision that will be detailed in the following section.
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4.2 The Evolution of Prioritized EL+
⊥ Ontology at

Syntactic Level

Revision at the syntactic level is the act of adding new information (ϕ, u) to the
ontology Oπ. Regarding the type of input information, we first study revision
when the input information is inconsistent with the ontology, and then, when
the new input is consistent, as shown in Figure 2.

A new prioritized
EL ontology

New input
information

Consistent

Inconsistent

The Original
Prioritized

EL Ontology

Fig. 2 Syntactic Revision of Prioritized EL Ontology

4.2.1 Revision with Inconsistent Input Information

During the revision process of the prioritized EL+
⊥ ontology with inconsistent

input information (ϕ, u), two situations occur:

1. The input (ϕ, u) is inhibited by higher-priority axioms that contradict it.
2. The input (ϕ, u) is not inhibited.

The resulting ontology O′
π is obtained in both cases by adding the new input

(ϕ, u) to the old ontology Oπ.
The syntactical revision presented in Figure 3 is performed using the

following steps:

• Prioritized Ontology : This is the starting point of the algorithm. It represents
the initial prioritized ontology.

• Add New Input (ϕ, 1): In this step, we add the new fully reliable input
information (ϕ, 1) to the ontology.



Algorithm 1: Revision with Inconsistent Input

input: The original ontology Oπ and the uncertain input (ϕ, u)
output: A consistent ontology O′′

π

1 begin
// Oπ contains a set of axioms

2 O′
π ←− ∅;

// Add the new information with a higher level of certainty to Oπ.

3 O′
π ←− Oπ ∪ (ϕ, 1);

// Calculate the inconsistency degree λInc of the new ontology.

4 for i = 1 to n do

5 λInc ← max{αi : O′
π≥αis inconsistent};

// Delete the axioms that have a certain degree less than or equal to the

inconsistency λInc of the augmented ontology O′
π

// OInc is a subset of the ontology contains the axioms less than the

inconsistency degree

6 O1 ← O′
π \ OInc;

// Add the new information at its prescribed level to the obtained ontology

7 O′′
π ← O1 ∪ (ϕ, u)

8 return O′′
π;

• Compute Inconsistency Degree λInc: calculate the inconsistency degree λInc

of the original prioritized ontology with the new input information added in
the previous step.

• Delete Axioms with Priority ≤ λInc: delete the axioms from the augmented
ontology that have a priority level less than or equal to the inconsistency
degree λInc.

• Ontology Consistent: This is a decision point. It checks whether the ontology
is now consistent after deleting the conflicting axioms. If the ontology is
consistent, the algorithm proceeds to the next step. Otherwise, it goes back
to recompute the inconsistency degree and repeat the process.

• Add New Input at Prescribed Level : If the ontology is consistent, the algo-
rithm adds the new input (ϕ, u) to the ontology at its prescribed certainty
level u. This is the final step where the revised ontology is created.

• Revised Ontology : This is the end of the flowchart, representing the revised
prioritized ontology after adding and removing the necessary axioms based
on the new input and inconsistency degree.

The previous steps guaranteed the consistency of the obtained ontology O′′
π

from the Algorithm 1.
The following proposition gives the possibility distribution πO′

π
of the

obtained ontology O′
π using Definition 5.

Proposition 7 Let Oπ be a prioritized EL+
⊥ ontology, and πOπ

be the associated
possibility distribution. Let (ϕ, u) be the new input information and λ = Inc(O′

π),
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where O′
π = Oπ∪{(ϕ, 1)}. Then, the new prioritized ontology O′

π is defined as follows:

O′
π = {(ϕ, u)} ∪ {(Φ, α) : (Φ, α) ∈ Oπ and α > λ}

The associated possibility distribution obtained by conditioning defined in Definition
5 is as follows:

∀I ∈ Ω, π′
Oπ

(I) = πOπ
(I |m (ϕ, u))

With πOπ
(I |m (ϕ, u)) represents the possibility distribution obtained by πOπ

with
min-based conditioning in Definition 5

Example 8 We continue with Example 2 and Example 6. Considering the input
⟨Quinoa ⊑ Broccoli, 0.9⟩. Then the inconsistency of the augmented ontology,
i.e., λ = Inc(Oπ ∪ ⟨Quinoa ⊑ Broccoli, 1⟩) = 0.5. Therefore, the axioms
⟨Quinoa ⊑ Broccoli, 0.9⟩ is not inhibited with the axioms that have priority
levels that contradict it. Therefore, the obtained ontology O′

π ={⟨⟨Quinoa ⊑
Broccoli, 0.9⟩,Fruit ⊑ HealthyFoods, 0.7,⟨∃hasZeroSugar.Soda ⊑ HealthyFoods, 0.6⟩,
⟨Cookies ⊑ Sweets, 0.8⟩, ⟨Avoccado ⊑ HealthyFoods⟩ and their associated possi-
bility distributions is represented in Table 8. Now when the input information is
⟨Quinoa ⊑ Broccoli, 0.2⟩, then the axioms ⟨Quinoa ⊑ Broccoli, 0.2⟩ is inhibited
with the axioms that have priority levels that contradict it and their possibility
distribution is displayed in Table 8.

The following proposition studies the computational complexity of the
Algorithm 1.

Proposition 8 The computational of the Algorithm 1 is efficient and done in
polynomial time.

4.2.2 Revision with Consistent Input Information

Two cases should be taken into consideration during the revision process with
consistent input:

1. The input information (ϕ, u) is inferred from the ontology, i.e., Oπ |= (ϕ, u).
2. The input (ϕ, u) not inferred from Oπ, i.e., Oπ ̸|= (ϕ, u).

In the first case, when the input (ϕ, u) is inferred from the ontology, two
scenarios exist depending on the necessity measure of the input, namely the
a priori necessity measure N(ϕ, u) = p and the prescribe necessity measure
N ′(ϕ, u) = u.

• If p > u, then the information is inferred to a degree greater than its
prescribed level.

• If p < u, then the information is inferred to a degree less than its prescribed
level.

In EL+
⊥ ontology, to determine the extent to which the input (ϕ, u) is

deducted from the prioritized ontology, i.e. O |= (ϕ, u) where p > u or u > p,
we first add to the ontology Oπ the assumption that the input ϕ false. The



Algorithm 2: Revision with Consistent Input

input: The original ontology Oπ and the assumption ϕ false
output: A consistent ontology O′′

π

1 begin
// Oπ contains a set of axioms

2 O′
π ←− ∅
S ←− ∅
// Add the assumption that ϕ is false with the highest priority level to

Oπ.

3 O′
π ←− Oπ ∪ (ϕ, 1)
// Calculate the inconsistency degree p of the new ontology.

4 for i = 1 to n do
5 p ← max{αi : O′

π≥αis inconsistent}
while u > p do

6 O′
π ← Oπ ∪ (ϕ, u)

7 if (S ≥ Oπ≥u), (S ≤ Oπ≤p), (S |= ϕ) then
8 S ← (ϕ, u)

9 return O′′
π

construction of the new ontology in Algorithm 2 is done using steps in Figure
4:

1. Add the assumption that ϕ false to the prioritized ontology Oπ with a
higher priority level, namely u = 1.

2. Compute the inconsistency degree of the new ontology, O′
π = Oπ ∪ (ϕ, 1),

which is equal to p, i.e., Inc(O′
π) = p

3. Two situations hold:
3.1 If u > p, then the new ontology is O′

π = Oπ ∪ {(ϕ, u)}
3.2 When u < p, two cases hold:

• Reduce the weights of axioms that are between u and p to u.
• Identify the set S ∈ Oπ of axioms responsible of the implication of ϕ and
having the certainty degree between u and p and shift down their degree
to u.

The two cases lead to inferring ϕ with its prescribed level. It is obvious that
the revision process has no effect on the initial weights associated with the
axioms of the ontology Oπ if Oπ |= ϕ with p < u. However, the second
case guarantees a minimal change of the ontology since it only changes the
weights of axioms responsible for inferring ϕ.

In the proposition that follows, we look at the first case of syntactical revision
where the input is derived from ontology and u < p.

Proposition 9 Let Oπ be the prioritized EL+
⊥ ontology and (ϕ, u) be the uncer-

tain input. Considering that O′
π is the augmented ontology by the assumption that
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ϕ is false. Then the degree of inconsistency of O′
π is λinc = Inc(O′

π). The revised
prioritized EL+

⊥ ontology is defined as follows:

O′
π = {(ϕ, u)} ∪ {(ϕ, α) : (ϕ, α) ∈ Oπ and u > λinc}

∪{(ϕ, α) : (ϕ, α) ∈ Oπ and α < u}
∪{(ϕ, α) : (ϕ, α) ∈ Oπ and u ≤ α ≤ λinc}

Their associated possibility distributions using the min operator defined in Definition
5 are defined as follows:

∀I ∈ Ω, πO′
π
(I) = πOπ

(I |m (ϕ, u))

The value of u represents the degree of uncertainty or possibility associated
with the new input information, and the proposition defines the process of
updating the prioritized ontology and associated possibility distribution based
on this new information. The new prioritized ontology O′

π is formed by adding
the new input information (ϕ, u) to the old ontology Oπ, and also including any
other formulas with their associated possibility α from Oπ, where α is greater
than a threshold value λ. The threshold value λ is defined as Inc(O′

π). In other
words, formulas in Oπ with a possibility value greater than λ are preserved in
the new ontology. In proposition 9 the axioms having priority degrees between
u and λInc should be reduced to u. However, using the second case, we can
improve the results of Proposition 9 by first selecting the set of axioms S ∈ Oπ

that implies ϕ. There exist, semantically, four sets of interpretations when the
input is satisfied:

• I |= S and I |= Oπ \ S
• I |= S and I ̸|= Oπ \ S
• I ̸|= S and I |= Oπ \ S
• I ̸|= S and I ̸|= Oπ \ S

In the following definition, we improve the Definition 5 by providing a
new definition of the min-based conditioning of prioritized EL+

⊥ possibility
distribution.

Definition 6 Let Oπ be the prioritized EL+
⊥ ontology and πO be its associated

possibility distribution. considering the uncertain input information (ϕ, u). Let S ⊆
Oπ be the set of axioms that inferred ϕ. Assume that α′ = max{α : (ϕ, α) ∈ Oπ \
S and I ̸|= ϕ}. The min-based conditioning is defined as follows:

• ∀I |= (ϕ ∪ S), π(. |m (ϕ, u)) =

{
1 if π(I) = Π(ϕ)

π(I) Otherwise

• ∀I |= ϕ ∪ (Oπ \ S), I ̸|= S, π(. |m (ϕ, u)) =

{
1− u if π(I) = N(ϕ)

π(I) Otherwise
• ∀I |= ϕ, I ̸|= S, I ̸|= Oπ \ S, π(. |m (ϕ, u)) =

1− u if π(I) = N(ϕ) and 1− α′ ≥ 1− u

1− α′ if π(I) = N(ϕ) and 1− α′ ≤ 1− u

π(I) Otherwise



• ∀I ̸|= ϕ, π(. |m (ϕ, u)) =


1− u if π(I) = N(ϕ)

1− α′ if π(I) > 1− u

π(I) Otherwise

It is worth noting that Definition 6 improves Definition 5 while maintaining
the same logical properties as P1, P2 and P3.

Proposition 10 Let Oπ be a prioritized EL ontology and πOπ
its associated possibil-

ity distribution. Let (ϕ, u) be the new input information. Therefore: π′
Oπ

= πOπ
(. |m

(ϕ, u)) obtained by the Definition 6 satisfies the logical properties P1, P2 and P3

The following proposition gives the formal syntax of O′
π and its associated

possibility distribution π′
Oπ

obtained with the Definition 6.

Proposition 11 Let Oπ be the prioritized EL+
⊥ ontology and πOπ

be its associated
possibility distribution. Let (ϕ, u) be the uncertain input. Considering that O′

π is new
ontology obtained by adding the assumption ϕ false to Oπ. We have λinc = Inc(O′

π).
The revised ontology is defined as follows:
O′

π = {(ϕ, u)} ∪ {Oπ \ S} ∪ {(ϕ, α) : (ϕ, α) ∈ S and α > λinc} ∪ {(ϕ, u) : (ϕ, λinc) ∈
S and λinc = α}.

Its associated possibility distribution, denoted by (π′
Oπ

), obtained by the min-based
conditioning defined in Definition 6 is as follows:

∀I ∈ Ω, π′
O(I) = πOπ

(I |m (ϕ, u))

5 Conclusion

In this paper, we investigated the evolution of prioritized EL ontologies in the
presence of new information that can be certain or uncertain. We propose an
extension of EL description logic, named EL+

⊥, within possibility theory to
encode such knowledge, which provides a natural way to deal with the ordinal
scale. We defined the evolution process at the semantic and syntactic levels.
Finally, we propose a polynomial syntactic counterpart of the evolution process
while preserving the consistency of the ontology.
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Appendix A

Proposition 1. Let O be an assertion free EL+
⊥ontology and let A,B ∈ Nc

be two concepts of O. Then:

1. O |= A ⊑ B iff A ⊑ B ∈ cl(O) or A ⊑ ⊥ ∈ cl(O).

2. The complexity of computing cl(O) is polynomial.

Proof Suppose thatO |= A ⊑ B. This means that in every model ofO, every instance
of the concept A is also an instance of the concept B. By the definition of the closure
operator cl(O), we have A ⊑ B ∈ cl(O). Now, Considering that A ⊑ B ∈ cl(O) or
A ⊑ ⊥ ∈ cl(O). If A ⊑ B ∈ cl(O), it means that A ⊑ B is a logical consequence
of O. Thus, in every model of O, every instance of concept A is also an instance of
concept B, which implies O |= A ⊑ B. Similarly, if A ⊑ ⊥ ∈ cl(O), it means that
A ⊑ ⊥ is a logical consequence of O. Since ⊥ represents the bottom concept (the
unsatisfiable concept), this implies that there are no instances of concept A in any
model of O. Hence, O |= A ⊑ B holds trivially.

To prove that the complexity of computing cl(O) is polynomial, we need to show
that there exists a polynomial-time algorithm that can compute the closure cl(O).
Since O is an assertion-free EL+

⊥ontology, it consists of concept inclusions of the form
A ⊑ B and role inclusions of the form r ⊑ s. We can construct an initial closure set
cl(O) that contains all the concept inclusions of O. Then, for each concept inclusion
A ⊑ B in cl(O), we check if A ⊑ ⊥ is a logical consequence of O. If it is, we add
A ⊑ ⊥ to cl(O).

This process of checking and adding concept inclusions can be done in polynomial
time since the size of cl(O) is bounded by the size of O. Hence, the complexity of
computing cl(O) is polynomial. □

Lemma 1. Considering that Oπ is the prioritized EL+
⊥ ontology that includes

the two axioms (ϕ, α1) and (ϕ, α2) thenOπ andO′
π = {Oπ\{(ϕ, α1), (ϕ, α2)}}∪

{(ϕ,max(α1, α2))} are equivalent in the sense that they induce the same
possibility distribution, i.e., ∀I ∈ Ω, πO(I) = πO′(I).

Proof The proof is given immediately from the definition of the possibility distribu-
tion in Definition 3 □

Proposition 2. Let Oπ be the prioritized EL+
⊥ ontology and O′

π be the ontol-
ogy obtained by applying the normalization rules in Table 5 into Oπ. Then
Oπ and O′

π induce the same possibility distribution.

Sketch of proof. We give the proof for some rules. The proof of the other follows
similarly.

(PNR0). Let I be an interpretation. Considering that I |= (C1⊓⊤⊓C2 ⊑ D,α)
by definition of satisfaction relation (for instance see Table 1), we have:

(C1 ∩ ⊤ ∩ C2)
I ⊆ (D)I



Hence
((C1)

I ∩ (∆)I ∩ (C2)
I) ⊆ (D)I

Then
((C1)

I ∩ (C2)
I) ⊆ DI

which means that I |= C1 ⊓ C2 ⊑ D, and πOπ
(I) = πO′

π
(I)

If I ̸|= (C1 ⊓ ⊤ ⊓ C2 ⊑ D,α), the proof follows similarly.

(PNR1). Let I be an interpretation. Considering that I |= (C1⊓⊥⊓C2 ⊑ D,α)
by definition of satisfaction relation in Table 1, we have:

(C1 ∩ ⊥ ∩ C2)
I ⊆ (D)I

Hence
((C1)

I ∩ (⊥)I ∩ (C2)
I) ⊆ (D)I

Then
((CI

1 ∩ ∅ ∩ (C2)
I) ⊆ DI

As a result
(∅) ⊆ DI

which means that I |= ⊥ ⊑ D, and πOπ
(I) = πO′

π
(I)

If I ̸|= C1 ⊓ ⊥ ⊓ C2 ⊑ D, the proof follows similarly.
(PNR2): let Oπ be a prioritized EL+

⊥ ontology where Oπ = {(C ⊑ D1⊓D2, α)}.
Let O′

π be the prioritized ontology obtained after applying PNR2 to the ontology,
i.e., O′

π = {(C ⊑ D1, α) and (C ⊑ D2, α)}. Then Oπ and O′
π induce the same

possibility distribution.
Let I be the interpretation that satisfies (C ⊑ D1 ⊓ D2, α), namely I |= (C ⊑
D1 ⊓D2, α) by definition of satisfaction relation in Table 1, we have:

(C)I ⊆ (D1 ∩D2)
I

Hence
(C)I ⊆ (D1)

I and (C)I ⊆ (D2)
I

This means that
I |= C ⊑ D1 and I |= C ⊑ D2

Therefore πOπ
(I) = πO′

π
(I).

Conversely, assume that I |= (C ⊑ D1, α) and I |= (C ⊑ D2, α) by definition of
satisfaction relation, we have CI ⊆ DI

1 and CI ⊆ DI
2 then CI ⊆ (DI

1 ∩ DI
2 ),

therefore I |= C ⊑ D1 ⊓D2 and πOπ
(I) = πO′

π
(I). The other case when I ̸|= C ⊑

D1 ⊑ D2 follows similarly. □

Proposition 3. Let Oπ be the prioritized EL+
⊥ ontology and cl(Oπ) be its

closed ontology, obtained by applying the rules given in Tables 5 and 6 into
Oπ. Then Oπ and cl(Oπ) induce the same possibility distribution.

Proof The proof comes down to deduce that the application of normalization rules
and inference rules does not change the possibility distribution, it is enough to
keep repeating the application of rules and see the possibility distribution. For
the normalization rules (Table 5) the proof is given above. Now for the inference
rules, considering that (C1 ⊑ C2, α1), (C2 ⊑ C3, α2) ∈ Oπ. Let us show that by
applying the rule (PIR3) into Oπ the closed ontology cl(Oπ) contains the axiom
(C1 ⊑ C3,min(α1, α2) ∈ cl(Oπ) and the possibility distribution does not change,
namely cl(Oπ) = Oπ ⊔ {C1 ⊑ C3,min(α1, α2)} are equivalent. Let I = (∆I , .I) a
DL interpretation. We have four cases:
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• I |= C1 ⊑ C2 and I |= C2 ⊑ C3 by definition of satisfaction relation in
Table 1, we have CI

1 ⊆ CI
2 and CI

2 ⊆ CI
3 hence CI

1 ⊆ CI
3 which means that

I |= C1 ⊑ C3. Therefore πOπ
(I) = πcl(Oπ)(I)

• I |= C1 ⊑ C2 and I ̸|= C2 ⊑ C3 let O′′
π = Oπ\{(C1 ⊑ C2, α1) and (C2 ⊑

C3, α2)} then
πOπ

(I) = min(πO′′
π
, 1− α2)

= min(πO′′
π
, 1− α2, 1−min(α1, α2))

= πcl(O)π (I)
• I ̸|= C1 ⊑ C2 and I |= C2 ⊑ C3: follow similarly.
• I ̸|= C1 ⊑ C2 and I ̸|= C2 ⊑ C3 let O′′

π = Oπ\{(C1 ⊑ C2, α1), (C2 ⊑
C3, α2)} we have πOπ

(I) = min(πO′′
π
(I), 1− α1, 1− α2))

= min(πO′′
π
(I), 1− α1, 1− α2, 1−min(α1, α2))

= πcl(Oπ)(I)
□

Proposition 4. LetOπ be a prioritized EL+
⊥ ontology and cl(Oπ) be its closure

by applying the normalization rules in Table 5 and inference rules in Table 6.
Let A and B be two concepts of Oπ. Then Oπ |= (A ⊑ B,α) if

• (A ⊑ B, β) ∈ cl(Oπ) with β ≥ α
• (A ⊑ ⊥, β) ∈ cl(Oπ) with β ≥ α

Proof The proof is immediate. It is given from the definition of the inference rules
given in Table 6. □

Proposition 5. Let Oπ be a prioritized EL+
⊥ ontology and πOπ

be its asso-
ciated possibility distribution. Let (ϕ, u) be the new input information. Then
π1(I) = πOπ

(. | (ϕ)) obtained by Definition 4 satisfies the postulates P1- P2.

Proof The proof is as follows:

• P1: π′(I) = 1: To prove this, we need to show that π′(I) = 1 for any
interpretation I. If π(I) = Π(ϕ) and I |= ϕ, then by the definition of π′

Oπ
,

we have π′(I) = 1. If π(I) < Π(ϕ), then by the definition of π′
Oπ

, we have
π′(I) = π(I) > 0. Since π is a possibility distribution, we have π(I) ≤ 1.
Therefore, π′(I) > 0 and π′(I) ≤ 1, which implies π′(I) = 1. If I ̸|= ϕ, then
by the definition of π′

Oπ
, we have π′(I) = 0 ≤ 1. Therefore, π′(I) = 1 in all

cases, which satisfies P1.
• P2: if π(I) = 0 then π′(I) = 0: To prove this, we need to show that if
π(I) = 0 for an interpretation I, then π′(I) = 0. If π(I) = 0, then by the
definition of possibility distribution, I is completely impossible, i.e., π(I) =
0 implies Π(¬I) = 1. Therefore, Π(ϕ∧¬I) = Π(ϕ)∧Π(¬I) = Π(ϕ)∧ 0 = 0.
This means that ϕ∧¬I is completely impossible, i.e., I ̸|= ϕ implies ϕ∧¬I
is completely impossible. By the definition of π′

Oπ
, if I ̸|= ϕ, then π′(I) = 0.

Therefore, π′(I) = 0 for any interpretation I with π(I) = 0, which satisfies
P2.

□



Proposition 6. Let Oπ be a prioritized EL+
⊥ ontology and πOπ

be its asso-
ciated possibility distribution. Let (ϕ, u) be the new input information. Then
π′
Oπ

= πOπ
(. | (ϕ, u)) obtained by Definition 5 satisfies the postulates P1- P3.

Proof The proof is as follows:

• To prove that the above definition satisfies P1, we need to show that for any
interpretation I, the possibility distribution π′(I) obtained after min-based
conditioning satisfies π′(I) = 1.
Let (ϕ, u) be the uncertain input, and let I be an interpretation such that
I |= ϕ. Then, according to the definition of min-based conditioning, we have:

π′(I) = πOπ(I |m (ϕ, u)) =


1 if πOπ

(I) = Π(ϕ)

1− u if Π(ϕ) ≤ πOπ
≤ 1− u

πOπ
(I) Otherwise

Since I |= ϕ, we have πOπ
(I) ≥ Π(ϕ), so the first two cases do not apply.

Therefore, we have:

π′(I) = πOπ
(I) = 1

On the other hand, if I is such that I ̸|= ϕ, then we have:

∀I ̸|= ϕ, πOπ (. |m (ϕ, u)) =


1− u if πOπ

(I) = Nπ(ϕ)

1− u if πOπ
(I) > 1− u

π(I) Otherwise

Since πOπ(I) ≤ Nπ(ϕ) if I ̸|= ϕ, the first case does not apply. Since πOπ(I) ≤
1−u by definition ofNπ(ϕ), the second case does not apply either. Therefore,
we have:

π′(I) = πOπ
(I) = 1

In both cases, we have π′(I) = 1, which completes the proof that the above
definition satisfies P1.

• P2: if π(I) = 0 then π′(I) = 0. Let I ̸|= ϕ and πOπ (I) = 0. Then we have:

∀I ̸|= ϕ, πOπ
(. |m (ϕ, u)) =


1− u if πOπ (I) = Nπ(ϕ)

1− u if πOπ (I) > 1− u

π(I) Otherwise

Therefore, the property P2 is satisfied.
• To prove that Definition 5 satisfies P3, we need to show that: Π′(ϕ) = 1
and N ′(ϕ) ≥ u. To show that Π′(ϕ) = 1, we need to show that for all
interpretations I that satisfy ϕ, π′(I) = 1. There are two cases to consider:

1. πOπ
(I) = Π(ϕ) In this case, we have:

πOπ
(. |m (ϕ, u)) = 1 then, π′(I) = 1
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2. Π(ϕ) ≤ πOπ (I) ≤ 1 − u In this case, we have: πOπ (. |m (ϕ, u)) = 1 − u
then, π′(I) = 1− u < 1

However, this case cannot happen because of the assumption that Π(ϕ) >
1 − u. Therefore, we have shown that for all interpretations I that satisfy
ϕ, π′(I) = 1, and hence Π′(ϕ) = 1. Now, to show that N ′(ϕ) ≥ u, we need
to show that for all interpretations I that do not satisfy ϕ, π′(I) ≤ 1 − u.
There are two cases to consider:

1. πOπ(I) = Nπ(ϕ) In this case, we have: πOπ (. |m (ϕ, u)) = 1 − u, then
π′(I) = 1− u ≤ 1− u

2. πOπ (I) > 1 − u In this case, we have: πOπ (. |m (ϕ, u)) = 1 − u then,
π′(I) = 1− u ≤ 1− u

Therefore, we have shown that for all interpretations I that do not satisfy
ϕ, π′(I) ≤ 1− u, and hence N ′(ϕ) ≥ u.

□

Proposition 7. Let Oπ be a prioritized EL+
⊥ ontology, and πOπ

be the asso-
ciated possibility distribution. Let (ϕ, u) be the new input information and
λ = Inc(O′

π), where O′
π = Oπ ∪ {(ϕ, 1)}. Then, the new prioritized ontology

O′
π is defined as follows:

O′
π = {(ϕ, u)} ∪ {(Φ, α) : (Φ, α) ∈ Oπ and α > λ}

The associated possibility distribution obtained by conditioning defined in
Definition 5 is as follows:

∀I ∈ Ω, π′
Oπ

(I) = πOπ
(I |m (ϕ, u))

With πOπ (I |m (ϕ, u)) represents the possibility distribution obtained by πOπ

with min-based conditioning in Definition 5

Proof First, point out that Π(ϕ) = 1−λ. Let I be an interpretation that falsifies the
input information ϕ, then for each interpretation that falsified ϕ, πOπ

= πO′
π
(I) = 0.

Now, considering that I satisfies ϕ, then, if πOπ
(I) = Π(ϕ) = 1 − λ, this means

that the interpretation I satisfies all the axioms with a weight greater than 1 − λ,
hence I satisfies all the axioms of O′

π. As a result πO′
π
(I) = 1. Considering now that

πOπ
(I) < 1− λ, then: □

πOπ (I) = min{1− α : (Φ, α ∈ Oπ and I ̸|= ϕ}
= min{min{1− α : (Φ, α) ∈ Oπ and I ̸|= Φ and α > λ},
min{1− α : (Φ, α) ∈ Oπ and I ̸|= Φ and α ≤ λ}}
= min{1− α : (Φ, α) ∈ Oπ and I ̸|= Φ and α > λ}(since πOπ < 1− λ)
= πO′

π

Proposition 8. The computational of the Algorithm 1 is efficient and done
in polynomial time.



Proof The computation of the obtained ontology by the Algorithm 1 is efficient. Its
complexity is the same as the one of computing the inconsistency of πEL+

⊥ ontology
that is given in [29], which is done in polynomial time. □

Proposition 9. Let Oπ be the prioritized EL+
⊥ ontology and (ϕ, u) be the

uncertain input. Considering that O′
π is the augmented ontology by the

assumption that ϕ is false. Then the degree of inconsistency of O′
π is λinc =

Inc(O′
π). The revised prioritized EL+

⊥ ontology is defined as follows:

O′
π = {(ϕ, u)} ∪ {(ϕ, α) : (ϕ, α) ∈ Oπ and u > λinc}

∪{(ϕ, α) : (ϕ, u) ∈ Oπ and α < u}
∪{(ϕ, α) : (ϕ, α) ∈ Oπ and u ≤ α ≤ λinc}

Their associated possibility distributions using the min operator defined in
Definition 5 are defined as follows:

∀I ∈ Ω, πO′
π
(I) = πOπ

(I |m (ϕ, u))

Proof Considering the case when the ontology Oπ is inconsistent with ¬ϕ, this means
that Π(ϕ) = 1 and Π(¬ϕ) = 1 − λinc. Let I be an interpretation that satisfies ϕ.
Then: When I ̸|= ϕ, then:

πOπ (I) = Min{min{1− αi : (ϕ, αi) ∈ Oπ and I ̸|= ϕiand αi > λinc}
min{1− αi : (ϕ, αi) ∈ Oπ and I ̸|= ϕi and αi ≤ λinc}}
=Min {min{1− αi : (ϕi, αi) ∈ Oπ and I ̸|= ϕi and αi > λinc},
min{1− αi : (ϕi, αi) ∈ Oπ and I ̸|= ϕi and αi ≤ λinc}}
= min{1− αi : (ϕi, αi) ∈ Oπ text Iϕi}
= πOπ (I

πOπ
(I) = Min{1− a,min{1− αi : (ϕi, αi) ∈ Oπ and I ̸|= ϕi and αi > λinc}}

We have two scenarios:

• When πOπ
(I) = Π(¬ϕ) = 1 − λinc which means that the interpretation I

satisfies all the axioms of the ontology Oπ having weight strictly greater
than λinc, then:

min{1− αi : (ϕi, αi) ∈ Oπ and I ̸|= ϕi and αi > λinc} = 1

Therefore πOπ (I) = 1− u
• When πOπ (I) < 1− λinc, then:

πO′
π
(I) = Min{1− u,min{1− αi : (ϕ, αi) ∈ Oπ and I ̸|= ϕiand αi > λinc}}

=Min 1− u, {min{1− αi : (ϕi, αi) ∈ Oπ and I ̸|= ϕi and αi > λinc},
min{1− αi : (ϕi, αi) ∈ Oπ and I ̸|= ϕi and αi ≤ λinc}}
(since πOπ (I) < 1− λinc)
= Min{1− u, πOπ (I)}
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□

Proposition 10. Let Oπ be a prioritized EL ontology and πOπ
its associated

possibility distribution. Let (ϕ, u) be the new input information. Therefore:
π′
Oπ

= πOπ
(. |m (ϕ, u)) obtained by the Definition 6 satisfies the logical

properties P1, P2 and P3

Proof To prove that the given definition of min-based conditioning satisfies properties
P1,P2, andP3, we need to show that the updated possibility distribution π′ satisfies
these properties.

P1: π′(I) = 1
Let I be any interpretation. We need to show that π′(I) = 1. There are four

cases to consider:

• Case 1: I |= ϕ ∪ S In this case, π′(I) = π(I) by the first condition in the
definition of min-based conditioning. Since π is a possibility distribution and
I |= ϕ ∪ S, we have π(I) ≥ Π(ϕ) > 0, which implies that π′(I) = π(I) > 0.

• Case 2: I |= ϕ ∪ (Oπ \ S) and I ̸|= S
In this case, π′(I) = π(I) by the second condition in the definition of min-
based conditioning. Since π is a possibility distribution and I |= ϕ∪(Oπ\S),
we have π(I) ≥ N(ϕ) > 0, which implies that π′(I) = π(I) > 0.

• Case 3: I |= ϕ and I ̸|= S and I ̸|= Oπ\S and π(I) = N(ϕ) and 1−α′ ≥ 1−u
In this case, π′(I) = 1 − u by the third condition in the definition of min-
based conditioning. Since 1 − α′ ≥ 1 − u, we have u ≥ α′. Also, since
π(I) = N(ϕ) > 0 and I |= ϕ, we have Π(ϕ) > 0. Therefore, π(I) ≥ Π(ϕ),
which implies that π′(I) = 1− u < 1.

• Case 4: I ̸|= ϕ and π(I) > 1− u
In this case, π′(I) = 1−α′ by the fourth condition in the definition of min-
based conditioning. Since π(I) > 1− u, we have α′ < u, which implies that
1− α′ > 1− u. Also, since π(I) > 0, we have π′(I) = 1− α′ < 1.

P2: if π(I) = 0 then π′(I) = 0. Let’s consider the different cases for min-based
conditioning:

• Case 1: I |= ϕ∪ S: In this case, by definition of min-based conditioning, we
have π′(I) = π(I), since π(I) is either 1 or greater than 0 (if it were 0, then
I would not be a model of ϕ∪S). Therefore, if π(I) = 0, then we also have
π′(I) = 0, which satisfies P2.

• Case 2: I |= ϕ∪(Oπ\S), I ̸|= S, and π(I) = N(ϕ): In this case, by definition
of min-based conditioning, we have π′(I) = 1 − u. Therefore, if π(I) = 0,
then we also have π′(I) = 0, which satisfies P2.

• Case 3: I |= ϕ∪(Oπ\S), I ̸|= S, and π(I) > N(ϕ): In this case, by definition
of min-based conditioning, we have π′(I) = π(I), since π(I) is either 1 or
greater than N(ϕ). Therefore, if π(I) = 0, then we also have π′(I) = 0,
which satisfies P2.

• Case 4: I |= ϕ, I ̸|= S, I ̸|= Oπ \ S, and π(I) = N(ϕ): In this case, by
definition of min-based conditioning, we have π′(I) = 1−u if 1−α′ ≥ 1−u,



and π′(I) = 1 − α′ if 1 − α′ < 1 − u. Therefore, if π(I) = 0, then we also
have π′(I) = 0, which satisfies P2.

• Case 5: I ̸|= ϕ and π(I) > 1 − u: In this case, by definition of min-based
conditioning, we have π′(I) = π(I), since π(I) is either 1 or greater than
1−u. Therefore, if π(I) = 0, then we also have π′(I) = 0, which satisfies P2.

P3: Π′(ϕ) = 1 and N ′(ϕ) ≥ u Considering the case where S = Oπ. Then Oπ |= ϕ, so
we have Π(ϕ) = 1 and N(ϕ) = 0. Therefore, by definition of min-based conditioning,
we have Π′(ϕ) = 1 and N ′(ϕ) = 0 ≥ u, which satisfies P3. Now, let’s consider the
case where S ⊊ Oπ. We know that ϕ is not entailed by Oπ, so we have N(ϕ) > 0. We
need to show that Π′(ϕ) = 1 and N ′(ϕ) ≥ u. First, consider the case where α′ ≥ 1−u.
Then, we have Π(ϕ) ≥ 1−α′ > u, since Π(ϕ) ≤ 1−α′ and α′ ≥ 1−u. Therefore, by
definition of min-based conditioning, we have Π′(ϕ) = 1 and N ′(ϕ) ≥ u. Now, let’s
consider the case where α′ < 1−u. In this case, we have Π(ϕ) ≤ 1−α′ < 1−u, since
Π(ϕ) ≥ 1 − α′ and α′ < 1 − u. Therefore, by definition of min-based conditioning,
we have Π′(ϕ) = 1 and N ′(ϕ) ≥ u. Therefore, in both cases, we have Π′(ϕ) = 1 and
N ′(ϕ) ≥ u, which satisfies P3.

□
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