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a b s t r a c t

Several recent reviews summarize common missing value analysis methods. However, none of them
provide a systematic and in-depth summary of the analytical challenges and solutions for dealing
with missing values. For the purpose of guiding the handling of missing values, this review aims to
consolidate current developments in novel missing-value research methodologies. In particular, we
comprehensively investigated cutting-edge missing value solutions and methodically studied the main
challenges associated with missing values analysis (missing mechanisms, missing patterns, and missing
rates). Furthermore, we reviewed 63 publications that compare different strategies for deleting and
imputing missing values. Then we investigated data characteristics, highlighted three main problems
when analyzing missing values, and analyzed the performance of missing value solutions in these
studied papers. Moreover, we conducted comprehensive experiments on 9 public datasets using typical
missing value processing methods and provided a simple guided decision tree for handling missing
values. Finally, we described current Research hotspots and open challenges, which give potential
research topics.

© 2023 Elsevier Ltd. All rights reserved.

Contents

1. Introduction......................................................................................................................................................................................................................... 2
2. Necessity of missing values review.................................................................................................................................................................................. 2
3. Main challenges of missing value analysis...................................................................................................................................................................... 3

3.1. Missing mechanism ............................................................................................................................................................................................... 3
3.2. Missing pattern ...................................................................................................................................................................................................... 3
3.3. Missing rate ............................................................................................................................................................................................................ 4

4. Processing methods for missing values ........................................................................................................................................................................... 5
4.1. Deletion methods................................................................................................................................................................................................... 5
4.2. Imputation methods .............................................................................................................................................................................................. 5

4.2.1. Single and multiple imputation............................................................................................................................................................ 6
4.2.2. Imputation methods based on statistics and machine learning ...................................................................................................... 6

5. Comparison of common processing methods ................................................................................................................................................................. 7
5.1. Overview of studied research............................................................................................................................................................................... 7
5.2. Analysis of experimental datasets ....................................................................................................................................................................... 8

5.2.1. Dataset domains ..................................................................................................................................................................................... 8
5.2.2. Dataset size ............................................................................................................................................................................................. 10

5.3. Main challenges of missing value analysis ......................................................................................................................................................... 10
5.3.1. Missing mechanism ............................................................................................................................................................................... 10
5.3.2. Missing pattern....................................................................................................................................................................................... 11
5.3.3. Missing rate ............................................................................................................................................................................................ 11

5.4. Analysis of experimental performance ............................................................................................................................................................... 11
5.4.1. Comparison matrix................................................................................................................................................................................. 11
5.4.2. Processing method ................................................................................................................................................................................. 12

∗ Corresponding author.
E-mail address: renlijuan@cuit.edu.cn (L. Ren).
ttps://doi.org/10.1016/j.is.2023.102268
306-4379/© 2023 Elsevier Ltd. All rights reserved.

https://doi.org/10.1016/j.is.2023.102268
https://www.elsevier.com/locate/is
http://www.elsevier.com/locate/is
http://crossmark.crossref.org/dialog/?doi=10.1016/j.is.2023.102268&domain=pdf
mailto:renlijuan@cuit.edu.cn
https://doi.org/10.1016/j.is.2023.102268


L. Ren, T. Wang, A. Sekhari Seklouli et al. Information Systems 119 (2023) 102268

d
d
a
v
t
i
p
c
t
(
c
a
u
t
i
k
s
d
r
i

m
m
d
T
n
r
s
p
e
m
t
I
t
i
p
e
t
i
t

5.4.3. Experiment results and analysis........................................................................................................................................................... 13
6. Experiment and analysis on processing missing values ................................................................................................................................................ 13

6.1. Experimental datasets ........................................................................................................................................................................................... 14
6.2. Performance measures .......................................................................................................................................................................................... 14
6.3. Missing patten analysis ......................................................................................................................................................................................... 14
6.4. Experiment and analysis on imputation error ................................................................................................................................................... 14
6.5. Experiment and analysis on classification task.................................................................................................................................................. 15

7. Discussion............................................................................................................................................................................................................................ 16
7.1. Current research hotspots .................................................................................................................................................................................... 16

7.1.1. Processing methods selection for missing value ................................................................................................................................ 16
7.1.2. Comparison of missing mechanisms.................................................................................................................................................... 19
7.1.3. Missing value imputation...................................................................................................................................................................... 19

7.2. Open challenges ..................................................................................................................................................................................................... 20
7.2.1. Analysis of missing patterns ................................................................................................................................................................. 20
7.2.2. Complexity of imputation methods ..................................................................................................................................................... 20
7.2.3. Missing value analysis on data mining ............................................................................................................................................... 20
7.2.4. Mixed missing value handling method ............................................................................................................................................... 20

8. Conclusion ........................................................................................................................................................................................................................... 20
Declaration of competing interest.................................................................................................................................................................................... 21
Data availability .................................................................................................................................................................................................................. 21
Acknowledgments .............................................................................................................................................................................................................. 21
References ........................................................................................................................................................................................................................... 21
1. Introduction

With the rapid development of information technology, people
esire to retrieve hidden but useful information from growing
ata. However, missing data is an unavoidable problem for data
nalysis. The common reasons for missing values (MVs) are di-
erse, including respondents in the household survey may refuse
o report income; in industry experiments, some results are miss-
ng because of mechanical failures unrelated to the experimental
rocess; in medical experiments, some participants drop out be-
ause of drug allergies, deaths or other reasons [1]. To sum up,
hese reasons can be roughly divided into four types, including
1) human mistakes when processing data, (2) machine error
aused by equipment malfunction, (3) respondents’ refusal to
nswer specific questions, (4) drop-out from studies and merging
nrelated data [2–4]. Missing data is unavoidable, despite the fact
hat we are all aware that gathering as much data as possible
s the ideal strategy for data analysis. Although it is commonly
nown that erasing missing information is simple and quick,
everal studies have come to the conclusion that this approach
oes not work in all situations [5,6]. For instance, removing will
esult in the loss of some important data when the missing value
s not entirely random [7,8].

Other researchers investigated novel approaches known as
issing values imputation, which substitutes plausible values for
issing variables [9–11]. This approach can retain more data than
eletion, but it takes time to produce reasonable values [12].
o sum up, deletion and imputation are commonly used tech-
iques for handling missing information, although there is a wide
ange of opinions regarding their performance and application
cenarios. Some review papers about missing values have been
ublished. Sinharay et al. [8] clearly introduced the basic knowl-
dge of processing methods that deletion and imputation for
issing values, but they mainly paid more attention to impu-

ation methods of single imputation and multiple imputation.
n another review, García-Laencina et al. [13] introduced four
echniques to deal with missing values in pattern classification
ncluding deletion of incomplete cases, imputation, model-based
rocedures, and machine learning procedures. In addition, Jadhav
t al. [14] concentrated on the effectiveness of various impu-
ation techniques. In order to assess the performance of seven
mputation methods, including mean imputation, median impu-
ation, K nearest neighbor (KNN) imputation, predictive mean
2

matching, Bayesian Linear Regression (norm), Linear Regression,
non-Bayesian (norm. nob), and random sample, they reviewed
some papers about performance comparison, but this study only
took into account datasets with numerical variables. On the other
hand, Lin and Tsai [15] investigated and analyzed 111 journal
articles that were released between 2006 and 2017. They outlined
a few issues with these studies, including the small size of experi-
mental datasets, and the lack of attention to missing mechanisms.
Recently, Emmanuel et al. [2] compiled some literature with a
focus on machine learning methods. They tested with the KNN
and random forest (RF) imputation techniques at the same time,
however, they only employed two tiny datasets, the Iris and ID
fan datasets [16].

2. Necessity of missing values review

Overall, these review papers summarize common missing
value analysis methods, but none of them provide a systematic
and in-depth summary of the analytical challenges and solutions
for dealing with missing values. They have the following draw-
backs: (1) lack of comparative analysis and review of deletion and
imputation performance; (2) lack of analysis in major challenges
of missing value analysis and process; (3) lack of analysis of
performance indicators on different research tasks; (4) lack of
guidance on how to deal with missing values. Consequently, we
address these four issues simultaneously in this work. Specifi-
cally, we first outline the three primary challenges in missing
value analysis, namely missing mechanisms, missing patterns,
and missing rates. Then, we explore and evaluate approaches for
dealing with missing values. Then, we investigated a large num-
ber of papers focusing on the performance comparison of popular
missing value processing methods, and we conducted an in-
depth comparative analysis of missing value processing methods
according to the included papers. Meanwhile, we summarized
some rules based on the research results to help readers choose
missing value processing methods. Overall, our study addresses
four drawbacks with missing value review papers while pro-
viding four novel contributions: (1) We reviewed and analyzed
the experimental results of numerous studies to verify that the
imputation method generally outperforms the deletion method;
(2) We then thoroughly studied the experimental results of the
included studies in order to analyze the situations in which the
missing value deletion method was appropriate and provide some
useful rules to guide readers in choosing missing value processing
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Table 1
The introduction of missing mechanism.
Missing
mechanism

Description Condition
expression

Example

MCAR The probability of missing variables is
independent of the variable itself and any other
external influences

p |M|ξ | A blood value is missing because the blood
sample is broken by accident or a questionnaire
is accidentally lost

MAR The likelihood of a missing value in MAR is
traceable or predictable from the observable data.

p |M|Xo, ξ | Women tend not to report age and weight in
questionnaires. Thus, the missingness of variable
’weight’ depends on the variable ’sex’.

NMAR The pattern of data missingness is non-random
and depends on the missing variable

p |M|Xo, Xm, ξ | In the income survey, low-income people do not
respond. Thus, the missingness of variable
’income’ depends on itself.
methods. (3) We provided a simple but guided decision tree by
conducting comprehensive experiments in 9 public datasets. (4)
In order to provide potential research topics for future studies,
we analyzed and summarized the existing research hotspots and
open challenges of missing values.

The rest of the paper is organized as follows: Section 3 lists
he three main challenges of missing value analysis. The typical
issing value processing methods are described in Section 4.
erformance comparisons of popular missing value processing
echniques are presented in Section 5. The 6 Section provides a
etailed introduction to the experimental design and outcome
nalysis. We analyze current research hotspots and open chal-
enges in Section 7. The paper is concluded in Section 8.

. Main challenges of missing value analysis

In real-world research, the investigation of missing values
s essential because it is unavoidable and makes typical data
ining techniques challenging to use. Three factors need to be
onsidered when analyzing missing values: the reason for missing
ata (missing mechanism), the location of missing data (missing
attern), and the amount of missing data (missing rate). When
issing values are observed in research, these three factors pose

he main challenges for missing value analysis. The analysis of the
auses of missing data is the most challenging of these since, in
ractice, these causes are complicated and influenced by plenty
f external factors. Choosing the appropriate processing methods
or various missing patterns and rates in missing value analysis
s also challenging despite the fact that the location of miss-
ng values (missing pattern) and the number of missing values
missing rate) can be easily expressed formally. For instance,
he processing methods employed may change depending on
hether all the missing values are concentrated in one column
r are dispersed across several columns. At the same time, it
s difficult to determine when missing values can be dropped
irectly. In summary, the three basic issues in missing value
nalysis – missing mechanisms, missing patterns, and missing
ates – are crucial in determining how missing values should be
reated. Next, an in-depth introduction to the three main factors
f missing value analysis will be presented.

.1. Missing mechanism

In most cases, it is critical to identify the type of missing
ata in order to choose the appropriate missing data approach.
ctually, Little and Rubin [1] distinguish three different categories
f missing data mechanisms: Missing Completely At Random
MCAR), Missing At Random (MAR), and Not Missing At Random
NMAR). Let X be the matrix representing the full dataset, where
o and Xm stand for the observed and missing data, respectively.

Let M represent a missing value matrix, where M has a value of 0
if X is observed and 1 otherwise. Let ξ stand for a vector of values
ndicating the relationship between the missingness in M and
3

the dataset X . We provided details about various missing types,
including descriptions, conditional expressions, and examples.
Here, the condition expression is defined by the probability of
whether a value is observed or missing. Table 1 illustrates the
introduction of the missing mechanism.

In contrast to MCAR and MAR, NMAR is frequently regarded
as the worst missing mechanism since it easily produces biased
results [17]. Several studies advised recovering as much missing
data as possible [18]. Unfortunately, we frequently encounter the
problem of missing data when collecting experimental data, and
it is challenging to recover them. As a result, it is an effective
strategy to make an effort to identify the missing mechanisms
and choose the best treatment methods for dealing with them.
Even if it is not yet able to confirm whether missing is caused by
MAR or NMAR, the Chi-square [19] test can assist to distinguish
the MCAR missing mechanism [1]. For instance, the chi-square
test can reveal that women have a higher percentage of missing
data than men on the weight variable if women are truly less
likely than men to report their weight.

3.2. Missing pattern

Missing patterns can be used to describe missing or observed
values in a dataset and to illustrate the relationship between
missingness and variable values in a data matrix [1,2]. The litera-
ture does not, however, provide a common description of missing
patterns for missing values. We outlined the three currently
popular categories. As shown in Table 2 and Fig. 1, the first
category uses six missing patterns that concentrate on the causes
of missing values.

Then, Emmanuel and Tlamelo [2] described the three types of
missing data patterns that are most common in the literature for
the second category: univariate, monotone, and non-monotone.
The terms ‘‘Univariate’’ and ‘‘Monotonic’’ have the same defini-
tions as ‘‘Univariate Nonresponse’’ and "Monotonic’’, respectively,
in Table 2. ‘‘Non-Monotone’’ denotes that the absence of one
variable has no bearing on the absence of any other variables.
Specifically, examples of the second category of missing patterns
are shown in Fig. 2.

For the third category, some researchers choose to simulate
datasets with missing values of various structures to conduct
experiments in order to analyze the effectiveness of various pro-
cessing algorithms for missing values [20–25]. According to the
complexity of the missing data, four missing patterns were iden-
tified for this classification. It includes simple, medium, complex,
and blend patterns. The third category of missing patterns is
shown in Table 3.

According to the description of the third category of missing
pattern, the missing rate must be taken into account in the
datasets with missing values for this classification. Let us first
assume that dataset X consists of 20 rows and 5 columns, and
then we use the 10% missing rate for the entire dataset as an
example. Thus, each pattern included 10 missing values (row ×
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Table 2
The first category of missing patterns.
Missing pattern Description Example Legend

Univariate Nonresponse Missingness is confined to a single variable In the context of agricultural trials, the units are
experimental plots

Fig. 1(a)

Unit and Item Nonresponse All observed or missing on the same set of units A subset of sampled individuals does not complete the
questionnaire because of noncontact, refusal.

Fig. 1(b)

Monotone Units drop out prior to the end of the study and
do not return

In a clinical trial, some units may drop out for unknown
reasons

Fig. 1(c)

Haphazard Missing values distribute haphazard on some
items

Some questions in the questionnaire were not
responded

Fig. 1(d)

Variables Never Jointly
Observed

Some variables are never observed together The File-Matching Problem Fig. 1(e)

Patterns with Latent
Variables

Latent variables are completely missing Factor Analysis Fig. 1(f)
Fig. 1. Examples of the first category for missing patterns. There are six patterns where rows represent instances and columns represent variables of data. White is
a missing value, while black represents the observed value.
Table 3
The third category of missing patterns s.
Missing pattern Description Legend

Simple Pattern Each record at most has one missing value Fig. 3(a)

Middle Pattern A record can have missing values between 2 and 50% of
the number of the variables

Fig. 3(b)

Complex Pattern A record can have missing values between 50% and 80% of
the number of the variables

Fig. 3(e)

Blend Pattern It is a mixture of other three patterns, where 25% records
are simple pattern, 50% records are medium pattern and
25% records are complex pattern.

Fig. 3(d)
m

M

Fig. 2. Examples of the second category for missing patterns.

olumn × missing rate = 20 × 5 × 0.1 = 10). The examples of
he third category of missing patterns as shown in Fig. 3. It is
orth noting that when there are many columns (variables) in
he dataset, it is impossible to create simple patterns with a high
issing rate.

.3. Missing rate

The missing rate is one of the crucial metrics to measure the
umber of missing values in a dataset. The pattern of missing
ata and the proportion of missing data, particularly when the
4

percentage of missing data surpasses 40%, have a considerable
negative impact on the accuracy of prediction (or imputation),
according to Song et al. [26]. When choosing approaches for pro-
cessing missing data, Diane et al. [27] stressed that it is important
to consider the percentage of cases with missing data. Addition-
ally, two studies have demonstrated that the effectiveness of
imputation gradually declines as the missing rate rises [25,28].
These studies demonstrate the significance of missing ratios in
missing value analysis. The total missing rate, which displays the
missing situation across the entire dataset, is a popular way to
depict the number of missing values [29–31]. In addition, the
missing situation of rows and columns was also described in
various works using the row missing rate [32–34] and the column
missing rate [30,35,36]. The percentage of rows in a dataset with
missing values is known as the row missing rate. The number of
missing values for each column having missing values is indicated
by the column missing rate.

For clarity of definitions, we assume that dataset X includes
n rows (instances) and k columns (attributes). Let M represent
a missing value matrix, where mij has a value of 0 if any value
xij(i ≤ n, j ≤ k) in X is observed and 1 otherwise. The total
issing rate MR can be represented as

R =

∑n
i=1

∑k
j=1 mij

(1)

m × n



L. Ren, T. Wang, A. Sekhari Seklouli et al. Information Systems 119 (2023) 102268

M

Fig. 3. Examples of the third category for missing patterns.
The row missing rate of data can be calculated by

Rr =

∑n
i=1 τ , τ =

{
0, ∀mij ̸= 0
1, ∃mij = 1,

jϵ[1, k]

n
(2)

The column missing rate of data can be computed by

MRc =

∑k
j=1 τ , τ =

{
0, ∀mij ̸= 0
1, ∃mij = 1,

iϵ[1, n]

k
(3)

In addition, the missing rate of each row and column is also
important. The missing rate of lth row (denoted by rl) can be
computed by

MRrl =

∑k
j=1 mlj

k
(4)

The missing rate of lth column (denoted by cl) can be com-
puted by

MRcl =

∑n
i=1 mlj

n
(5)

In reality, in order to achieve various experimental objectives,
it is important to investigate various missing rate aspects. For
instance, in the statistical analysis of medical data, records (pa-
tients) with missing rates are typically given more attention; in
feature selection trials, the missing rate of features (columns)
is typically the emphasis, and some characteristics with a high
missing rate may be disregarded. Even if the equations for cal-
culating the missing rate are quite simple, research on missing
values should specify the approach employed, which helps other
researchers avoid misinterpretation.

4. Processing methods for missing values

It is a known reality that choosing an appropriate approach to
deal with the missing values is challenging. Researchers studying
Management Information Systems (MIS) [37] have discovered
that researchers rarely explicitly discuss the existence and treat-
ment of missing values. As a result, when missing data are
present, they frequently employ the listwise and pairwise dele-
tion techniques. There have been numerous ways of handling
missing values, but the classification methods for handling miss-
ing values in published works varied slightly. For example, Little
et al. [1] categorize the processing techniques into 4 categories:
5

procedures based on fully recorded units (i.e., complete case
analysis), weighing procedures, imputation, and model-based
techniques. Weighting processes and model-based methods are
less frequently employed than deletion and imputation methods,
hence some research has classified processing methods for miss-
ing values into these two categories: deletion and imputation [2,
12,14,15,38–40]. Similarly, since they are the most widely used
approaches and are typically applied without any limitations,
deletion and imputation procedures for missing values are the
focus of our work.

4.1. Deletion methods

Missing value deletion, also known as disregarding missing
values, is the process of explicitly deleting instances or variables
that contain missing data items to solve the problem of missing
data [2]. Although a test pattern with missing values cannot be
classified since the deletion procedure would ignore it, deletion
methods have the advantage of allowing the normal pattern clas-
sification methods to be used directly for complete data [14]. For
ignoring missing data, there are two general strategies [1,2,14].
First, Listwise Deletion (LD), also known as case-wise deletion, or
case-removal, is a technique for removing instances (rows, cases)
with missing data. This technique is also known as complete
case analysis because it only keeps complete cases for analysis
(CCA). The analysis is then restricted to those observations for
which all values are observed, which frequently leads to biased
estimates and loss of precision [17] because this method excludes
all cases with missing values for any variable of interest. The
second technique is known as Pairwise Deletion (PD) or Available
Case Analysis (ACA), also referred to as variable deletion, and
it is used to delete variables (columns) with missing data. This
method analyses all situations in which the variables of interest
are present, using as much data from each case as is feasible
rather than excluding the entire case. Even though some of its
variables have missing values, it can nevertheless maintain the
most amount of data possible for analysis since it uses distinct
sample sizes for each variable [17]. As a result, the ACA approach
has a larger sample size than the CCA method. Additionally,
based on studies from [37], we contrasted these two deletion
techniques, as shown in Table 4.

4.2. Imputation methods

There are numerous imputation strategies for missing values

in contrast to deleting them. As an illustration, Alireza Farhangfar
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Table 4
Comparison of two deletion methods.
Name Description Scene Advantage Disadvantage

Listwise
Deletion

Eliminate all cases with predictor
variables or standard variables with
any number of missing data

The number of missing cases is small
relative to the sample size, and
missing mechanism is MCAR

Simple operation, no
calculation

When the pattern of missing values
is more random, the number of
items eliminated is higher

Pairwise
Deletion

When calculating different parameter
estimates, the model based on
missing values uses different sample
sizes *

The proportion of missing cases for
each variable is small relative to the
sample size, and missing mechanism
is MCAR

It can retain cases with
missing values

Reduce the sample size, the
correlation matrix generated by the
result data is difficult to interpret

Note*: Inconsistent correlations or non-positive definite covariance matrices can occasionally result from using different sample sizes [37]. To estimate the components
of the cross-correlation matrix, PD thus only uses variables with non-missing items, although the statistical parameters are based on various datasets and sample
sizes, which typically result in various standard errors.
Table 5
The comparison of single and multiple imputation.
Method
name

Common methods Advantage Disadvantage

Single
imputation

Imputation with constant,
Mean Imputation, Regression
Imputation, KNN Imputation

Can use predictive distribution
for imputation. Completes
dataset by filling in missing
values.

Underestimates variance, leads
to under coverage of
confidence intervals

Multiple
imputation

Multivariate imputation by
chained equations (MICE)

Considering the uncertain of
missing values

Requires additional steps and
high complexity
Fig. 4. The imputation process of single and multiple imputation. Black squares
represent missing values. The m imputed data (m = 3) be generated in multiple
mputation.

t al. [12] separated the imputation into two categories: (1)
odel-based, and (2) quasi-randomization inference-based. Gen-
rally, there are two common categories for imputation methods.
he first category separates imputation methods into single and
ultiple imputation [6,14] methods, while the second category
ivides imputation methods into imputation based on statistics
nd machine learning [13,15,38,41].

.2.1. Single and multiple imputation
The first categorization is determined by whether the ap-

roach considers the uncertainty of missing values. Single impu-
ation (SI) refers to one value for a missing data element that
s filled in without defining an explicit model for the partially
issing data. Single imputation techniques include mean value,
ot and cold deck, and even regression imputation. Obviously,
he single imputation approach ignores the uncertainty of missing
ata. As a result, the multiple imputation approach (MI), which
ncorporates the method’s uncertainty into the estimated value,
as proposed. For a dataset containing missing values, the MI
rocess produces m imputed results, and the final imputed result
s produced by combining the m results. Numerous researchers
ave chosen the MI approach, which is frequently utilized in
variety of domains [30,42–45]. Fig. 4 depicts the single and
ultiple imputation processes.
Furthermore, SI and MI have different advantages and disad-

antages. The common methods of the two methods and their
dvantages and disadvantages are presented in Table 5 (was
pdated based on [18]).
6

4.2.2. Imputation methods based on statistics and machine learning
The second category of methods is classified according to

whether the model is inspired by machine learning. Specifically,
early approaches for imputing missing data were specifically mo-
tivated by traditional statistical models and estimate processes,
which are referred to as imputation methods based on statistics.
These techniques are designed to model the information included
in the non-missing parts of the dataset in order to as correctly
estimate the missing values as possible [41]. Researchers initially
substituted missing values with the mean, median, mode, and
zero values. The disadvantage is that when there are numer-
ous missing data, a significant portion of the data is replaced
by the same value (i.e., mean, median, mode, zero), which can
easily lead to serious deviation. The mean imputation approach
should not be used, according to certain recent research that has
demonstrated its shortcomings [44,46]. The in-depth study on
missing values has been accompanied by the proposal of a num-
ber of innovative techniques. For instance, the LS (Least Squares)
imputation approach is based on the least squares principle to es-
timate missing values, whereas the hot-deck imputation method
predicts missing values by seeking the nearest neighbor using
non-missing information [47].

However, machine learning-based imputation approaches are
complex processes that often include building a predictive model
to estimate values that will substitute those missing [13]. The
machine learning-based imputation method often involves build-
ing a predictive model to predict the values for missing data.
Many machine learning-based imputation methods have been
proposed recently, and these methods frequently produce good
imputation results. Examples of these methods include imputa-
tion methods based on decision trees (DT) [48,49], imputation
using multilayer perceptrons [50], imputation using artificial neu-
ral networks (ANNs) [51], and imputation using self-organizing
maps (SOMs) [52]. Fig. 5 depicts the processing flow of machine
learning-based imputation approaches.

Obviously, there is a range of imputation techniques based on
statistical analysis and machine learning. According to a review
on missing value imputation from 2006 to 2017 [15], expectation
management (EM), linear regression (LR), least squares (LS), and
mean/mode are the top four most often employed statistical
techniques in imputation technologies, while Clustering, Deci-
sion Tree (DT), KNN, and RF are the top four machine learning
approach used in imputation technologies.
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Fig. 5. The processing flow of imputation methods based on machine learning. Black squares in the diagram stand in for missing values. The experiment data is
eparated into two categories in the processing flow: complete data without any missing values and incomplete data with missing values. Finally, the complete data
nd the imputed data are combined to create the final data. First, the appropriate machine learning technique is used to build a model using the complete data.
ext, the generated model is used to predict the missing values for the incomplete dataset.
Fig. 6. The flowchart of the literature screening process.
. Comparison of common processing methods

In the previous section, we introduced the two well-liked
echniques of deletion and imputation for handling missing val-
es in the previous section. Furthermore, we discovered that
here are numerous research comparing various approaches for
eleting and imputing missing data. In order to assist choose a
ore suitable approach to deal with missing values, these studies
ompare the effects of two missing value processing methods on
he research results. The applicability of the two study method-
logies was investigated in order to better explore the state
f the research on missing value processing techniques. After
onducting an exhaustive literature search in ScienceDirect, we
ventually examined and analyzed 63 works from 1994 to 2021
ith a focus on the contrast between deletion and imputation
f missing values. Fig. 6 depicts the flowchart of the literature
creening process.
The publication years of the papers included in the study were

irst counted in order to analyze the interest of researchers in this
opic year by year, as shown in Fig. 7.

We observe that studies comparing deletion and imputation
f missing values have become more and more concentrated
ince 2005. In addition, since 2005, academics have continued
o emphasize comparing two widely used approaches, indicating
hat further study on this topic is still essential.

.1. Overview of studied research

We need to evaluate from many perspectives in order to

mprove statistics and analyze the research on missing value

7

processing techniques in these studies. We specifically investigate
from six perspectives, including the type of experimental data,
mechanism of missing values, missing rate, missing pattern, com-
parative indicators, and experimental results. The next step is to
classify these six dimensions.

Category of dimension 1: the type of experiment datasets
contains real, semi-simulated (Semi), and simulated (Sim). Real
data means that the data was gathered from the outside world
and that any missing values were produced naturally. Semi-
simulated data is data that is gathered from the real world but has
artificially manufactured missing values. Simulation data refers
to datasets and missing values are created artificially. Some re-
searchers employed datasets with missing values to conduct ex-
periments specifically to examine the effectiveness of deletion
and imputation of missing values, although it is challenging to
know the causes and the true values for missing values. To
conduct the comprehensive analysis, they simulate experimen-
tal data with various missing mechanisms. Fig. 8 illustrates the
experimental procedure of the three data types in the studied
papers.

Category of dimension 2: the type of missing mechanisms
includes MCAR, MAR, NMAR, and Other. As mentioned before,
missing processes can be categorized into three groups: MCAR,
MAR, and NMAR. While several studies employed real datasets,
their missing mechanisms could not be identified or analyzed,
hence we will use ‘‘other’’ in those cases. However, we will
carry out a more detailed analysis in the following sections to
provide a clearer understanding of the missing mechanisms in
these investigations.

Category of dimension 3: the type of missing rates includes row,
column, and total.
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Fig. 7. The publication years of the syudied papers.
Fig. 8. The experimental process of three data types.
Table 6
The type of experiment results.
Category Classification Description

First Imputation better Experimental results show that imputation
methods have better performance than deleting
missing values

Second Similar Performance Experimental results show that deletion and
imputation have similar performance

Third Discussion Experimental results show that the deletion and
imputation methods for missing values are
suitable for different scenarios
Category of dimension 4: the type of missing patterns in-
ludes univariate (Univ), monotone (Mon), and non-monotone
Non-Mon). As we analyzed earlier, missing pattern classifica-
ions are diverse. Additionally, as the research paper only pro-
ided a rough analysis of the missing patterns, we adopted a
imple classification that proposed by Emmanuel and Tlamelo [2]
s our survey categorization.
Category of dimension 5: the type of comparison matrix

ncludes statistics and learning. We also pay attention to the
esearch’s comparison indicators, which are classified into statis-
ical and machine learning indicators. The statistical indicators
efer to the employment of various approaches to deal with
issing values in the research, followed by the comparison and
nalysis of the processed data using widely used statistical indi-
ators (i.e., mean, error). Learning indicators refer to the use of
ifferent methods to deal with missing values in the research,
ollowed by utilizing machine learning techniques such as pre-
iction and clustering to further mine the processed data, and
inally employ various indicators like prediction accuracy, AUC for
omparison.
Category of dimension 6: the type of experiment results in-

ludes imputation better (First), similar performance (Second),
nd discussion (Third). As indicated in Table 6, we divided the
apers into three categories based on the experimental results
nd summaries in order to compare the performance differences
etween the deletion and imputation approaches in the research
8

papers. We do not categorize deletion approaches as being su-
perior because there is no research demonstrating that they can
perform better across all experiments. Certainly, in those studies
that belong to the category of "Similar Performance’’, deletion
approaches and imputation approaches perform similarly. Ad-
ditionally, in some experiments from those papers that appear
under the "Discussion" category, deletion methods may perform
better than imputation methods.

The articles included in the study were then reviewed and
analyzed in accordance with the classification of the six intro-
duced dimensions, the year that the literature was published, and
whether or not new approaches were suggested in the study.
Ultimately, an overview Table 7 was obtained.

5.2. Analysis of experimental datasets

5.2.1. Dataset domains
First, we conduct statistics and analysis on the data domains

of the studied papers in order to identify which research fields
pay more consideration to the influence of various approaches
for handling missing values. Particularly, 74.6% of the papers
had a medical theme, including epidemiology, medical trials, and
economic analyses. The primary reason is that medical trials are
prone to missing values, such as patients leaving the experiment
early because of poor compliance, unfavorable occurrences, or
inadequate efficacy. Two of these publications [90,95] are related
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Table 7
The overview of studied research on six dimensions.
Literature Year Data type Missing mechanisms Missing rates Missing patterns Comparison indicator New method Experiment result

Real Semi Sim MCAR MAR NMAR Other Column Row Total Univ Mon Non-Mon Statistic Learning First Second Third

[32] 2021 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[33] 2015 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[35] 2016 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[53] 2010 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[54] 2018 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[34] 2017 ✔ ✔ ✔ ✔ ✔ ✔

[55] 2014 ✔ ✔ ✔ ✔ ✔ ✔ ✔

[56] 2006 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[57] 2016 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[58] 2016 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[59] 2011 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[60] 2005 ✔ ✔ ✔ ✔ ✔ ✔ ✔

[61] 2007 ✔ ✔ ✔ ✔ ✔ ✔

[29] 2006 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[31] 2015 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[44] 2014 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[62] 2018 ✔ ✔ ✔ ✔ ✔ ✔

[63] 2007 ✔ ✔ ✔ ✔ ✔ ✔

[42] 2009 ✔ ✔ ✔ ✔ ✔ ✔ ✔

[64] 2019 ✔ ✔ ✔ ✔ ✔ ✔

[65] 2010 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[66] 2018 ✔ ✔ ✔ ✔ ✔ ✔ ✔

[67] 2012 ✔ ✔ ✔ ✔ ✔ ✔

[68] 2010 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[69] 2017 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[70] 2015 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[71] 2018 ✔ ✔ ✔ ✔ ✔ ✔ ✔

[72] 2015 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[73] 2021 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[74] 2010 ✔ ✔ ✔ ✔ ✔ ✔ ✔

[75] 2018 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[76] 2011 ✔ ✔ ✔ ✔ ✔ ✔

[77] 2020 ✔ ✔ ✔ ✔ ✔ ✔ ✔

[78] 2008 ✔ ✔ ✔ ✔ ✔ ✔ ✔

[79] 2014 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[80] 2012 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[36] 2015 ✔ ✔ ✔ ✔ ✔ ✔

[81] 2014 ✔ ✔ ✔ ✔ ✔ ✔ ✔

[82] 2020 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[83] 2013 ✔ ✔ ✔ ✔ ✔ ✔ ✔

[84] 2012 ✔ ✔ ✔ ✔ ✔ ✔

[85] 2013 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[86] 2010 ✔ ✔ ✔ ✔ ✔ ✔ ✔

[87] 2020 ✔ ✔ ✔ ✔ ✔ ✔ ✔

[88] 2017 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[27] 2010 ✔ ✔ ✔ ✔ ✔ ✔ ✔

[89] 2012 ✔ ✔ ✔ ✔ ✔ ✔

[90] 2006 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[91] 2004 ✔ ✔ ✔ ✔ ✔ ✔ ✔

[92] 2020 ✔ ✔ ✔ ✔ ✔ ✔ ✔

[93] 2012 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[94] 2012 ✔ ✔ ✔ ✔ ✔ ✔ ✔

[95] 2016 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[96] 2008 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[97] 2012 ✔ ✔ ✔ ✔ ✔ ✔

[98] 2012 ✔ ✔ ✔ ✔ ✔ ✔

[99] 2005 ✔ ✔ ✔ ✔ ✔ ✔ ✔

[100] 1995 ✔ ✔ ✔ ✔ ✔ ✔

[101] 2013 ✔ ✔ ✔ ✔ ✔ ✔ ✔

[102] 2006 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

[103] 2005 ✔ ✔ ✔ ✔ ✔ ✔

[104] 2012 ✔ ✔ ✔ ✔ ✔ ✔ ✔

[105] 2011 ✔ ✔ ✔ ✔ ✔ ✔
to software development in addition to the medical field. Since
missing values can make it more difficult to use the data to create
an accurate prediction system for software development work-
load, these researchers investigated the effectiveness of strategies
of two strategies for handling missing values in this context.
In addition, two research on social networks [94,96] explored
missing values in the network structure and discovered that the
handling is taken into account as well as the amount and kind of
missing data that can affect the depicted block model structure. In
9

particular, a study [36] discusses the case of encountering missing
values in audio data in detail. Dataset type

In order to further analyze the usage frequency and patterns
of various dataset types in the study, we utilized histograms to
compare the number of quantities and combinations of various
dataset types, as shown in Fig. 9.

We noticed that researchers tended to compare the effec-
tiveness of removing and imputing missing values using real
datasets more frequently (43.66%). Second, we can observe from



L. Ren, T. Wang, A. Sekhari Seklouli et al. Information Systems 119 (2023) 102268

t
p
m
r
c
b
w
l

5

p
r
i
t
T
p
r
d

e
t
o
o
t
d
s
s
t
d
m
w
w
a
a
t

Fig. 9. The quantity and combinations of various data types. ‘‘semi’’ and ‘‘sim’’ in the figure stand for simulation and semi-simulation, respectively. The total number
of various dataset types is shown on the left. The number of combinations of data types used in the studies is shown on the right.
Fig. 10. Sizes of different experimental dataset types.
he right side of Fig. 10 that only a few studies (12.70%) em-
loyed different types of datasets for experiments. Since missing
echanisms and missing patterns may be clearly exhibited and

esults can be quantitatively compared, the researchers in this
ase used semi-simulation or simulation datasets first, followed
y real datasets. In these studies papers, some simulated data
ere created depending on the traits of the real data, such as the

iterature [58].

.2.2. Dataset size
The size of the dataset must also be taken into account while

rocessing missing values because it may influence the
esearcher’s choice of missing value processing techniques. For
nstance, the hot-deck imputation approach of missing values
ypically performs well but is challenging to use with big datasets.
he greatest data sizes in the various types of sets utilized in each
ublication were counted and are displayed in Fig. 10. We only
ecord the dataset with the largest data size when a study uses
atasets in different sizes.
The real dataset has the largest data, with 22.58% of its total

xceeding 10,000 according to Fig. 10. The label ‘‘Unknown’’ in
he figure denotes the fact that papers have not stated the size
f the dataset. Figs. 9 and 10 show that researchers employed
ne or two different types of datasets for study in order to assess
he efficacy of deleting and imputing missing values. In general,
ifferent types of data have varied sizes. On the other hand, the
ize of the simulated or semi-simulated datasets employed by re-
earchers is typically smaller than that of the real datasets. One of
he causes is that when employing simulated or semi-simulated
atasets for experiments, researchers establish various missing
echanisms, missing patterns, and missing rates. Large datasets
ould present significant space and computing challenges if they
ere employed in studies. The data sizes of two studies [94,96]
bout non-response in social networks are also relatively small,
nd the approaches taken to handle missing values differ from
hose used in other studies.
10
5.3. Main challenges of missing value analysis

5.3.1. Missing mechanism
One of the primary issues with missing value analysis is the

missing mechanism, which may assist researchers in identifying
the causes of missing values and the appropriate approaches for
processing them. Since the missing mechanism for simulation and
semi-simulation data types in this study is artificial, statistics for
these two types were conducted concurrently. The missing mech-
anism from the real dataset is more complex and deserves its own
discussion. When the missing value was simulated, ‘‘unknown’’
meant that the researcher had not explicitly stated the cause of
the missing value.

From Fig. 11, it is obvious that researchers frequently take
into consideration the three missing mechanisms simultaneously
when employing both simulated and semi-simulated data, with
the semi-simulation accounting for 43.75% and the simulation
accounting for 25%, respectively. In addition, experiments in the
semi-simulated research frequently use the MCAR and MAR com-
bination (29.17%) Because they attempted to simulate the missing
scenario of the real dataset, some researchers took into consid-
eration the single missing mechanism, such as not MCAR, MAR.
Furthermore, it might be challenging to identify the causes of
missing values in real datasets due to their complexity. Fortu-
nately, the majority of the studies included in the discussion
investigated the missing mechanism of real datasets, with only
a small number of studies failing to report it. In particular, we
reviewed and categorized the missing mechanisms provided in
the study, and then, as shown in Table 8, we categorize the
missing mechanisms of real data into 7 groups.

From Table 8, the majority of researchers assumed that 54.84%
of their real data was missing at random. Although the datasets
we studied concentrated on handling missing values, approxi-
mately 16.13% of the papers did not examine or report missing
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Fig. 11. The number of missing mechanism combinations used in experiments with simulated and semi-simulated data types.
Table 8
Missing mechanism of real datasets in studied papers.
Missing
mechanism

Description Literature list

MCAR, MAR,
NMAR

Missing values are assumed to be multiple missing mechanisms for
analysis

[88]

Not MCAR Missing values are assumed to not be missing completely at random
through analysis

[53], [56], [60],
[101], [105]

MAR Missing values are assumed to be missing at random through
analysis

[32], [35], [34],
[57], [61], [42],
[66], [67], [68],
[71], [74], [76],
[77], [80], [92],
[103], [73]

MAR, MNAR Missing values are assumed to be missing at random through
analysis and missing not at random

[33]

MCAR or MAR Missing values are assumed to be missing completely at random or
missing at random through analysis

[84]

Part MAR A part of missing values is assumed to be missing at random or
missing at random through analysis

[62]

Unknown Missing mechanism is not reported or cannot be confirmed after
analysis in the paper

[58], [69], [72],
[79], [36]
processes. Researchers are encouraged to analyze the missing
mechanism of missing values in datasets even though the current
technology makes it challenging to report missing data accu-
rately because the missing mechanism can have an impact on the
results of the researcher’s report [86,89].

5.3.2. Missing pattern
As we introduced before, we adopt the types of missing pat-

erns proposed by Emmanuel Tlamelo [2]. We conduct statistical
nalysis on the missing patterns of datasets with various data
ypes to investigate the missing patterns of data in different types
f datasets, as illustrated in Fig. 12.
Fig. 12 reveals that the majority (74.19%) of the datasets of real

ata types consist of complex missing patterns with numerous
issing values. In-depth descriptions of missing patterns were
ublished by researchers in the literature [56,58,61,68,71,92].
esearchers should conduct a thorough analysis of the many
issing value patterns since in real life, they show diversity. In
ddition, different missing patterns for the same missing rate
roduce varied relevant information in the data. A dataset with
0 rows and 10 columns and a 10% missing rate serves as an
xtreme example. If there is only one missing value in each
ow of data, the missing pattern is univariate, and there is no
omplete instance. In this case, the missing value processing
ethod complete case analysis cannot be used.
11
5.3.3. Missing rate

We counted the three missing rates in three types of datasets in
order to analyze the report situation. We specifically counted the
row, column, and total missing rates in datasets when research
introduced them. Additionally, the biggest missing rate in the
publication is utilized for statistics in order to analyze the missing
rate employed in the research papers, as shown in Fig. 13.

The category of missing rate that concerns those researchers,
and the amount of the missing can be investigated in Fig. 13.
Meanwhile, a paper may provide many types of missing rate
information. Additionally, the percentage of column, row, and
total missing rates for real datasets is all under 80%. On the other
hand, the total missing rates in the real datasets are all under 30%,
indicating that the real data available in the real world cannot
possibly miss too much information. Moreover, researchers are
more likely to report missing values for columns and rows in real
datasets (93.75%) than in simulation datasets (80%), according to
a comparison of the number of real-type datasets. Researchers
estimate that the total missing rate is higher (35%) only in the
semi-simulation datasets.

5.4. Analysis of experimental performance

5.4.1. Comparison matrix
Following the previous definition, there are primarily two

types of comparison indicators in the comparative investigation
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Fig. 12. The missing pattern in different dataset types.
Fig. 13. The missing rate distribution in different dataset types. We analyze the column missing rate (Column), row missing rate (Row), and total missing rate (Total)
of various data types in the studied articles in the figure.
Table 9
Two types of indicators sin studied papers.
Category Name Equation Reference

Statistics Mean Squared Errors
(MSE)

1
n

∑n
i=1(xi − x̂i)2 [55], [57], [68],

[73], [77], [79],
[90],
[94], [102]

Root Mean Square Error
(RMSE)

√
1
n

∑n
i=1(xi − x̂i)2 [54], [59], [44],

[65], [69], [98]

Learning Area Under Curve (AUC) The area enclosed by the
coordinate axis under the
ROC (Receiver Operating
Characteristic) curve.

[34] [56] [68]

The percentage of
correct predictions (PCP)

Number of correct predictions
Total number of predictions [72,99]
of various missing value processing methods. We performed a
statistical analysis of the two types of indicators in accordance
with Table 9 in order to investigate the frequency of use of the
two types of indicators. Only 15.87% of the research employed
the learning indicators; 92.06% of the studies used statistical
indicators; and four studies took into account both statistical and
learned indicators. In addition, we introduce the two types of
indicators that are utilized the most frequently in the studied
paper.

Where xi is the original value, x̂i is the imputed value and n is
the total number of missing values. Lower MSE and RMSE values
indicate better estimates of missing values. Conversely, higher
AUC and PCP represent better prediction performance. Statistical
indicators are primarily used to compare the difference between
two values, as can be seen from the definition of indicators. The
learning metric is to concentrate on data processing, then learn
from the data to create some sophisticated models. In addition
to these four variables, statistical variables like mean [33,59] and
deviation [29,58] are also frequently utilized. They can be used
12
to compare two datasets that have been processed by various
missing value processing methods, such as an experimental group
and control group in the medical field [32], or a dataset based on
various hypotheses on missing mechanisms [85,92].

5.4.2. Processing method
Furthermore, a variety of imputation techniques are utilized

in research publications to process missing values. We performed
statistics on the deletion and imputation techniques used in the
studies under consideration, and Fig. 14 shows those techniques
that were applied more than three times. We utilize the colors
green and orange to distinguish between deletion and imputation
approaches, respectively.

We observe that the CCA approach was applied in each pa-
per. The CCA and MI approach was employed by the majority
of researchers (74.6%) for comparison. Three articles [32,75,86]
compare data using both the CCA and ACA deletion procedures.
Medical investigations, such as clinical trials, typically employed
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Fig. 14. The comparison techniques were employed in the studied papers more than three times. The abbreviations of models are Unconditional Mean (UM), Last
Observation Carried Forward (LOCF), Missing Indicator Method (MIM), Inverse Probability Weighting (IPW), Regression Imputation (RI), Hot-deck (HD), The standard
logistic regression with full data (FULL), Expectation–Maximization imputation (EM), Conditional Mean (CM).
Fig. 15. The number of studied papers for each category.
LOCF (Last Observation Carried Forward), WCI (Worst Case Impu-
tation), BCS (Best-Case Scenario), and BOCF (Baseline Observation
Carried Forward) [82]. Only the three model-based imputation
approaches illustrated in Fig. 14 are KNN, RI, and EM. In the
publications analyzed, multiple imputation techniques are in fact
more widespread than model-based techniques for imputation,
and some researchers have used multi-class imputation tech-
niques simultaneously [63,64,68]. It is important to keep in mind
that, as we introduced earlier, the multiple imputation (MI) ap-
proach, which has a high model complexity, requires more time
to estimate m full datasets.

5.4.3. Experiment results and analysis
Finally, we separated the studied articles into three groups

based on the results of the experiments. As shown in Fig. 15,
we statistically determined the number of publications that were
studied for each category in accordance with Table 9. For ease of
display, we employ the sequence to depict each category in turn.

According to the pie chart, the majority of the studies showed
that the experimental performance of imputation methods is
superior to that of deletion methods (61.9%), with some studies
using traditional imputation techniques like MI and KNN and
the remainder using more advanced techniques. Additionally,
about 34.92% of researchers noticed differences in performance
between the deletion and imputation strategies. The performance
of these methods is influenced by a number of factors, including
data size, missing mechanism, missing rate, and missing pattern.
We observe that imputation technique research receives greater
attention than deletion method research. The experimental find-
ings of the publications that were considered also suggest that
the imputation method is a superior approach to handling miss-
ing variables because in most cases, it can perform better than
deletion.
13
Specific of articles in this work that fall under category 3
‘‘Discussion’’ demonstrate deletion strategies also exhibit better
results in some situations. we analyzed those papers and pro-
vided them in Table 10 along with some helpful information
concerning deletion techniques.

Table 10 provides some helpful guidelines that can be used
to determine the most suitable approach to handle missing in-
formation, (1) deletion of missing values can decrease statistical
power; (2) when the missing rate is less than 5% or the missing
mechanism is MCAR, unbiased analysis results can be obtained by
using the deletion method; (3) if more than 10% of observations
had missing values, deletion of missing values introduces bias,
regardless of the missing data mechanism.

6. Experiment and analysis on processing missing values

In order to evaluate and compare the effectiveness of the tradi-
tional missing value processing methods, we conducted compre-
hensive experiments and analysis using the CCA deletion method
and Mean&Mode imputation, KNN imputation, Multiple imputa-
tion (MI), and MissForest imputation [106] methods. In particular,
we examined 9 complete and open-source data sets with various
sizes and manually introduced 8 specific missing ratios of overall
missing values, including 1%, 3%, 5%, 10%, 20%, 30%, 40%, and 50%.
We then simulated four missing patterns according to the third
category of missing patterns [20–25], including simple, middle,
complex, and blend patterns. Therefore, for each dataset, 32 com-
binations are generated in the experiments. In order to reduce the
effect of contingency, we created 10 incomplete datasets for each
combination. Since the KNN imputation approach is sensitive to
feature scale, we normalize all datasets first. Specifically, to assess
and compare different methods for processing missing values, we
conducted two types of experiments, including imputation error
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Table 10
The useful information of deletion methods.
Information description Literature list

Statistical power is reduced when using deletion methods of missing values [63,65,71,105]
When the missing rate is less than 5%, the deletion will show better performance [31], [63], [104]
The deletion method is only used in the MCAR mechanism [61], [65], [82], [91]
When missing values more than 10%, deletion of missing values introduces bias. [27], [58]
Fig. 16. The flow of two types of experiments.
Table 11
The information of experiment datasets.
Dataset Total samples Total variables Categorical Numerical

BMI 152 6 2 4
Heart Failure 299 13 6 7
GBSG2 686 10 4 6
Yeast 1484 9 1 8
CMC 1,473 10 8 2
Obesity 2,110 17 9 8
Cardiovascular 10,000 12 7 5
Nursery 12,960 8 8 0
NHANES 24,434 8 8 0

and classification performance. Imputation error is the difference
between the imputed values by the missing value imputation
methods and the actual values in the original data. In addition, we
also pay attention to the effects of various processing techniques
on baseline tasks (such as classification tasks) in practice. For
instance, when performing classification tasks, we handle missing
values in the data, use processed data to train classifiers, and then
assess the effectiveness of the classifiers. Fig. 16 illustrates the
experiment’s flow.

6.1. Experimental datasets

In order to evaluate the impact of missing values on datasets
ith different sizes, we utilized 9 public datasets of various
izes, and the information of the data is displayed in Table 11.
pecifically, three data sets with less than 1000 instances, among
hich German Breast Cancer Study Group 2 (GBSG2) and Body
ass Index (BMI) can be found in the R package, and Heart Failure
omes from the UCI machine learning repository. At the same
ime, we used three datasets with more than 1000 but less than
000 instances, all from the UCI machine learning repository. Fur-
her, we included three data sets with more than 5000 instances,
mong which the Nursery data set is also from the UCI machine
earning repository, the Cardiovascular data set is obtained from
he Kaggle platform (we randomly sampled 10,000 records from
he original data for experiments), NHANES From the study by
ernando López-Martínez et al. [107].

.2. Performance measures

Since our data contains both numerical and categorical at-

ributes, we use the falsely imputed categories (PFC) and the

14
mean of squared imputation errors (MSIE) in the imputation
error analysis to assess the performance of different imputation
methods on categorical and numerical attributes. The smaller
values of PFC and MSIE mean the better the performance of the
method. PFC can be computed by

PFC =
1
N

n∑
i

m∑
j

I(xij ̸= x′

ij) (6)

where I(·) is an indicator function, which is 1 when the predicted
value and the true value are the same. In addition, we employed
the mean of squared imputation errors (MSIE) for the numerical
attributes and it can be calculated by

MSIE =
1
N

n∑
i

m∑
j

(xij − x′

ij)
2 (7)

where N is the number of numerical missing values, xij is the
true value in the complete data matrix, and x′

ij is the correspond-
ing imputed value. Furthermore, we use classification accuracy
as a performance metric to assess how different missing value
methods affect classification tasks and it can be computed by

Accuracy =
TP + TN

TP + TN + FP + FN
(8)

where TP is true positive, TN is true negative, FP is false positive
and FN is false negative.

6.3. Missing patten analysis

As previously introduced, this experiment considered four dif-
ferent missing patterns, which means the distribution of missing
values in the data set is different. Therefore, in order to observe
the distribution of missing values in each missing pattern, we
took a 1% missing rate as an example to show the distribution
of four patterns of the BMI dataset, as shown in Fig. 17.

Fig. 17 exhibits observed values as black and missing values
as white. We observed Figs. 3 and 12 show a similar distribution
of missing values, proving that Table 3 is satisfied by our method
for generating missing values.

6.4. Experiment and analysis on imputation error

In the imputation error experiment, our goal is to assess the
imputation effectiveness of traditional imputation methods for
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Fig. 17. Examples of missing patterns for the BMI dataset at a missing rate of 0.1.
rocessing missing values. Specifically, all methods are imple-
ented using Python 3.8 and use the default parameters. All
ethods are implemented using Python 3.8. In the experiment,
e first employed these four methods to fill in the missing
alues that we have artificially introduced and then compared
he differences between actual values and imputed values. Fig. 18
isplays the experiment’s outcomes.
First of all, it is worth noting that all datasets cannot gener-

te simple patterns under a 50% missing rate, because the total
umber of missing values is already greater than the number
f rows in the data. Second, as seen in Fig. 18, the multiple
mputation (MI) method consistently has the minimum impu-
ation error when the dataset is small, followed by MissForest
nd Mean&Mode imputation methods, while the KNN imputation
ethod performs the worst. The imputation performance of Miss-
orest improves when the data set is larger than 1000, especially
or categorical variables. In all datasets, the KNN imputation
ethod performs poorly, whereas the Mean&Mode imputation
ethod performs somewhat better. Since the MI method ac-
ounts for the uncertainty of missing values, it generally outper-
orms other numerical variables. In addition, MissForest always
erforms best on categorical variables in datasets larger than
000, because when the data set is small, there is insufficient
ata to construct a classification or regression model to estimate
issing values. At the same time, the MissForest imputation
ethod performs poorly in numerical types, but it is also better

han the KNN imputation method. Furthermore, we compared the
verage execution time of all combinations of the four methods,
s shown in Fig. 19.
In Fig. 19, MissForest has the largest execution time, except

n the NHANES dataset which is lower than the KNN imputation
ethod. The time of the KNN imputation method is similar to
ean&Mode and MI imputation methods when the data set is

ess than 1000, but when the data set size expands, the time of
NN imputation grows rapidly. Therefore, the KNN imputation
ethod is not suitable for large-scale datasets.

.5. Experiment and analysis on classification task

Additionally, we used the traditional random forest (RF) model
s the base classifier in order to investigate the effects of various
ethods for handling missing values on the baseline classification

ask. As shown in Fig. 16, we first divided the data into 70%
raining data and 30% test data, and then introduced a specific
roportion of missing values in the training data set, and use
ifferent methods to process them. Finally, we input the data pro-
essed by different methods into the RF classifier, and then 30% of
he complete data set is used for performance evaluation. In this
xperiment, we included Mean&Mode, multiple imputation (MI),
15
KNN, MissForest imputation approaches, and the CCA deletion
method for comparative analysis. The experimental results are
shown in Fig. 20.

Fig. 20 indicates that, with the exception of the smallest BMI
dataset, the performance of all missing value processing methods
exhibits a negative trend as the missing ratio rises. Meanwhile,
the classification performance of all approaches is comparable
when the missing rate is less than 0.1, but when it is greater
than 0.1, the results of the methods are diverse. In addition, the
Mean&Mode method performs the worst, with the exception of
the BMI data set, because all missing values are replaced by mean
or mode values which can easily destroy the data’s distribution.
Further, when the missing ratio is larger than 0.1 and the data
size is more than 1000, the MissForest and CCA methods perform
well. However, since a substantial portion of the available data
is discarded and only a tiny portion of the data can be utilized
to train the classifier, CCA performs badly when the missing
rate is more than 0.1 and the dataset is small. On the other
hand, in different missing patterns, these approaches only exhibit
a significant performance difference in the middle pattern. In
addition, the MissForest and CCA methods perform slightly better
in all other patterns. Although the MI method performs a lower
imputation error, it performs slightly lower on the classification
accuracy than the MissForest and CCA methods. According to
the experimental results, CCA tends to be more effective when
the dataset is large and when researchers simply evaluate the
classification performance, but it frequently removes a sizable
percentage of instances.

Finally, in order to offer readers more information and guid-
ance to handle missing values, we manually completed a decision
tree for missing value processing according to our experimental
results, as shown in Fig. 21.

As shown in Fig. 21, the missing rate is the main factor when
processing missing values. When the missing rate is less than 0.1
and researchers need to retain all the data, it is recommended to
use the MissForest method to impute missing values for data sets
with more categorical variables, and the MI method can be used
when the data includes many numerical variables. On the other
hand, the CCA approach is more appropriate when the missing
rate is less than 0.1 and the researchers intend on using a simple
process because it performs well in this case. However, when
the missing rate is more than 0.1, various processing methods
produce varying consequences, therefore we have to take the size
of the data set into account. When the dataset is small (e.g. less
than 1000), it does not recommend the CCA method because it
slightly reduces the classification accuracy. In addition, when the
research uses a medium-sized data set (e.g. from 1000 to 5,000),
it recommends the MissForest method. Moreover, when using a
large data set, when the researchers need to retain all missing
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Fig. 18. Average of performance measure for all 32 combinations.
alues, the performance of the MissForest method is relatively
igh. Additionally, the CCA approach performs better for larger
ata sets when the missing ratio is higher (such as 0.5), but more
ata rows would be lost. Therefore, we advise utilizing a mixed
rocessing approach when the missing rate is greater than 0.5
ince the performance of the imputation method is consistently
orse than that of the CCA method in the middle missing pattern.
pecifically, by analyzing the distribution of missing values in
he data, rows or columns with large missing values might be
liminated first and then processed using the missing value im-
utation method. Although the Mean&Mode approach performs
ell in some data sets in imputation error experiments, we do not
uggest it because of its tendency to skew the data’s distribution.
bviously, our decision tree has a limitation due to we only
onsidered 9 datasets and 5 missing values processing methods,
ut it can offer the researchers fast instructions.
16
7. Discussion

We undertake in-depth research and analysis on the main
challenges of missing value analysis, missing value processing
approaches, and a comparison of common processing methods
based on the previous research. Next, we need to discuss two
crucial topics: (1) what are the current research hotspots for
missing values, and (2) what open challenges in missing value
analysis still need to be addressed.

7.1. Current research hotspots

7.1.1. Processing methods selection for missing value
Missing values are receiving more and more attention, and
people are becoming increasingly concerned about how to handle
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Fig. 18. (continued).

Fig. 19. Execution time of imputation methods in nine datasets.
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Fig. 20. Comparative analysis of classification performance of different processing methods.
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Fig. 20. (continued).
Fig. 21. Guided decision tree for missing value handling.
hem effectively. Other than simply deleting them, there are nu-
erous imputation techniques, therefore researchers must make
reasonable decision. Researchers should therefore concentrate
n analyzing three main characteristics of missing values when
hey come across them: the missing mechanism, the missing
attern, and the three missing rates. Techniques like chi-square
an be utilized to help with the study of the missing mechanism.
dditionally, the results of multiple techniques can be compared
y assuming different missing mechanisms when the existence
f the missing mechanism cannot be confirmed [83,85]. For in-
tance, a medical study [62] proposed a method that incorporates
complete case analysis (CCA) in the beginning, followed by sen-
itivity studies that generate progressively more exact predictions
bout the outcomes of patients with missing data.

.1.2. Comparison of missing mechanisms
From Table 9, some researchers prefer to compare the effects

f missing values according to different mechanisms [32,59,69,78,
1]. For example, one paper sets different scenarios for the MAR
echanism [65]. Additionally, only 9.52% of the studied papers
id not analyze the missing mechanism [36,58,69,72,79,104]. And
large number of studies have simulated data with different
issing mechanisms for experimental analysis [32,33,53], which

ndicates that the missing mechanism is one of the hotspots
19
of current research. Additionally, for real datasets with missing
values, sensitivity analysis [62,85,88,92,97] is also used to make
various assumptions about missing mechanisms in the study,
which can more comprehensively and scientifically assess the
impact of missing values on the research’s conclusions.

7.1.3. Missing value imputation
From the papers included in the study, 22.22% of the articles

included in the analysis proposed sophisticated missing value
imputation techniques. For instance, Cheng [73] investigates an
inverse probability weighting arrangement using an IS imputa-
tion approach and its modified algorithm for quantile regression
with missing covariates. On the other hand, Fig. 15 shows that in
61.9% of the experiments, the missing value imputation strategy
performs better than deletion. Meanwhile, Fig. 14 shows that the
majority of researchers prefer the multiple imputation method.
Obviously, the selection of a missing value imputation method
is a hot research topic because there are numerous strategies
for achieving this goal. Mean imputation was discovered to be
a terrible strategy for imputation of missing values in some of
the studies we included [33,44] and therefore to be avoided in
investigations. Since of the outstanding performance of missing
value imputation methods, we believe that the study of missing
value imputation will remain a significant topic in the field of
missing value research in the future.
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.2. Open challenges

.2.1. Analysis of missing patterns
The missing mechanism and the missing rate have received a

ot of scientific attention lately, according to the articles we in-
luded in the study. For instance, even though there is still a lack
f effective missing value processing techniques for the NMAR
issing mechanism [17], many researchers have employed simu-

ation approaches to simulate this missing mechanism in order to
onduct experimental analysis. For the majority of investigations,
heir missing rate is also reported, and some studies have come
o the experimental conclusion that deletion approaches are also
pplicable at 5% missing rates [33,63,104]. The investigation and
nalysis of the missing patterns, however, lack sufficient detail.
he research we cited indicated that the study of missing patterns
as restricted to three categories – univariate, monotone, and
on-monotone – and that a more comprehensive analysis of the
omplex non-monotonic situation was not carried out. Analyzing
he missing pattern in practice is a complex process, which needs
o be analyzed together with the background of the study, the
issing mechanism and the missing rate. To evaluate the missing
echanism and missing pattern of the data, researchers might
ttempt using several visualization tools, such as the ‘‘missingno’’
oolkit in Python.

.2.2. Complexity of imputation methods
The imputation method has been favored by most researchers

nd exhibits good performance, similar to our earlier analysis.
owever, the difficulty of various imputation techniques has
ot been sufficiently analyzed in the current research. Only one
tudy [73] evaluated the time complexity of the imputation ap-
roach, even though 74.6% of the studied papers used the multi-
le imputation method. In general, the complexity of the impu-
ation approach can be ignored when dealing with little amounts
f research data, but it must be taken into account when dealing
ith large amounts of data. Therefore, in the future, the com-
lexity of imputation methods is also one of the open challenges
f missing value research. Researchers must maintain a balance
etween the performance that imputation techniques bring and
he resulting model complexity.

.2.3. Missing value analysis on data mining
Increasingly data are being collected and processed as in-

ormation systems keep growing. According to the papers we
eviewed, people generally give less attention to how different
issing value processing methods affect data mining tasks and

nstead concentrate more on the statistical distinctions between
arious approaches in comparative studies of missing value pro-
essing methods. Specifically, compared to statistical analysis,
he performance of the construction model, such as prediction
ccuracy, is given more consideration in data mining tasks. There
urrently are few researches on the effects of various missing
alue processing techniques on data mining tasks, and miss-
ng values make it challenging to apply standard data mining
echniques. Therefore, future research on missing values in data
ining will be another open challenge.

.2.4. Mixed missing value handling method
At present, the imputation of missing values has received a

ot of attention in recent studies, but few studies have focused
n how to combine the imputation and deletion methods of
issing values. In this study, we discovered that the missing
alue deletion approach can perform well on benchmark tasks
nd benefits from simplicity. However, the deletion method loses
large amount of useful data, so how to balance the data loss and
erformance improvement caused by deleting missing values in
omplex missing patterns is also worth studying in the future.
20
8. Conclusion

Missing values are a challenge that arises frequently during
data analysis. The presence of missing values can easily influence
the results of data analysis or data mining. There are numerous
approaches to handling missing values, with deletion and impu-
tation being the two most widely used approaches. The dataset
can be rapidly and easily completed by deleting the missing
values, and imputation completes the data by imputing the most
reasonable values in place of the missing values. By reviewing
studies that compare deletion and imputation, this study intends
to enhance understanding of the main challenges of missing value
analysis and common missing value processing approaches and
their progression.

In order to analyze missing values in the data, we first an-
alyzed the three major difficulties with missing value analy-
sis, including missing mechanism, missing pattern, and missing
rate. Three missing mechanisms were thoroughly introduced,
and three examples were created to assist in understanding.
Furthermore, we are the first to provide a thorough analysis
of the classification of missing patterns, and we also include
example figures to help with comprehension. We then separated
the missing rates into three groups based on the row, column, and
total dimensions of the data. Meanwhile, we offered them three
equations to show their calculation methods while introducing
them.

Second, we investigated the procedures for handling missing
data and provided a thorough introduction to the categoriza-
tion and characteristics of deletion and imputation missing ap-
proaches. There are several techniques for handling missing val-
ues, including deletion, imputation, and weight approach, where
deletion and imputation are two typical techniques. Deletion
methods reduce the amount of data and lose some information.
In contrast, imputation approaches replace missing values with
plausible values in order to retain more data, however, the values
used in these methods are not real and may be cheated. Now, a
variety of missing value imputation techniques have been pro-
posed, each with unique benefits and drawbacks, thus choosing
a suitable approach to handle missing values is so challenging.

We investigated 63 papers comparing deletion and imputa-
tion, and we analyzed experimental datasets, the main chal-
lenges of missing value analysis, and experimental performance
to evaluate the performance differences between deletion and
imputation of missing values. In order to highlight the key dis-
tinctions between these two approaches, we thoroughly reviewed
and analyzed these studies. On the basis of the experiments’
findings and conclusions, we categorized these publications into
three groups and present a detailed comparison of deletion and
imputation strategies. In this work, we notice that missing value
imputing appears to be increasingly common. The main cause
can be that, despite the fact that deleting missing values is quick
and easy, some useful information is ignored. However, in some
situations, deletion techniques might provide faster performance
while handling missing values with simplicity. We provide a
helpful information table for deletion methods as a result.

We then conducted comprehensive experiments on compar-
ing different methods for handling missing values in terms of
imputation error and the effect of classification tasks. Specifically,
we included 9 public datasets and 4 missing value imputation
methods, and 1 missing value deletion method. According to the
experimental results, we provided a simple guided decision tree
to help researchers deal with missing values.

Finally, we provide potential study topics for the future by
summarizing the current research hotspots and open challenges
for missing values. The best strategy to reduce bias is generally for
researchers to purposefully avoid missing values in their studies.
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ut when missing values inevitably occur, we should analyze
he missing mechanism, missing pattern, and missing rate of
issing values before deciding on the most appropriate action

o take to decrease the bias brought on by missing values. We
ddress drawbacks in previous review papers and offer some
ractical guidelines for processing methods of missing value in
his work. In addition, we demonstrate a variety of techniques
or assessing missing data before dealing with them, such as
isualization techniques that are beneficial for studies that come
cross missing values.
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