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This paper presents the Renewal platform and the new features it will
provide for the online evaluation of news recommender systems. The
platform is currently under development. In future organized compe-
titions, it will allow the collection of real-time feedback from users
reading news stories through a dedicated mobile application in or-
der to evaluate competing recommender systems in online settings.
We discuss the benefits over offline settings and the differences with
existing online platforms dedicated to this task. We also present the
results of a simulation allowing us to determine under which condi-
tions, notably in terms of number of users and number of evaluation
days, it is possible to organize a Renewal competition.
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News recommendation

News recommender systems aim to reduce the information
overload facing users by filtering news with regard to their
interests. News recommendation is a specific task in the area
of recommender systems because of the nature of the items of
interest (e.g. dynamic popularity, rich textual content, large
and continuously growing catalog, short lifespan (1)) and the
users’ consumption (e.g. the need for fresh news, long-term and
short-term interests (2), the importance of the context such
as the day of the week (3) and the location (4)). Less recent
items are less relevant to a recommendation, implying the
item cold-start problem, thus collaborative filtering methods
are less used than content-based filtering (5). Recently, deep
learning based methods, especially with attention layers, are
shown to outperform standard recommendation algorithms
(6, 7). Deep Reinforcement Learning was also applied to news
recommendation (8).

In the research community of recommender systems, it
is common practice to use offline experiments to evaluate
recommender systems. These experiments often involve pre-
dicting the correct ranking of candidate items according to the
recorded clicks of a set of users who have previously browsed
an online newspaper. The accuracy objective often leads the
over-personalization problem. Thus, ideally, recommendation
lists must be diverse (i.e. containing non-redundant items)
and novel with regards to the already read items (9). The
list must contains relevant and surprising news items the user
would not have discovered otherwise: this is called serendipity
(10). Used datasets are, for instance, MIND (11), Adressa (12)
and Plista (13).

However, these evaluations make strong assumptions that
do not always correlate with user satisfaction (14). First,
recorded clicks on items do not necessarily correspond to
relevance of those items in an online recommendation scenario
(15). Similarly, non-clicked items are not necessarily irrelevant
items in an online recommendation scenario (16). Second,
offline evaluation does not integrate user-system interactions:

an action of the user can change their interests and the system’s
choices (17). Thus, the assessment of the usefulness of a
system necessarily involves its online evaluation, with real
user-system interactions in order to avoid evaluation biases
of offline settings. Moreover, it has been proven that offline
efficiency does not always correlate with online performances
(18).

Not only do the majority of the authors conducting offline
evaluation use their own data as pointed out in (5) (> 80% of
reviewed papers), but also most of the online platforms are
private: Google News (19), Yahoo! News (20), Forbes (21),
swissinfo.ch (18), LePoint (22). CLEF NewsREEL (13) was
the only competition platform (from 2015 to 2017) offering
the research community the opportunity to conduct online
evaluation of their recommender systems by connecting them
to an online service. The authors intended to "close this gap
between academia and industry" (13). The major advantage
of this platform was that it allowed recommendations to be
delivered to a large number of users in real time through
several German online newspapers. This platform has led
to the publication of numerous research works on the news
recommendation task (23–25). However, it had a number
of limitations that we intend to overcome by proposing the
Renewal platform.

The Renewal platform

The limitations of NewsREEL (13) and proposed solutions
are:

• Recommendations in NewsREEL involve multiple sources
but were only performed on each newspaper independently
(recommendations could not be made cross-newspaper).
For Renewal challenges, we implemented a mobile appli-
cation where users will directly read news coming from
multiple newspaper and other online publication sources.
A beta version of the mobile application is currently in
closed testing on the Google Play Store.

• Recommendations were contextualized: news items were
displayed below the content of a news item on which the
user just clicked. In Renewal, the mobile application is a
dedicated application: the home page displays a scrollable
feed of news items that can be refreshed at the user’s will.

• In NewsREEL, most users had a short history of actions
because only browser sessions were considered. In Re-
newal, users are registered by the app (either anonymously,
or by their e-mail address when linking their account be-
tween devices). Thus recommender systems have access to
long-term interests through long-term browsing histories.



• The most used metric, the click-through rate (CTR), does
not assess whether a user has read a news item or not
(26), and less so whether the user found the item to be
of interest. In Renewal, we consider a positive relevance
feedback to be the combination of a click-through and
a scrolling time greater than a predefined threshold: we
call it the click-and-read feedback.

• With the agreement of users, we will provide contextual
information to recommender systems (e.g. location, age,
gender). We will also provide extra information such as
the full content of news items which are semantically rich,
since most of the data attached to the items in NewsREEL
are the titles of the articles, and optionally their summary.

• For positive user experience, especially in news recom-
mendation, it is important to respond to user requests in
a short period of time (26). The NewsREEL platform im-
poses a response time of 100 milliseconds (13). To avoid
this constraint, the next list of news item recommenda-
tions to a user is preloaded in their instance of the mobile
app. Moreover, we provide baseline recommender systems
which are intended to substitute for competitor systems
in the case that they fail to respond. Competitor systems
are allowed to pre-compute their recommendation lists.
This alleviates the constraint of having to respond imme-
diately at each request of users. Competitor systems can
respond in advance and may refine their recommendation
lists periodically. Finally, we do not mandate recommen-
dation systems to model every registered user which can
be resource intensive when there are a large number of
users. Instead, we assign uniformly distributed slices of
the userbase to each system and randomly re-assign them
every n days, where n is adjustable.

For continuous evaluation of competitors’ systems, we will
use the interleaving method which consists of interleaving
items from two competing systems. Then, it is only necessary
to collect click-and-read feedback to decide whether system A
recommends more relevant items than system B with methods
such as Team Draft (27). This interleaving evaluation has
proven to be more effective than the A/B testing used with
statistical measures such as the click-through rate (CTR)
(28, 29). Indeed, when using A/B testing, a user receives
recommendations from only one system at the same time. The
user’s consumption habits, the location, the day of the week,
and so on, will makes it necessary to perform a large number
of tests to counteract these context biases. On the contrary,
the interleaving method allows more than one system to share
an evaluation context. After deciding which system (A or B)
won according to users’ feedback, we’ll use an Elo-like rating
system to generate the global ranking of systems (30) that we
will display on the Renewal website in real time.

This project offers many other opportunities in the study
of the news recommendation and its issues:

• crowd-labeling (e.g. fake news detection, quality, read-
ability);

• solving the user/item cold start problem;

• recommending complementary news to the user when
they finish reading an article.

Fig. 1. Kendall’s τ coefficient as a function of the number of days elapsed. Each
graph is the average of 400 simulations. Red curves correspond to the average
±2σ and comprise 95% of the values. Vertical lines are re-assignments of users to
systems.

Predicting requirements by simulating a competition

Before organizing a competition, it is necessary to have an
idea of how many users are needed to compute a ranking
of the competitors in a reasonable time. For that purpose,
we have conducted several simulations of competitions with
different initial settings∗. Figure 1 shows results of these
simulations. We set different numbers of recommender systems
and users. All systems have a random value (between 0.2 and
0.8) which corresponds to their probability to win against a
random opponent. We did not simulate interleaving but only
the outcomes of A versus B, which can lead to A wins, B
wins, or a draw. Users are "active" users only, meaning they
read news two times a day, which generated two competing
outcomes of same systems. To assess the reliability of rankings
obtained using an Elo-like rating system, we used the Kendall’s
τ coefficient (31) which compute the correlation between the
predicted ranking and the ground truth ranking of the systems.

Results show that rankings become reliable (Kendall’s τ of
0.82) in less than 4 days in cases where we have at least 10
times more users than systems. In the worst case (100 system
and 100 users), rankings converge to the same Kendall’s τ in
40 days. This indicates that a competition remains feasible
with extremely unfavorable conditions.
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