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Abstract

Synthetic data generation via generative modeling has recently become a prominent
research field in genomics, with applications ranging from functional sequence
design to high-quality, privacy-preserving artificial in silico genomes. Following a
body of work on Artificial Genomes (AGs) created via various generative models
trained with raw genomic input, we propose a conceptually different approach
to address the issues of scalability and complexity of genomic data generation in
very high dimensions. Our method combines dimensionality reduction, achieved
by Principal Component Analysis (PCA), and a Generative Adversarial Network
(GAN) learning in this reduced space. We compare the quality of AGs gener-
ated by our approach with AGs generated by the established models and report
improvements on capturing population structure and linkage disequilibrium.

1 Introduction

Growing advances in DNA sequencing have spurred a data surge, elevating machine learning’s
importance in genomics [1H3]. However, a substantial amount of these data, held by companies,
institutions or governmental agencies, are tied to privacy concerns impeding their accessibility. As of
today, the unsupervised training of generative models on genomes aims at enhancing visualization
by revealing fine-scale population structure [4H6]], or generating synthetic data [7H12]. These
generated synthetic genomes, or artificial genomes (AGs), can potentially become privacy-preserving
alternatives to real biobanks, which could be used as reference panels for genome-wide association
studies (GWAS), local ancestry inference methods or other downstream tasks such as imputation or
selection scans [[7]]. In this context, Yelmen et al. [9] successfully tackled the challenging problem of
generating very high dimensional genetic data despite small sample sizes by developing sophisticated
GAN:S, Restricted Boltzmann Machines (RBMs) and Variational autoencoders (VAEs). Unlike fully
connected architectures, the proposed scheme of convolving along the genomic sequences combined
with location-specific variables is computationally feasible [5, 9], yet it still poses challenges due to
high dimensions and the intrinsic complexity of whole genome sequences. These difficulties drive
the need to seek alternative methods for larger genome-wide frameworks.

Fully-connected architectures are not affordable for direct application to large-scale genetic data: for
instance, a simple model consisting of just one dense linear layer with n = 1000 latent variables and
dealing with genetic sequences of L single nucleotide polymorphisms (SNPs), with L potentially of
the order of millions (e.g., L = 1M), would have L x n = 1B parameters. Thus, in order to be able
to consider dense linear layers, and to make the learning process possibly easier, one needs to reduce
the dimensions, to boil the important information down to a smaller space.
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To address the high-dimensional generative task, we thus propose to project the genetic data into a
lower-dimensional subspace through dimension reduction, and to train a GAN within this reduced
space. Principal Component Analysis (PCA) was preferred for its easy and faithful reconstruction
from Principal Component (PC) space to data space, unlike t-SNE and UMAP, which either lack
invertibility or result in poor reconstruction. Furthermore, PCA is nonparametric and used widely
in population genetics studies, since genomic variation based on ancestry is well represented in
PC space [13H21]]. While autoencoders are also of interest to us, they are heavily parameterized,
leading to long training times, and require careful regularization adjustments. Regarding PCA, in the
principal subspace, each new dimension being a linear combination of the input features, the notion
of locality within the sequence disappears, making dense layers or attention layers ideal candidates
for the generative network architecture. Although PCA is linear, the generator output is not, as the
GAN can learn non-linearities.

In this study, we introduce two latent generative modeling methods, a PCA Wasserstein GAN with
gradient penalty (PCA-WGAN) and a chained alternative designed to preserve local information
(FIG.[2). Both approaches leverage dimension reduction for high dimensional generative modeling.
We then showcase the usefulness of our approaches on The 1000 Genomes Project Consortium [22]
genetic dataset encompassing diverse human populations spread worldwide.

2 Materials and Methods

2.1 Overview

Quality assessment

D i >
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Figure 1: Overview of the general method.

Our general approach consists in (i) reducing the training dataset dimensions through principal
component analysis; (ii) training a WGAN on these PC scores; (iii) generating synthetic PC scores by
sampling the generator; (iv) inverse-transforming these scores back to synthetic genome samples; (v)
assessing the quality of the artificial genomes using multiple descriptive population genetics statistics
(FIG.[T).

2.2 Dataset description

The 1000 Genomes project is a database gathering human genome data obtained by sampling
individuals from populations spread worldwide. The purpose of this consortium was to provide a
diverse set of genetic data; it contains 26 populations, with a number of samples for each population
ranging from one to roughly a hundred. The dataset used in this study was curated by Yelmen
et al. [9]. It consists of 2504 individuals corresponding to 5008 phased haplotypes (i.e. for each
individual there is one haplotype coming from the mother and one from the father), and contains
65,535 contiguous SNPs spanning chr1:534247-81813279 (i.e. ~80 Mega base pairs), within the
Omni 2.5 genotyping array framework. The data is formatted in the following way: rows are phased
haplotypes; columns are positions of alleles represented by 0 when the corresponding nucleotide
is identical with respect to the one in the reference genome (GRCh37) and 1 when it is point-wise
mutated. Hence the dataset is represented as a binary matrix.

2.3 PCA-WGAN

A Generative Adversarial Network (GAN) comprises two competing neural networks, the discrimina-
tor and the generator. The discriminator learns to dissociate real data from synthetic one, while the
generator aims at fooling the discriminator in a way that it fails at this classification task. Vanilla
GANSs face several problems such as mode collapse, training instability, vanishing gradients, and
sensitivity to hyperparameters [23|24]. To account for these challenges, we used a Wasserstein GAN



[23] with gradient penalty [24] (WGAN-GP) implemented in pytorch [25]. Whereas the discriminator
of a vanilla GAN produces a probability of being fake or real, the critic of a WGAN produces an
unbounded “realness” score for fake and real samples. The loss of a WGAN-GP, based on the
estimation of the Earth Mover’s distance by the critic of two distributions on a batch of samples, is as
follows :

Bz Pyerses [C(2)] = Eonrea [C(2)] + ABzep, [(IV2C(2)]| - 1)7]
st. 2=tZ4+(1—t)z and ¢~ UJ0,1],

where C' is the critic; Z (resp. z) is a sample from the generator modeled distribution Pgenerated
(resp. from the data distribution P, ). The gradient penalty term, evaluated at a point 2 interpolated
between a real and a fake point, is scaled by a constant factor A and constrains the critic’s gradient to
be close to 1; and UJ0, 1] is the uniform distribution on [0, 1], yielding a distribution P; over 2.

The PCA-WGAN workflow involves an initial PCA on a binary matrix (5008 samples, 65K SNPs,
see[2.2)), retaining 4507 components (90% PCs, see section & , and a generative learning
process in that PC space (FIG. ). To generate new fake binary SNP data, we sample points in the
space learned by the GAN (modeling the PC space), then perform PCA inverse transformation using
eigenvectors from real data PCA, followed by a binarization step based on a threshold of 0.5 (see
[S1.2]for more details).

24 Glocal-PCA-WGAN: Chaining multiple local PCA-WGAN

We designed an improvement of PCA-WGAN, called Glocal-PCA-WGAN. To circumvent difficulties
arising from performing dimension reduction in the %‘L‘“‘l“ > 1 regime, our approach segments the
samples

SNP matrix into K multiple blocks. The procedure goes as follows: we split the SNP matrix into
three successive blocks of equal number of SNPs and apply PCA to each block (i.e. each genomic
region) independently of each other (colored blocks labeled 1, 2 and 3 in FIG.2B) so as to preserve
local information. In this architecture, there are multiple local critics and one global critic. Each
local critic aims to capture the local information of its assigned block, while the global critic should
recover the relations between the blocks. The WGAN-GP is trained in the space of the concatenated
PCA projections. Once the training is done, we sample the generator, split the generated PC scores
into three parts and inverse transform each chunk with the corresponding PCA (see[S1.3|for more
details).

Constraints on the choice of block number K. Increasing K leads to higher chances of breaking
LD. If K is too large, then the blocks have less features than samples, leading to no reduction at all
(i.e., the output size of the generator & input size of critic will be 65K). If K is too small then we are
compressing too many SNPs into Ngumples dimensions, and for small K, we should not keep all PCs,
otherwise the global discriminator will take as input a vector of size K X Ngamples- All in all, we want
K to be small but not so much so that PCA blocks still capture local information, hence we chose
K = 3 to keep the balance between reasonable parameter size and retaining a number of PCs that
still lead to a nearly optimal reconstruction error.

3 Results

3.1 Principal components space is fertile ground for learning

We perform various pre-hoc training experiments to decide how many dimensions we should keep
when performing PCA and to gauge the errors caused by reconstruction. These experiments are
performed considering a separate test dataset consisting of real genomes as the best-case generation
outcome.

Will learning in PC space work? Specifically, we aim to determine whether the data generated
in PC space can be reliably mapped back to the original space, assuming the generation step was
successful. To check this, we randomly partition the dataset into a train and a test set. Both sets
follow the same distribution; in particular, the same modes appear in both, and they have similar
densities. The test set acts as the perfect case where an ideal generative model completely captures
the target distribution. Hence, a test set should give us hints on the expected behavior of properly
generated data after reconstruction.
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Figure 2: PCA-WGAN architectures. A. PCA-WGAN. The 5008 samples by 65535 SNP matrix
is reduced via PCA to a 5008 samples by 4507 dimensions (90% PCs) matrix of PC scores. The
WGAN learns in the PC space. Once the training is finished, the generated PC scores are mapped
back to the data space via PCA inverse transform. B. Glocal-PCA-WGAN. The SNP matrix is split
into even-sized chunks, to which PCA is independently applied. Each local critic is fed with a single
PCA chunk (colored block labeled 1, 2, or 3) and a generated PC scores chunk (colored block labeled
1, 2, or 3), while the global critic is fed with the concatenated PCA projections and generated PC
scores (i.e. all colored blocks).

We consider the following protocol that does not rely on generated samples. First, we split randomly
the dataset (Ngamples = 5008) into a train and a test set of equal size and perform a PCA on the
training set, varying the number of kept components. Then, we project the test set onto the principal
subspace derived from the training set (centered beforehand). Finally, we reconstruct the projected
test set back into the original space and binarize it. Binarization is obtained through quantization
with a threshold set to 0.5. We compute the mean reconstruction error of the binarized reconstructed
test set with respect to the initial test set. The reconstruction error for one sample in the data space is
defined as

L

1 i %

el § : — XL

L | reconstructed test test»
=1

where L is the number of SNPs, X% and X7 . € {0,1}. The reconstruction error for the
training set is zero when keeping 100% of the PCs (FIG@.a), i.e. there is no loss of information,
but is equal to 0.06 in average for the test set. Decreasing the number of retained PCs reduces the
gap between the train and test errors, indicating limited overfitting when few components are kept.
However, because the test reconstruction error is at its minimum when keeping all components, we

apply this final procedure for all remaining analyses.

Keeping all PCs, the averaged error for the binarized reconstructed test set is around 6%. To put
this value into context, we computed the distribution of genetic distance separating two individuals
(measured via Hamming distance, FIG. 3}¢). Note that the reconstruction error applied to binary data
is exactly the Hamming distance normalized by the sequence length, allowing direct comparisons.
We find that the test reconstruction error (6%) is way below the minimal genetic distance in the
considered dataset (13200, corresponding to ~ 20% of errors along the SNP sequence), indicating
that the error caused by reconstruction is smaller than the distance between the closest individuals.

We refined this analysis at the individual level by investigating, for each reconstructed point, whether
its nearest neighbor is the source point (desired behavior) or another individual of the test set (FIG.
Bld-e). Specifically, we compared the (Hamming) distance A (between a source point in the test set
and its reconstructed point) to the distance B (between the reconstructed source point and its nearest
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Figure 3: PCA reconstruction analyses. a) Reconstruction error as a function of the number of
components retained when applying PCA to the training set. The reconstruction error is plotted after
reconstructing the training set (red), and after projecting the test set onto the eigensubspace of the
training set and reconstructing it (blue). b) Histogram of the reconstruction error for the reconstructed
test set, keeping all components, colored by superpopulation labels. The superpopulation labels
correspond to: AMR: American ancestry, EUR,AFR: European and African ancestry, EUR: European
ancestry, AFR: African ancestry, EAS: East Asian ancestry, SAS: South Asian ancestry. ¢) Hamming
distance within the test set. d) How much does reconstruction move data points? e) Distribution of
the ratio of the distance A between a source point and its reconstruction, by the distance B between
the reconstructed source point and its nearest neighbor in the test set minus the source point.

neighbor in the test set excluding the source point). If B < A then the reconstruction step locally
distorts the data, i.e., the neighborhood of a point in the test set is not preserved in the reconstructed
test set, which would discourage to learn the generative model in the PC space. We found that this
is not the case (FIG.|3|d), as the distribution of the ratio % is considerably lower than 1 (left hand
side of dotted vertical line), with a max value equal to 0.82. This further demonstrates that the local

structure is not disrupted via reconstruction.

Why is the distribution of the reconstruction error bimodal? We observe that samples with a
higher reconstruction error are of African ancestry while samples from the rest of the world are mixed
in the first mode (FIG.[3|b). This is likely due to the known higher genetic diversity present on this
continent (explainable by human past demographic history) [26-28]].

Are the low variance principal axes relevant when studying the test set? Are they better than
random directions? To answer this question, we selected ncomp principal axes and constructed the re-
maining 2504 — ncemp dimensions as random directions, by sampling Gaussian vectors AV (0, I) with
k = 65535 and orthonormalizing them to the current basis and to themselves using the Gram—Schmidt
algorithm [29]. From FIG. |S_T|, we observe that adding random directions to the ncomp first principal
axes does decrease the reconstruction error, as expected since there is more information when consid-
ering more directions, i.e. when the projection space gets larger. However, adding the next principal



axes instead of random directions decreases the reconstruction error much faster. This confirms that
the low variance principal axes contain relevant information for the reconstruction step.

3.2 Quality assessment of the synthetic data
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Figure 4: Population genetics summary statistics. a) The real and the synthetic data are concate-
nated into a single dataset, to which PCA is applied. The 1D Wasserstein distance is computed on
each PCs. Real data is the grey curve, WGAN from [9]] in blue, RBM from [9]] in red, PCA-WGAN
in light purple, Glocal-PCA-WGAN in dark purple. The density plot of real data for the first six
PCs is detailed in first column of FIG{S3] b) LD decay approximation. ¢) Three-points correlation
separated by a varying amount of SNPs. d) 2D Histogram of the allelic frequencies in real data
(x-axis) and in AGs produced by the models.

Yelmen et al. [7] evaluated the quality of generated data, based on a set of summary statistics coming
from population genetics. We present here a subset of these metrics on the synthetic 65K SNPs data
generated by PCA-WGAN and Glocal-PCA-WGAN, and compare it to previous WGAN and RBM
models which learn directly in the genetic space [9].

Real data exhibits a strong population structure pattern captured by PC1 to PC4 (FIG.[d}a), which is
effectively replicated in AGs from all models, as can be seen through the 1D Wasserstein distance
between the real and AG projections. Overall the error curve for PCA-WGAN is always below that of
the RBM except for PC5, where the model is generating a concentrated density on that PC, causing an
increased Wasserstein distance. This concentration issue could potentially be resolved by multiplying
the corresponding PC scores by the inverse empirical shrinkage factor [30].

The linkage disequilibrium (LD) curve shows how the correlation between pairs of SNPs decreases
as a function of their physical distance (FIG.[d}b). PCA-WGAN reproduces these statistics better
than all the other models, i.e., the LD curve is the closest to the real curve, notably for short-range
interactions. The lower LD observed for Glocal-PCA-WGAN is likely due to the uniform splitting of
the SNP matrix (yielding blocks with the same number of SNPs). A potential future improvement in
this regard is to partition into regions that preserve LD blocks [31]] (e.g., by splitting at recombination
hotspots).

A three-point correlation statistics is computed for SNP triplets separated by 1, 4, 16, 64, 256,
512, 1024 and a random number of SNPs respectively (FIG. @c). While PCA-WGAN has lower
correlations than RBM model in Yelmen et al. [9], it remains close to the convolutional WGAN
model, and demonstrates similar results to both models in the challenging scenario involving SNP



triplets separated by random distances. Multiple local critics (Glocal-PCA-WGAN) improve this
statistic for all SNP distances and even marginally surpasses WGAN and RBM benchmark models
for SNPs separated by random distances.

The synthetic datasets follow overall the same trends as the real one, in terms of allelic frequencies
(FIG.[}d). For frequencies < 0.2, the correlation score between real and AGs ranges from 0.94 to
0.98. Nonetheless, PCA-WGAN fixes many alleles (20515 ~ 31% of the sites; 12487 for Glocal-
PCA-WGAN; 2672 for WGAN; 47 for RBM; 8 in real), especially the ones that were rare in the
original dataset, similar to previous findings [[7} [9].

3.3 Performance comparison

Table 1: Training GPU & runtime comparison between models for 65K SNP dataset

PCA-WGAN  Glocal-PCA-WGAN CRBM convWGAN
Params 74M 140M 130M 16M
GPUs 1-A100-40GB 1-A100-40GB >1-RTX3090-24GB  1-A100-40GB
Wall clock 20 hours 2 days 13%10 hours (in //) 6-8 days

We compare training compute resources between different models (Table[T)), as well as the number
of parameters as a function of sequence length (FIGS2Z). The CRBM in [9] consists in 13 RBMs
with 10M parameters each, where each RBM is trained during ~ 10 hours (wall clock time). The
training time of the whole set of RBMs depends on the number of available GPUs, and can benefit
from parallelization (//).

4 Discussion and conclusion

This study tackles scaling generative models for high-dimensional SNP data with PCA-WGAN
and a derivative model, and assesses AG quality through population genetics summary statistics.
To our knowledge, while dimension reduction is routinely used as a ML preprocessing step, its
application in generative modeling for genomics is unexplored, making our reduced-space genomic
data generation simple and innovative. Moreover, no other studies benchmarked their models on
a very high dimensional tabular dataset, except for models in [9] and the models presented in this
current work. For example, Dang et al. [10] demonstrates good performances for the 805 SNPs
dataset [7,132] but weaker ones for 10K SNPs, while Zhang et al. [11] demonstrates performances
comparable to [9] for 10K SNPs but did not scale up to 65K SNPs. Despite PCA-WGAN having a
drawback in allelic frequencies, it achieves results comparable to recent advances [[7, 9] and even
captures two-point SNP correlations (LD) better. On the other hand, Glocal-PCA-WGAN improves
the allele fixing issue since it applies PCA on shorter sequences, but produces worse results in terms
of LD. This could potentially be improved by finding optimal splits for blocks with respect to LD
[31]. Furthermore, Glocal-PCA-WGAN could scale to longer SNP sequences. As we showed that
PCA-WGAN on 65K SNPs offered competitive results, we could envision a Glocal-PCA-WGAN
processing 3x 65K SNPs. Keeping 40% of PCs for each block would lead to the same parameter size
as in the current Glocal-PCA-WGAN for 65K SNPs (S1.3). Our newly created AGs should prove
useful to a vast range of genomic analyses that do not require rare variants and filter out alleles under
the 5% frequency threshold.

Overall, PCA-WGAN is a promising novel methodology which combines simple dimensionality
reduction and generative modeling to produce diverse and longer artificial genomes, making it a
potentially valuable tool for enhancing genome-wide analyses with synthetic data, especially when
access to real datasets is limited.
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S1 Supplementary Material

S1.1 Reconstruction with PCs augmented by random axes

Project Test onto PCA_train & reconstruct & binarize, fill remaining axis with random directions
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Figure S1: PCA reconstruction analyses with random orthonormal axes. The reconstruction error
is computed for two procedures: (1) PCA is applied on the training data while varying the number
of kept axes (x-axis), the test data is then projected onto the resulting eigensubspace, reconstructed
and binarized (blue); (2) PCA is applied on the training data while varying the number of kept axes
(x-axis), the remaining axes are filled with random gaussian vectors that are orthonormalized to the
kept PCA eigenvectors and to themselves via Gram-Schmidt algorithm, the test data is then projected
onto the resulting eigensubspace, reconstructed and binarized (indigo). Adding random directions
decreases the reconstruction error, but not as much as considering remaining PCA modes instead.

S1.2 Implementation details of PCA-WGAN

Remarking that the reconstruction error is low enough and reasonably similar when more than 50%
of the axes are kept for PCA (FIG[3), we decided not to keep all the PCs due to parameter size
complexity. PCA is applied keeping 90% of the components, i.e. 4507 PCs.

The fully-connected architecture of the generator is the following :

* input layer : 5408 neurons

* 1st hidden layer: 5150 neurons

* BatchNorm1D

» LeakyReLU with negative slope of 0.01
* 2nd hidden layer: 4828 neurons

* BatchNorm1D

» LeakyReLU with negative slope of 0.01

* last layer: 4507 neurons
The fully-connected architecture of the critic is the following :

* input layer : 4507 neurons
¢ 1st hidden layer: 2253 neurons
» LeakyReLU with negative slope of 0.01
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* 2nd hidden layer: 1502 neurons
* LeakyReLU with negative slope of 0.01

e last layer: 1 neuron

For both neural networks the optimizer is RMSprop with weight decay=1e-4. The learning rate for
the generator (resp. critic) is 0.0001 (resp. 0.0008). The PCA-WGAN was trained for 1300 epochs.
The batch size was set to 32. The noise fed to the generator is a multivariate normal vector with mean
0 and unit variance.

The generator takes input noise of at least the same size as the number of variables of the target
distribution and outputs vectors of dimension the number of PCs. The intuition behind this is that it is
rather tedious to fill a volume (hypothetical target distribution) with a curve (over-simplified input
noise) (see Peano’s space-filling curve). The critic takes as input a vector of 4507 dimensions, which
is either generated (2), or the projection of a real sample onto the eigensubspace (z) and outputs a
"realness" score.

The critic minimizes

Ezbyenerarea C(2)] = Eanb, o [C(2)] + ABzp. [(|V:C ()] - 1)°]
st. 2=tZ+ (1 —t)zandt ~ U[0,1],

while the generator maximizes

EENPgenemted [C(é)]

S1.3 Implementation details of Glocal-PCA-WGAN

The SNP matrix is evenly split (along the SNPs) into K parts. Since this approach makes the number
of parameters of the model scale with the number of blocks, K was chosen to be small (= 3). As
before, remarking that the reconstruction error is low enough and reasonably similar around 50%
of kept PCA axes (FIG.[3), we decided not to keep all the PCs due to parameter size complexity.
We thus retain 2000 principal components (i.e. 40% of PCs) per block amounting to ~90% of the
explained variance for each.

The generator takes as input noise of dimension 6000 and output vectors of dimension 6000. In this
model, there are as many local critics as there are blocks, plus a global critic. Each local critic aims to
capture the local information of its assigned block while the global critic should capture the relations
between the blocks. The global critic takes as input either the concatenated projections (1,2,3) or the
generated data (1,2,3) and outputs a “realness” score. Each local critic takes as input the projection
of a block onto its principal subspace truncated to 2000 dimensions, or the corresponding block of
generated samples, and also outputs a “realness” score. Each local critic ¢ minimizes the Wasserstein
loss restricted to its block. The global critic minimizes the Wasserstein loss restricted over the
concatenated samples. The generator maximizes the outputs of the local critics on their assigned
blocks (by splitting the generated PC scores) and maximizes the output of the global critic.

It was trained with the same set of hyperparameter values as for PCA-WGAN with a number of
epochs set to 1100. For the generator, the number of neurons remains constant throughout the layers.

S1.4 Parameter size comparison
For PCA-WGAN, the model has parameter size equal to (FIG.[S2):

¢ 73M for 10K SNPs
e 73M for 65K SNPs
¢ 73M for IM SNPs

For CRBM [9]], the model has parameter size equal to :

* 10M for 10K SNPs

11



1023 I PCA-WGAN
s CRBM
1 I convWGAN I
10 s FC-WGAN
u [ Glocal-PCA-WGAN (40% Comp)
9 1077 mmm Glocal-PCA-WGAN (8% Comp) I
©»
E 1010 4
© |
n;i 109_ l I l
108 4 i i III III IIII
107_
106_. - -

10K 65K 1M (theoretical)
Sequence length

Figure S2: Complexity & scalability. Parameter size of the models as a function of sequence length.
All models for sequence length of 1M SNPs are theoretical as they were not tested. The CRBM [9]
consists in 13 RBMs having 10M parameters each. The training time of the whole set of RBMs
depends on the number of available GPUs. As they can be trained in parallel or in sequence, the
complexity is more a matter of time rather than parameter size.

¢ 130M for 65K SNPs
¢ 2.08B for 1M SNPs

For convWGAN [9], the model has parameter size equal to :

¢ 9.5M for 10K SNPs

¢ 16.6M for 65K SNPs

¢ 39.3M for 1M SNPs
For a theoretical WGAN with fully connected architecture (FC-WGAN), the model would have a
parameter size equal to :

¢ 366.7M for 10K SNPs

¢ 15.7B for 65K SNPs

¢ 4T for IM SNPs

For a Glocal-PCA-WGAN, the model have a parameter size equal to :

* 140M keeping 40% of PCs for 65K SNPs
* 3.8B keeping 40% of PCs and 140M keeping 8% of PCs for IM SNPs and K = 16 so that
the SNP blocks are of sizes 65535.

We would like to stress out that for a sequence of 1M SNPs, the implementation of the models and
their training was not carried out, and is thus purely theoretical. Extrapolating the architecture to
higher sequence length does not guarantee a successful convergence during training.
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S1.5 Population genetics summary statistics
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Figure S3: Density plot of combined real and artificial genome datasets for the first six PCs.
Density increases from red to blue.
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