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Algorithm xxx: Evaluating a Boolean Polynomial on All
Possible Inputs
CHARLES BOUILLAGUET, Sorbonne Université, CNRS, LIP6, F-75005 Paris, France

Evaluating a Boolean polynomial on all possible inputs (i.e. building the truth table of the corresponding

Boolean function) is a simple computational problem that sometimes appears inside broader applications,

for instance in cryptanalysis or in the implementation of more sophisticated algorithms to solve Boolean

polynomial systems.

Two techniques share the crown to perform this task : the “Fast Exhaustive Search” (FES) algorithm from

2010 (which is based on Gray Codes) and the space-efficient Moebius transform from 2021 (which is reminiscent

of the FFT). Both require O(𝑑2𝑛) operations for a degree-𝑑 Boolean polynomial on 𝑛 variables and operate

mostly in-place, but have other slightly different characteristics. They both provide an efficient iterator over

the full truth table.

This article describes BeanPolE (BoolEAN POLynomial Evaluation), a concise and flexible C library that

implements both algorithms, as well as many other functions to deal with Boolean multivariate polynomials

in dense representation.

CCS Concepts: • Mathematics of computing→ Mathematical software; • Computing methodologies→
Representation of polynomials; Boolean algebra algorithms.

Additional Key Words and Phrases: Boolean polynomials, exhaustive search, Moebius transform, software

implementation
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1 INTRODUCTION
We consider the problem of efficiently evaluating a Boolean polynomial, given by its coefficients,

on all possible values of the input variables. This provides a way to build the truth table of the

corresponding Boolean function. Any Boolean function

𝑓 : {0, 1}𝑛 → {0, 1}
(𝑥0, . . . , 𝑥𝑛−1) ↦→ 𝑓 (𝑥0, . . . , 𝑥𝑛−1)

on 𝑛 variables can be completely described by providing its truth table, namely the array of 2
𝑛
bits

that contain its value on each of the possible values of the 𝑛 input variables.

Low-degree Boolean polynomials admit a much more compact representation. For instance, a

Boolean quadratic polynomial

𝑓 (𝑥0, . . . , 𝑥𝑛−1) =
𝑛−1∑︁
𝑖=0

𝑛−1∑︁
𝑗=𝑖+1

𝑎𝑖 𝑗𝑥𝑖𝑥 𝑗 +
𝑛−1∑︁
𝑖=0

𝑏𝑖𝑥𝑖 + 𝑐
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is entirely described by the values of its 𝑛(𝑛 + 1)/2 + 1 coefficients. In general, a degree-𝑑 Boolean

polynomial has O(𝑛𝑑 ) coefficients. As such, low-degree Boolean polynomials are easier to manipu-

late than generic Boolean functions, even with a high number of variables.

Our focus is on the case of dense Boolean polynomials with a potentially high number of varia-

bles (𝑛) but a relatively low degree (𝑑). Typical sizes that can be practically relevant are 𝑛 ≈ 80 and

𝑑 = 5. A Boolean polynomial of this size can be represented in about 3MB in memory, yet storing

its full truth table would require 2
80
bits, and that is strictly impossible.

This article describes the BeanPolE library (BoolEAN POLynomial Evaluation), that offers a

toolbox to deal with such Boolean polynomials. It is written in plain C for maximum portability.

Besides a handful of useful low-level functions to manipulate dense multivariate Boolean polyno-

mials, it implements two different algorithms to visit all entries of the truth table of a degree-𝑑

polynomial 𝑓 in 𝑛 variables given by its coefficients. In other terms, it offers efficient ways to iterate

over pairs (𝑥, 𝑓 (𝑥)) for all bit strings 𝑥 ∈ {0, 1}𝑛 . These two procedures are not only efficient but

quite frugal: they require only O(𝑛) words of extra memory in addition to the space needed to

store the input polynomial 𝑓 .

The first of these procedures is a slight variation of the “Fast Exhaustive Search” (FES) algo-

rithm [BCC
+
10]. The second is a slight variation of the “Space-EfficientMoebius Transform” [Din21a].

Both require O(𝑑2𝑛) operations to enumerate the full truth table of a degree-𝑑 polynomial in 𝑛

variables (2
𝑛
is an obvious lower-bound on the running-time, as it is the size of the output). Three

main applications of these algorithms are known to the author:

(1) Solving systems of Boolean polynomial equations by exhaustive search. The FES algo-

rithm was designed for this purpose. This NP-complete problem is practically relevant

because the security of several digital signature schemes rely on the assumption that it is

intractable [CHR
+
16, DS05, CFMR

+
17, BP17]. One of these schemes was practically broken

by a cryptographic attack that reduced the problem to a smaller subsystem; it could be then

be solved using the FES algorithm [DDVY21].

(2) Use as a sub-component inside more sophisticated Boolean solvers. Many improved algorithm

have been proposed to solve systems of Boolean polynomial equations (mostly of degree

two) [BFSS13, LPT
+
17, JV17, BKW19, Din21b, Din21a, BDT22]. All of them combine exhaus-

tive search with other techniques. Specifically, they need to either completely evaluate some

polynomials over all possible inputs, or to partially evaluate them (i.e. obtain x ↦→ 𝑓 (x, y) for
all possible values of the variables in y).

(3) Direct computation of the truth table. This is required for instance in some cryptographic

attacks against symmetric primitives. A relevant example is provided by the recent and

practical attack of [BDL
+
21] against the GPRS Encryption Algorithms GEA-1 and GEA-2,

used in “2G cellphones”. This repeatedly builds the truth table of several degree-4 polynomials

in 33 variables. Other examples include [DS11] (degree-6 polynomials on 32 variables) and

[DRS20] (degree-4 polynomials on ≈ 128 variables).

2 RELATED SOFTWARE PACKAGES
To the best of our knowledge, there is no software library devoted to the manipulation of dense

Boolean Polynomials.

There are software libraries devoted to the analysis of (arbitrary) Boolean functions such as

VBF [ACZ16]. It allows in particular the conversion of the Algebraic Normal Form of a Boolean

function (its representation by the coefficients of a polynomial) into the truth table and vice-versa.

These libraries are usually limited to a small number of variables, if only because the truth table has
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to fit entirely in memory. Their typical use case is 𝑛 = 8 variables, which matches sizes commonly

used in cryptographic constructions.

TheMQSoft library [FPR19] implements several operations over F2𝑛 that are required for the

implementation of some “post-quantum” digital signature schemes bases on the hardness of solving

systems of Boolean polynomial equations. In particular, it implements an efficient procedure to

evaluate a collection of quadratic Boolean polynomials on a single arbitrary input. This is designed

to handle a few hundred variables.

TheGF2X library [BGTZ08] manipulates univariate polynomials over F2, in dense representation

(one bit per coefficient). It implements asymptotically fast multiplication algorithms in particular.

The PolyBori library [BD09] is devoted to the algebraic manipulation of sparse Boolean polynomi-

als in a large number of variables. It is used for this purpose inside the SageMath computer algebra

system [The23]. PolyBori is also used as a foundation in some Boolean solvers such as [ZZL
+
21].

The FES algorithm was implemented several times by the author with the objective of maximum

speed. The libfes-lite1 library is the latest iteration. It is restricted to quadratic Boolean systems

(the most relevant case in cryptology). In terms of usability, it provides a standalone multi-threaded

program that reads a Boolean polynomial system from a text file in a simple format and prints its

solutions. It is the fastest CPU-only implementation of exhaustive search for Boolean quadratic

polynomials at the time of this writing. However, because it is restricted to quadratic polynomials

only, it is not suited to most of the applications discussed in the introduction.

It must be noted that although exhaustive search used to be the most practical method to

solve unstructured (random) dense Boolean polynomial systems, that is no longer the case. The

“Crossbred” algorithm [JV17], combining exhaustive search and algebraic techniques, has been

demonstrated to be significantly faster in practice. It requires the evaluation of a large number

of Boolean polynomials on all possible inputs and therefore can be implemented on top of the

algorithms presented in this article.

The BeanPolE library does not aim for maximum speed, but for simplicity, flexibility and ease of

reuse in more complex software packages.

3 PRELIMINARIES
In the sequel, we will often omit the word “Boolean”. Polynomials, monomials, variables, etc. are

all Boolean. Given an array A, we occasionally use the “slice notation” A[𝑖 : 𝑗], as found in Python,
to denote the sub-array A[𝑖], A[𝑖 + 1], . . . , A[ 𝑗 − 1].

3.1 Bit strings and Integers
Bit strings are elements of {0, 1}∗. The 𝑖-th symbol of a bit string 𝑎 is denoted as 𝑎𝑖 . We simply

denote by 𝑎𝑏 the concatenation of two bit strings 𝑎 and 𝑏. Similarly, if 𝑎 is a bit string, we write

𝑎𝑘 = 𝑎𝑎𝑎 . . . 𝑎 where 𝑎 is repeated 𝑘 times.

Any non-negative integer can be written in base two as 𝑖 = (. . . 𝑎3𝑎2𝑎1𝑎0)2 =
∑

𝑘 𝑎𝑘2
𝑘
, where

𝑎 is a bit string. Therefore we often identify bit strings and integers. The right shift operator is

defined by 𝑖 ≫ 𝑘 = ⌊𝑖/2𝑘⌋. Clearly, if 𝑖 = (. . . 𝑎2𝑎1𝑎0)2, then 𝑖 ≫ 𝑘 = (. . . 𝑎𝑘+2𝑎𝑘+1𝑎𝑘 )2. In the same

vein, the left-shift operator is defined by 𝑖 ≪ 𝑘 = 𝑖2𝑘 =
(
. . . 𝑎2𝑎1𝑎00

𝑘
)
2
.

We denote by 𝐸𝑖 the 𝑛-bit string which is zero everywhere except on the 𝑖-th coordinate — the

value of 𝑛 is usually clearly given by the context. Note that (𝐸𝑖 )2 represents the integer 2𝑖 . The
sequence (𝐸0, 𝐸1, . . . , 𝐸𝑛−2) forms the canonical basis of the vector space F2

𝑛
.

We denote by ⊕ the exclusive-or operation (XOR) applied indistinctively to integers and to bit

strings. This is also the addition in the field with two elements or in vector spaces over F2. We

1
https://gitlab.lip6.fr/almasty/libfes-lite
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use − to denote the usual subtraction over Z and ⊟ to denote saturating subtraction: if 𝑎 ≥ 𝑏, then
𝑎 ⊟ 𝑏 = 𝑎 − 𝑏, otherwise 𝑎 ⊟ 𝑏 = 0.

Let 𝜌 (𝑖) denote the greatest integer 𝑘 such that 2
𝑘
divides 𝑖 , with 𝜌 (0) = +∞. This is also known

as the “ruler function” or the 2-adic valuation of 𝑖 . This locates the rightmost “1” bit in the binary

representation of the integer 𝑖 . We will later need the following

Lemma 3.1. For all integers 𝑖 , we have: 𝑖 ⊕ (𝑖 + 1) = 2
𝜌 (𝑖+1)+1 − 1.

Proof. Take an integer 𝑖 and write it in binary as 𝑖 = (𝑥01𝑎)
2
for some bit string 𝑥 and some

integer 𝑎 ≥ 0. Incrementing 𝑖 clears the least significant run of ones and we get that 𝑖 + 1 = (𝑥10𝑎)
2
.

This shows in passing that 𝑎 is simply 𝜌 (𝑖 + 1). It follows that 𝑖 ⊕ (𝑖 + 1) =
(
1
𝑎+1)

2
, hence the

announced result. □

Finally, define the “generalized” function 𝜌∗ : (. . . 𝑎2𝑎1𝑎0)2 ↦→ { 𝑗 ∈ N : 𝑎 𝑗 = 1}. This tracks the
location of all “1” bits in the binary representation of its argument. For instance, 42 = (101010)2,
therefore 𝜌∗ (42) = {1, 3, 5}. Also, 1337 = (10100111001)2, and 𝜌∗ (1337) = {0, 3, 4, 5, 8, 10}. It follows
that 𝜌 (𝑖) = min 𝜌∗ (𝑖). Also define 𝜌𝑖 (𝑥) to be the 𝑖-th smallest element of 𝜌∗ (𝑥) — this is the

position of the 𝑖-th rightmost “1” bit in 𝑥 . This means that 𝜌 (𝑥) = 𝜌1 (𝑥).

3.2 Boolean Monomials and Boolean Polynomials
The ring of Boolean polynomials in 𝑛 variables 𝑥 = (𝑥0, . . . , 𝑥𝑛−1), hereafter denoted by R, is
the quotient of the polynomial ring F2 [𝑥0, . . . , 𝑥𝑛−1] by the ideal spanned by the so-called “field

equations”

〈
𝑥2
0
− 𝑥0, . . . , 𝑥2𝑛−1 − 𝑥𝑛−1

〉
. Therefore, if 𝑓 is a Boolean polynomial, then the exponent

of any variable in all monomials is either 0 or 1. Note that we use the symbol + to denote addition

in R.
A Boolean monomial 𝑥0

𝑒0𝑥1
𝑒1 . . . 𝑥𝑛−1𝑒𝑛−1 is completely described by the bit string 𝑒0 . . . 𝑒𝑛−1 (the

“exponent vector”). It is also completely determined by the set {0 ≤ 𝑖 < 𝑛 : 𝑒𝑖 = 1}. Therefore, we
happily identify monomials with 𝑛-bit strings and with subsets of {0, . . . , 𝑛 − 1}. Beware that the
constant monomial 1 is identified with the all-zero bit string (this can be confusing).

The degree of a monomial is the Hamming weight of the exponent bit string. The degree of a

Boolean polynomial 𝑓 , denoted by deg 𝑓 , is the largest degree of its monomials.

A Boolean polynomial of degree 𝑑 in 𝑛 variables has at most

(
𝑛
↓𝑑
)
=

∑𝑑
𝑘=0

(
𝑛
𝑘

)
terms — this

convenient notation for the partial sum is borrowed from [Din21a]. Indeed, there are

(
𝑛
𝑘

)
Boolean

monomials of degree 𝑘 : they are the product of 𝑘 distinct variables.

3.3 Monomial Orders
Monomials can be ordered in a variety of ways — the reader may consult [CLO07] for a gentle

introduction to the subject. It turns out that different algorithms favor different orders.

The usual lexicographic order over monomials is obtained by ordering the exponent vectors in

lexicographic order. This yields for example:

1 < 𝑥7 < 𝑥4𝑥5 < 𝑥1 < 𝑥0 < 𝑥0𝑥7 < 𝑥0𝑥1

All monomials that contain 𝑥0 (the first variable) are greater than monomials that do not contain it.

The colexicographic order (often abbreviated colex) is obtained by ordering the exponent vectors

in lexicographic order while reading them from the least significant bit to the most significant.

This is the same thing as taking the usual lexicographic order with variables in reversed order

(. . . , 𝑥2, 𝑥1, 𝑥0). The previous example now becomes:

1 < 𝑥0 < 𝑥1 < 𝑥0𝑥1 < 𝑥4𝑥5 < 𝑥7 < 𝑥0𝑥7

J. ACM, Vol. 37, No. 4, Article 111. Publication date: August 2018.
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All monomials that contain 𝑥7 (the last variable) are greater than monomials that do not. More

formally, 𝑠 < 𝑡 iff there exists 0 ≤ 𝑖 < 𝑛 such that the last 𝑖 − 1 exponents of 𝑠 and 𝑡 are equal but
the 𝑖-th exponent of 𝑠 is less than the 𝑖-th exponent of 𝑡 .

The colex order is called invlex in SageMath and rp in Singular. Using the colex order greatly

simplifies the implementation of some functions without a significant loss of generality, since the

variables just have to be reversed. This fact is pointed out in [Rus03].

The Moebius transform usually requires the lexicographic or colexicographic order. In contrast,

our implementation of FES uses the graded colexicographic order: monomials are ordered by

increasing degree, and ties are broken using the colex order. This yields

1 < 𝑥0 < 𝑥1 < 𝑥7 < 𝑥0𝑥1 < 𝑥4𝑥5 < 𝑥0𝑥7 < . . . .

In this order, all monomials of degree 𝑘 come before monomials of degree 𝑘 + 1. Note that this is
not the same as the more common “graded reverse lexicographic order” that is often favored when

computing Gröbner bases.

Each monomial has a rank in a given order, which is simply its position in the totally ordered

sequence. Ranking is the operation of computing the rank of a monomial, while unranking is the

operation of building a monomial given its rank. The ability to do both efficiently is crucial to the

performance of BeanPolE.

3.4 Derivatives
By analogy with the corresponding notion from calculus, define the “differential operator” 𝐷𝑘 :

R ↦→ R that differentiates with respect to the 𝑘-th variable as

𝐷𝑘 : 𝑓 ↦→ 𝑓 (𝑥 + 𝐸𝑘 ) − 𝑓 (𝑥)

Note that subtraction and addition coincide in characteristic two. 𝐷𝑘 is easily seen to be a linear

operator on R. If𝑚 denotes a monomial that is not a multiple of 𝑥𝑘 , then it is easy to check that

𝐷𝑘 (𝑚) = 0 and 𝐷𝑘 (𝑚𝑥𝑘 ) =𝑚. These properties make it straightforward to evaluate the derivatives

of any polynomial. In fact, this shows that 𝐷𝑘 (𝑓 ) contains all the monomials of 𝑓 that are divisible

by 𝑥𝑘 , divided by 𝑥𝑘 . It follows that 𝐷𝑘 (𝑓 ) does not depend on 𝑥𝑘 and that deg𝐷𝑘 (𝑓 ) ≤ deg 𝑓 − 1.
More precisely, we can write

𝑓 (𝑥) = 𝑓 (𝑥0, . . . , 𝑥𝑘−1, 0, 𝑥𝑘+1, . . . , 𝑥𝑛−1) + 𝑥𝑘 · 𝐷𝑘 (𝑓 ) (𝑥)

Higher-order derivatives are simply the derivatives of the derivatives. For instance

𝐷ℓ ◦ 𝐷𝑘 : 𝑓 ↦→ (𝑓 (𝑥 + 𝐸𝑘 + 𝐸ℓ ) − 𝑓 (𝑥 + 𝐸ℓ )) − (𝑓 (𝑥 + 𝐸𝑘 ) − 𝑓 (𝑥)) .

Looking at this definition, it is easy to conclude that the differentiation operators commute:𝐷𝑘◦𝐷ℓ =

𝐷ℓ ◦ 𝐷𝑘 . This implies that differentiating with respect to a subset of the variables (i.e. a monomial)

makes sense. We thus write 𝐷𝑘,ℓ to denote the second-order differentiation operator with respect

to the two variables 𝑥𝑘 and 𝑥ℓ , and 𝐷𝑚 for differentiation with respect to the variables contained in

an arbitrary monomial𝑚. The special case𝑚 = 1 corresponds to the derivation with respect to

nothing, and thus we set 𝐷1 (𝑓 ) = 𝑓 . If 𝑓 has degree 𝑑 , then its 𝑑-th order derivatives are constant.

The polynomial 𝐷𝑚 (𝑓 ) contains all monomials of 𝑓 that are multiples of𝑚, divided by𝑚. It follows

that evaluating 𝐷𝑚 (𝑓 ) on zero yields the coefficient of the monomial𝑚 in 𝑓 .

The derivative of a polynomial 𝑓 with respect to𝑚 is denoted as 𝐷𝑚 (𝑓 ), and its evaluation on a

vector 𝑥 is logically denoted as 𝐷𝑚 (𝑓 ) (𝑥). To alleviate notations, we will often omit 𝑓 , because it is

usually fixed and obvious from the context. The result of the evaluation of the polynomial 𝐷𝑚 (𝑓 )
on 𝑥 will thus be denoted as 𝐷𝑚 (𝑥).

J. ACM, Vol. 37, No. 4, Article 111. Publication date: August 2018.
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3.5 Computational Model
The computational complexities of algorithms described in this article are given in the transdi-
chotomous model [FW93, FW94]. It is the familiar model taught in most algorithmic classes and

described in the introduction of the well-known textbook [CLRS09].

It assumes a machine with a finite number of𝑤-bit registers and an unbounded memory where

each memory location holds a 𝑤-bit word. Arithmetic or logical operations between registers

have unit cost. Reading or writing the memory location whose address is in a register is also an

elementary operation with unit cost. On an input of size 𝑛, the machine word size𝑤 is assumed to

be larger than 𝑐 · log𝑛 for some constant 𝑐 . In other terms, the machine is large enough to deal

with the input.

For practical input sizes, the stated complexities correspond, up to a constant factor, to the number

of instructions executed by a RISC-V processor running the compiled C code. The algorithms given

in this paper do not require multiplication, so the minimal RV64I ISA is actually sufficient.

4 THE BEANPOLE LIBRARY
BeanPolE is a concise C library totalling 840 lines of code and headers. It is bundled with a

comprehensive user manual in the form of a texinfo document and a test suite. The test suite

contains demonstration programs that illustrate how the library could be used.

BeanPolE has been developed with the explicit goal of providing the necessary foundation

upon which to build state-of-the art algorithms to solve quadratic Boolean systems. It has notably

been used in a complete implementation of the Joux-Vitse algorithm [JV17] that currently holds

computational records. This makes uses of nearly all the functionalities of the library.

4.1 Algorithmic Improvements
The twomain algorithms implemented in the BeanPolE library are slightly better than their previous
presentations. First of all, both are nearly in-place: they alter the input polynomial, but restore it

to its original state once the full truth table has been visited. They require O(𝑛) extra words of
storage in addition to the space needed for the input polynomial

2
.

The version of the FES algorithm implemented in BeanPolE also improves over [BCC
+
10] in

two other ways: it visits the next entry of the truth table in O(𝑑) operations in the worst case —as

opposed to O(𝑑) amortized operations— and its setup phase is simpler.

The space-efficient Moebius transform also improves upon the presentation given in [Din21a]

in that it runs in time O(𝑑2𝑛) on usual computers. The original presentation of the algorithm

claims this many bit operations in the abstract computational model of straight-line programs.

These programs have no loops and the measure of computational complexity is just the size of

the program, i.e. the number of statements. The programs are specific to the size of the input,

have exponential size (because their running time is exponential), and therefore may contain an

exponential amount of precomputed information that depends on the size of the input.

In the case of the Moebius transform, these straight-line programs perform an exponential

number of memory accesses at addresses that are “hard-coded” — this is an exponential amount of

information embedded in the code.

In BeanPolE, there is a single, fixed, programwritten in the C programming language that accepts

inputs of any size. This implies that the exponentially many memory addresses that are accessed

are computed “on the fly”, in constant time.

2
The commonly accepted meaning of “in-place” requires the extra space requirements to be logarithmic in the input size

and it is not the case here. However, the extra space requirements are practically negligible compared to the input size.
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4.2 Data Structures
BeanPolE uses a simple dense representation: all coefficients of a polynomial 𝑓 are stored contigu-

ously in a single array (denoted by A). It follows that A has
(
𝑛
↓𝑑
)
entries if 𝑓 is a degree-𝑑 polynomial

in 𝑛 variables. Once a monomial order has been fixed, the coefficient of the 𝑖-th monomial in this

order is stored in A[i].
The use of a simple array allows constant-time access to the coefficients of a monomial, once

the corresponding rank in the array has been determined. This is a decisive advantage to obtain

asymptotically efficient algorithms. However, determining the index positions to access the array

concentrates all the technical difficulties.

It is the user’s responsibility to prepare the array containing the coefficients of the polynomial

before feeding it to BeanPolE. Helper functions are provided to determine its size and to compute

the rank of monomials in the relevant monomial orders. The companion demonstration programs

illustrate how to parse text representations of polynomials and populate this dense representation.

Functions of the BeanPolE library are data-oblivious, i.e. they perform the same sequence of

operations regardless of the input values. Moreover, they only access the coefficients through two

simple “update” operations: A[𝑖] ← A[𝑖] ⊕ B[ 𝑗] or A[𝑖] ← A[𝑖] ⊕ (B[ 𝑗] & C[𝑘]), where A, B and C
are arrays of coefficients. This makes the library quite generic: it only requires the two update

functions described above to be provided, and is oblivious to the actual machine representation of

the coefficients. This genericity is implemented in the C programming language using function

pointers. It has several advantages. The same unmodified library code is capable of:

• Working with a simple representation that uses a value of type bool to store a coefficient.

• Working with a packed representation that uses a single bit per coefficient.

• Dealing with𝑚 polynomials simultaneously by seeing them as a single polynomial whose

coefficients are𝑚-bit strings.

The companion demonstration programs illustrate these capabilities.

The main drawback of using a dense representation is that the number of variables and the

degree of the polynomial usually have to be known beforehand, at least to allocate the array. This

is slightly inconvenient, for instance when reading a file containing the description of a polynomial

of unknown degree.

4.3 Interface
BeanPolE is written in plain C for maximum portability and ease of reuse. Its main features are

efficient iterators over the truth table of a Boolean polynomial, with slightly different characteristics.

• The FES algorithm takes as input a degree-𝑑 polynomial in 𝑛 variables, in graded colex order.

It iterates over the entries of the truth table in the order specified by the binary reflected Gray

code. It moves to the next entry inO(𝑑) operations. It requires a setup phasewhose asymptotic

complexity is not easy to analyze precisely, besides the obvious claim that it is quadratic

in the size of the polynomial. In some specific scenarios (e.g., degree-𝑛/3 polynomials in

𝑛 variables), this setup phase asymptotically dominates the cost of building the full truth

table — these scenarios are mostly of theoretical interest; our practical experience with the

algorithm is that the setup phase is completely negligible.

• The in-place Moebius transform takes as input the coefficients of a polynomial in colex order.

It iterates over the truth table in lexicographic order, by producing chunks of size 2
𝑑
at a

time. This has to be repeated 2
𝑛−𝑑

times to obtain the full truth table. Obtaining the next

chunk has amortized complexity O(𝑑2𝑑 ) but its worst-case execution time may be almost

linear in the size of the input polynomial.
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Operating on polynomials stored in dense representation, i.e. as a linear array of coefficients,

makes crucial use of the ranking operation for the (graded) colex order. It also requires the ability to

efficiently iterate over monomials of degree 𝑘 (resp. at most 𝑘) in 𝑛 variables. Functions performing

these tasks form the infrastructure of the library.

In order to iterate over a sequence of objects (entries of the truth table, monomials, etc.), the

library exposes iterators made of three functions:

• void xxx_prepare (..., struct beanpole_iterator ∗ it ): initializes the iteration.

• void xxx_advance(struct beanpole_iterator ∗ it ): move to the next element.

• bool xxx_finished (const struct beanpole_iterator ∗ it ): indicates if there is a next element.

The iterators maintain their state in an ad hoc variable, the struct beanpole_iterator object. The

user accesses the current state of the iteration by reading some fields of this iterator variable.

5 CORE INFRASTRUCTURE
This section describes the low-level functions that underlie all operations on multivariate polyno-

mials in dense representation. This includes functions to iterate over the set of all monomials, as

well as function to rank and unrank monomials. The definitions of these functions are shown in

Figure 1.

Most of these function operate on the set of all monomials of degree at most 𝑑 in 𝑛 variables in a

specific order. They usually take arguments named 𝑛, 𝑑 and 𝑜𝑟𝑑𝑒𝑟 for this purpose. A monomial is

described by its degree and an array containing the indices of the variables it contains, in increasing

order.

5.1 Enumerating Monomials
Enumerating all degree-𝑘 monomials in colex order is strictly equivalent to the well-known problem

of enumerating all 𝑘-subsets of {0, 1, 2, . . . , 𝑛 − 1} in colex order. For this, we use the venerable

algorithm first described in [Mif63], along with the optimization described in [Dvo90]. All of this

is summarized in algorithm T from [Knu14, §7.2.1.3]. It moves to the next monomial in amortized

constant time. Repeating this for 𝑘 = 0, . . . , 𝑑 allows the enumeration of all monomials of degree at

most 𝑑 in the graded colex order.

We could not trace a reference to an algorithm that enumerates all subsets of {0, 1, 2, . . . , 𝑛 − 1}
of size at most 𝑑 in colex order, therefore we now describe the one we use, even though we suspect

that it belongs to the folklore.

The iteration maintains an integer 𝑘 and an array 𝑆 of size 𝑑 +1. At all times, 𝑆 [𝑑 −𝑘 : 𝑑] contains
the elements of the current subset in ascending order. We set a “sentinel” value 𝑆 [𝑑] ← 1. The

enumeration starts with 𝑘 = 0, and thus with the empty set. Advancing to the next subset proceeds

as shown in Figure 2.

Lemma 5.1. The procedure shown in Figure 2 transforms 𝑆 into the next monomial of degree at most
𝑑 in 𝑛 variables in colex order.

Proof. It is convenient to consider that the current subset 𝑆 ⊆ {0, . . . , 𝑛− 1} is described by a bit
string 𝑠 = 𝑠0𝑠1 . . . 𝑠𝑛−1, where 𝑖 ∈ 𝑆 ⇔ 𝑠𝑖 = 1. In particular, we write 𝑠 = 0

𝑎
1
𝑏
0𝑥 for some integers

𝑎, 𝑏 ≥ 0 and some suffix 𝑥 ∈ {0, 1}∗. This means that 𝑆 = {𝑎, 𝑎 + 1, . . . , 𝑎 + 𝑏 − 1, . . . }.
First, if 0 ∉ 𝑆 and |𝑆 | < 𝑑 , then {0} ∪ 𝑆 is the next subset in lexicographic order and satisfies the

size constraint, therefore it is acceptable.

Otherwise, we have |𝑆 | = 𝑑 or 0 ∈ 𝑆 . In both cases, 𝑆 ≠ ∅ and therefore 𝑏 > 0 in the bit string

representation.

If |𝑆 | = 𝑑 , then the next 2
𝑎 − 1 subsets in lexicographic order have size strictly greater than 𝑑

because they correspond to the bit strings 𝑦1𝑏0𝑥 where 1
𝑏𝑥 has weight exactly 𝑑 , 𝑦 ∈ {0, 1}𝑎 and
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typedef enum {BEANPOLE_COLEX, BEANPOLE_GRCOLEX} beanpole_order;

struct beanpole_iterator {

int k; /* degree of the current monomial */
int m[]; /* variables of the current monomial */
size_t rank; /* rank of the current monomial */
...

};

/* Return the total number of monomials in n variables of degree at most d */
size_t beanpole_size ( int n, int d );

/* Iterator over all monomials of degree <= d in n variables in the given order */
void beanpole_monomials_prepare(int n, int d, beanpole_order order , struct beanpole_iterator ∗ it );

void beanpole_monomials_advance(struct beanpole_iterator ∗ it );

bool beanpole_monomials_finished(const struct beanpole_iterator ∗ it );

/* c <--- a*b (monomials product). Return the degree of c */
int beanpole_monomials_product(int adeg, const int ax [], int bdeg, const int bx [], int cx []);

/* Return the rank of the given monomial */
size_t beanpole_rank(int n, int d, beanpole_order order , int k, const int m[]);

/* Write the monomial of the given rank in m and return its degree */
int beanpole_unrank(int n, int d, beanpole_order order , size_t rank, int m[]);

Fig. 1. Declarations of the “infrastructure” functions in BeanPolE.

1: if 𝑘 ≠ 𝑑 and 𝑆 [𝑑 − 𝑘] ≠ 0 then
2: Increment 𝑘 ⊲ Add zero

3: set 𝑆 [𝑑 − 𝑘] ← 0

4: else
5: while 𝑘 > 1 and 𝑆 [𝑑 − 𝑘] + 1 = 𝑆 [𝑑 − 𝑘 + 1] do
6: Decrement 𝑘 ⊲ Erase smallest “run”

7: Increment 𝑆 [𝑑 − 𝑘] ⊲ Bump smallest digit

Fig. 2. Advancing to the next subset of {0, . . . , 𝑛 − 1} of size at most 𝑑 in lexicographic order.

𝑦 ≠ 00 . . . 0. The following subset in lexicographic order is 0
𝑎
0
𝑏
1𝑥 . It has size less than or equal to

𝑑 , hence it is acceptable.

If 0 ∈ 𝑆 , then 𝑎 = 0 and the next subset in lexicographic order is again 0
𝑎
0
𝑏
1𝑥 , which is acceptable.

It follows that either it is possible to add zero to the current subset, or we need to transform

{𝑎, 𝑎 + 1, . . . , 𝑎 + 𝑏 − 1, . . . } into {𝑎 + 𝑏, . . . }. This is precisely what the algorithm does. □

Lemma 5.2. The procedure shown in Figure 2 runs in constant amortized time.

Proof. If thewhile loop does 𝑡 iterations (i.e. if line 6 is executed 𝑡 times), then the total number

of statement executed is 3 + 2𝑡 .
By the accounting method, assume that each invocation of the procedure requires a deposit

of 5 credits and that executing a single statement costs one credit. When the condition of the if
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statement is true, then one item is added to the current subset, the procedure terminates quickly

and two extra credits are left in the account.

Otherwise, 𝑡 iterations of the while loop take place, 𝑡 items are removed from the current subset

and the balance of the account decreases by 2𝑡 − 2.
If follows that the balance of the account is always greater than two times the size of the current

subset, and as such it cannot become negative. A sequence of 𝑁 invocations of the procedure

therefore executes less than 5𝑁 statements in total, hence the constant amortized cost. □

5.2 Ranking
It is not very difficult to compute the rank of a given degree-𝑘 monomial among all monomials

of degree at most 𝑑 in 𝑛 variables, in the orders that matter to us. All of this is well-known, see

for instance the textbook [Rus03]. The rank of𝑚 is the number of strictly smaller monomials. A

ranking function assigns a distinct positive integer to each monomial.

Let us begin with the colex order restricted to degree-𝑘 monomials. Let 𝜇𝑘 denote the corre-

sponding ranking function, which assigns an integer less than

(
𝑛
𝑘

)
to each monomial of degree 𝑘 in

𝑛 variables. If𝑚 = {𝑖0, . . . , 𝑖𝑘−1}, then𝑚 is greater than all degree-𝑘 monomials only containing

variables strictly smaller than 𝑖𝑘−1. There are
(𝑖𝑘−1
𝑘

)
such monomials (recall that variable numbering

starts at zero). Then, the rank of𝑚 among all degree-𝑘 monomials whose greatest variable is 𝑖𝑘−1
is precisely 𝜇𝑘−1 (𝑖0, . . . , 𝑖𝑘−2). This leads to the recursive definition:

𝜇0 (∅) := 0

𝜇𝑘 ({𝑖0, . . . , 𝑖𝑘−1}) :=
(
𝑖𝑘−1
𝑘

)
+ 𝜇𝑘−1 (𝑖0, . . . , 𝑖𝑘−2)

Unfolding the recursive definitions leads to the sum:

𝜇𝑘 ({𝑖0, . . . , 𝑖𝑘−1}) =
𝑘−1∑︁
𝑗=0

(
𝑖 𝑗

𝑗 + 1

)
(1)

Let 𝜈 denote the ranking function for the graded colexicographic order on 𝑛 variables. Because

monomial are ordered by degree, then 𝜈 (𝑚) < 𝜈 (𝑚′) if deg𝑚 < deg𝑚′. If a monomial 𝑚 has

degree 𝑘 , there are
(

𝑛
↓𝑘−1

)
monomials of strictly smaller degree. This shows that:

𝜈 (𝑚) :=
(

𝑛

↓ deg𝑚 − 1

)
+ 𝜇deg𝑚 (𝑚).

Evaluating 𝜇𝑘 and 𝜈 requires 𝑘 operations, assuming that the binomial coefficients and their

partial sums are precomputed.

Finally, let 𝜇↓𝑑 denote the the ranking function for all monomials of degree at most𝑑 in𝑛 variables

in the colex order. It assigns integer less than

(
𝑛
↓𝑑
)
to each of them. A similar reasoning that what

has already been done shows that:

𝜇↓0 (∅) := 0

𝜇↓𝑑 ({𝑖0, . . . , 𝑖𝑘−1}) :=
(
𝑖𝑘−1
↓ 𝑑

)
+ 𝜇↓𝑑−1 (𝑖0, . . . , 𝑖𝑘−2)

Unfolding this recursive definitions leads to:

𝜇↓𝑑 ({𝑖0, . . . , 𝑖𝑘−1}) =
𝑘−1∑︁
𝑗=0

(
𝑖 𝑗

↓ 𝑑 − 𝑘 + 𝑗 + 1

)
(2)
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6 SUPPORT FUNCTIONS
The “core infrastructure” functions described in the previous section make it easy to implement

many higher-level operations on dense Boolean polynomials.

6.1 Input / Output
One of the first relevant use is the ability to load and store polynomial to and from text files. The

companion demonstration programs load a polynomial from a file as follows:

(1) Find the degree 𝑑 and the number of variables 𝑛; choose a monomial order.

(2) Set 𝑁 ← beanpole_size(n, d); allocate an array A of size 𝑁 and initialize it with zeros.

(3) Read the next monomial from the file; sort its variables; compute its rank 𝑖 using the

beanpole_rank() function and set A[𝑖] ← 1.

(4) Repeat step 3 until all the monomials have been read from the file.

Writing a polynomial represented by an array A to a text file can be done like this:

(1) Initialize an iterator over all monomials in 𝑛 variables of degree at most 𝑑 in the correct order.

(2) While there is a next monomial, find the rank 𝑖 of the current monomial in the iterator

variable; if A[𝑖] = 1, then write the description of the monomial accessible in the iterator to

the text file.

(3) Advance the iterator to the next monomial and return to step 2.

6.2 Change of Order
If necessary, copying a degree-𝑑 polynomial and changing its monomial order is simple:

(1) Allocate an array B of the right size; initialize an iterator over all degree-𝑑 monomials in 𝑛

variables in the input order.

(2) While there is a next monomial, find the rank 𝑖 of the current monomial𝑚 in the iterator

variable; compute the rank 𝑗 of𝑚 among all monomials in 𝑛 variables of degree at most 𝑑 in

the desired output order using beanpole_rank(); set B[ 𝑗] ← A[𝑖].
(3) Advance the iterator to the next monomial and return to step 2.

This requires at most 𝑑 operation per coefficient of the input polynomial.

6.3 Multiplication
The beanpole_product_pxp function naively computes the product (𝐶 ← 𝐶 + 𝐴 × 𝐵) of two
polynomials (in any order, with the output in any desired order). It works as follows:

(1) Initialize an “outer” iterator over all monomials of 𝐴 in the correct order. Set 𝑑 ′ ← deg𝐴 +
deg𝐵. Fill the output array 𝐶 with zeros.

(2) If there is no next monomial in𝐴, stop the algorithm. Otherwise, look the rank 𝑖 of the current

monomial𝑚 in 𝐴; initialize an “inner” iterator over all monomials of 𝐵 in the correct order.

(3) If there is no next monomial in 𝐵, go to step 5. Otherwise, look the rank 𝑗 of the current mono-

mial𝑚′ in 𝐵; compute the monomial product𝑚×𝑚′ using beanpole_monomials_product();
compute the rank 𝑘 of𝑚 ×𝑚′ among all monomials in 𝑛 variables of degree at most 𝑑 ′ using
the beanpole_rank() function; set 𝐶 [𝑘] ← 𝐶 [𝑘] ⊕ (𝐴[𝑖] &𝐵 [ 𝑗]).

(4) Advance the inner iterator to the next monomial of 𝐵 and return to step 3.

(5) Advance the outer iterator to the next monomial of 𝐴 and return to step 2.

If 𝑆𝐴 and 𝑆𝐵 denote the respective sizes of the two input polynomials, then this function requires at

most (deg𝐴 + deg𝐵)𝑆𝐴𝑆𝐵 operation.
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6.4 Last Variable Substitution
The beanpole_subslastvar_colex() function takes as argument the coefficients of a polyno-

mial 𝑓 , an array of Booleans b and overwrite the input polynomial with the coefficients of

𝑓 (𝑥0, 𝑥1, . . . , 𝑥𝑛−2, 𝑥𝑛−1+𝑏0𝑥0+· · ·+𝑏𝑛−2𝑥𝑛−2). In other terms, it adds an arbitrary linear combination

of the 𝑛−1 first variables to the last one. Note that this operation is involutive. Subsequently setting

the last variable to zero makes it possible to perform the substitution 𝑥𝑛−1 ← 𝑏0𝑥0 + · · · + 𝑏𝑛−2𝑥𝑛−2.
This function only works with polynomials in colex order. Note that adding a constant term to the

last variable is also possible and it is more efficient; this is discussed in section 8.1.

Let𝑚 denote a monomial of degree strictly less than𝑑 that does not contain 𝑥𝑛−1. The substitution
turns 𝑚𝑥𝑛−1 into 𝑚𝑥𝑛−1 + 𝑏0𝑚𝑥0 + · · · + 𝑏𝑛−2𝑚𝑥𝑛−2. Let 𝑐 denote the coefficient of 𝑚𝑥𝑛−1; the
substitution can be realized in-place by adding 𝑐 × 𝑏𝑖 to the coefficient of𝑚𝑥𝑖 , for all𝑚 and 𝑖 .

The procedure operates as follows:

(1) Initialize an iterator over all monomials of degree at most 𝑑 − 1 in 𝑛 − 1 variables in colex

order; set 𝑢 ←
(
𝑛−1
↓𝑑

)
[𝑢 is then the rank of𝑚𝑥𝑛−1 where𝑚 is the monomial in the iterator].

(2) If there is no next monomial, stop the algorithm. Otherwise, set 𝑖 ← 0.

(3) If 𝑖 = 𝑛 − 1, then advance the iterator to the next monomial, increment 𝑢 and return to step 2.

(4) If b[𝑖] = 0, then advance to step 5. Otherwise, compute the monomial product 𝑚𝑥𝑖 us-

ing beanpole_monomials_product(); compute the rank 𝑣 of𝑚𝑥𝑖 among monomials in 𝑛

variables of degree at most 𝑑 using beanpole_rank(); set 𝐴[𝑣] ← 𝐴[𝑣] ⊕ 𝐴[𝑢].
(5) Increment 𝑖 and return to step 3.

Up to a constant multiplicative factor, the total number of operation is 𝑛𝑑
(
𝑛−1
↓𝑑−1

)
. This is essentially

𝑑 times the size of the polynomial.

6.5 Evaluation
The beanpole_eval() functions evaluates a degree-𝑑 polynomial on an arbitrary input 𝑎 given as

an array of Booleans. More precisely, given𝑦, it computes𝑦⊕ 𝑓 (𝑎0, . . . , 𝑎𝑛−1). A monomial evaluates

to 1 on input 𝑎 when it only contains variables 𝑥𝑖 such that 𝑎𝑖 = 1. Therefore we enumerate the

subsets of size at most 𝑑 of {0 ≤ 𝑖 < 𝑛 : 𝑎𝑖 = 1} and sum the corresponding coefficients of the

polynomial. The evaluation function thus works as follows:

(1) Initialize two arrays xx and mm of size 𝑛 and set ℎ ← 0.

(2) For 0 ≤ 𝑖 < 𝑛, do: if 𝑎𝑖 = 1, then set xx[ℎ] ← 𝑖 and increment ℎ. [after this ℎ is the Hamming

weight of 𝑎].

(3) Set 𝐷 ← min(ℎ,𝑑); initialize an iterator on all monomials of degree at most 𝐷 in ℎ variables.

(4) If there is no next monomial, stop the algorithm. Otherwise, look the degree 𝑘 of the current

monomial𝑚 in the iterator; for 0 ≤ 𝑖 < 𝑘 , do: mm[𝑖] ← xx[𝑚[𝑖]]. [mm is the next monomial

that evaluates to 1 on input 𝑎].

(5) Compute the rank 𝑗 of mm among all monomials in 𝑛 variables of degree at most 𝑑 in the

input order using beanpole_rank(); set 𝑦 ← 𝑦 ⊕ 𝐴[ 𝑗].
(6) Advance the iterator to the next monomial and return to step 4.

Up to a constant multiplicative factor, the running time of this function is upper-bounded by 𝑑
(
ℎ
↓𝑑
)
,

where ℎ denotes the Hamming weight of the evaluation point 𝑥 . On random inputs, where on

expectation ℎ = 𝑛/2, this is approximately 𝑑2−𝑑 times the size of the input polynomial (when 𝑛 is

large compared to 𝑑).
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6.6 Computation of Derivatives
The derivative of a degree-𝑑 polynomial 𝑓 with respect to a degree-𝑑 ′ monomial𝑚 (with 𝑑 ′ ≤ 𝑑)
contains all monomials of 𝑓 that are multiples of𝑚, divided by𝑚. We compute it by enumerating

all monomials of degree at most 𝑑 of the form𝑚 ×𝑚′ where𝑚′ does not contain any variable of𝑚.

The procedure works as follows:

(1) Initialize arrays mprime and xbar of size 𝑛 and set 𝑢 ← 0, 𝑣 ← 0.

(2) Initialize an array B of size

(
𝑛−𝑑 ′
↓𝑑−𝑑 ′

)
and fill it with zeros.

(3) For 0 ≤ 𝑖 < 𝑛, do: if𝑚[𝑢] = 𝑖 , then increment 𝑢; otherwise set xbar[𝑣] ← 𝑖 and increment 𝑣 .

(at this point, xbar contains variables not in𝑚)

(4) Initialize an iterator on all monomials of degree at most 𝑑 − 𝑑 ′ in 𝑛 − 𝑑 ′ variables in the

desired output order.

(5) If there is no next monomial, stop the algorithm. Otherwise, look the degree 𝑘 of the current

monomial 𝑚 in the iterator; for 0 ≤ 𝑖 < 𝑘 , do: mprime[𝑖] ← xbar[𝑚[𝑖]]. (𝑚′ is the next
monomial on variables not in𝑚).

(6) Compute themonomial product𝑚×𝑚′ using beanpole_monomials_product(); Let𝑢 denote
the rank of𝑚 accessible in the iterator; compute the rank 𝑣 of𝑚×𝑚′ among all monomials in

𝑛 variables of degree at most 𝑑 in the input order using beanpole_rank(); set 𝐵 [𝑢] ← 𝐴[𝑣].
(7) Advance the iterator to the next monomial and return to step 5.

6.7 Computation of Macaulay Matrices
We conclude with one last direct application of the “core infrastructure” functions: the generation

of a Macaulay matrix in sparse representation. This is for instance required when implementing the

“Crossbred” algorithm to solve Boolean polynomial systems [JV17]. The set of all polynomials of

degree at most𝐷 form a vector space of dimension

(
𝑛
↓𝐷
)
. Let 𝑓0, . . . , 𝑓ℓ−1 denote degree-𝑑 polynomials

and consider the subspace 𝑈 spanned by all the𝑚 × 𝑓𝑖 , where 0 ≤ 𝑖 < ℓ and𝑚 ranges across all

degree-(𝐷 − 𝑑) monomials. We consider the problem of assembling the corresponding Macaulay

matrix𝑀 , namely the matrix of dimension ℓ
(

𝑛
𝐷−𝑑

)
×
(
𝑛
↓𝐷
)
whose rows describe the generators of 𝑈 .

Computing a Gröbner basis of the polynomial ideal spanned by the 𝑓𝑖 ’s can be done by putting

such matrices into reduced row echelon form, if 𝐷 is sufficiently large. These matrices are very

sparse, and only the non-zero coefficients need to be stored. The procedure shown in Figure 3

generates the list of non-zero entries of the matrix row-by-row, which is convenient when dealing

with sparse matrices in Compressed Sparse Row (CSR) representation.

The next two sections describe the pièce de résistance of the BeanPolE library, namely the two

algorithms that iterate over the truth table of a Boolean polynomial.

7 THE FAST EXHAUSTIVE SEARCH (FES) ALGORITHM
This section presents a version of the FES algorithm that is slightly enhanced compared to its

original presentation in [BCC
+
10].

7.1 Main Ideas
The FES algorithm walks through the truth table by flipping a single variable at each step, using

the binary reflected Gray code. Flipping variables 0, 1, 0, 2, 0, 1, 0, 3, 0, 1, 0, 2, 0, 1, 0, 4, 0, 1, 0, . . . will

eventually visit all 𝑛-bit strings exactly once. More precisely, the enumeration process evaluates 𝑓

on a sequence of inputs 𝑔 ( 𝑗 ) for 𝑗 = 0, 1, 2, . . . . The initial value is 𝑔 (0) = 000 . . . 000 (the all-zero

𝑛-bit string). Jumping to the next input is done by setting 𝑔 ( 𝑗+1) = 𝑔 ( 𝑗 ) + 𝐸𝑘 (flipping the 𝑘-th
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1: procedureMacaulay(𝑛,𝑑, 𝐷, A)
2: Set 𝑘 ← 0 ⊲ current row of the matrix

3: for all monomials𝑚 of degree at most 𝐷 − 𝑑 do ⊲ use iterator

4: for 0 ≤ 𝑖 < ℓ do
5: # emit𝑚 × 𝑓𝑖
6: for all monomial𝑚′ of degree less than 𝑑 do ⊲ use iterator

7: 𝑢 ← rank of𝑚′ ⊲ accessible in the iterator

8: if 𝐴[𝑖, 𝑢] = 1 then ⊲ coefficients of 𝑓𝑖 are available in 𝐴[𝑖, ·]
9: Compute the monomial𝑚 ×𝑚′ ⊲ monomial product

10: 𝑣 ← rank of𝑚 ×𝑚′ (𝑛 variables, degree ≤ 𝐷) ⊲ ranking function

11: Set𝑀 [𝑘, 𝑣] ← 1 ⊲ append new non-zero entry to𝑀

12: Increment 𝑘 ⊲ advance to the next row

Fig. 3. Creating a Macaulay matrix in sparse representation

variable), where 𝑘 = 𝜌 ( 𝑗 + 1). It is well-known that using such a Gray code, the 𝑗-th visited bit

string is given by

𝑔 ( 𝑗 ) = 𝑗 ⊕ ( 𝑗 ≫ 1). (3)

We also introduce the notation ⟦ 𝑗⟧ as a shorthand for 𝑔 ( 𝑗 ) = 𝑗 ⊕ ( 𝑗 ≫ 1), namely the 𝑗-th entry of

the binary reflected Gray code. We will use several times the following simple

Lemma 7.1.

�
(2𝑘+1 − 1) ≪ ℓ

�
=

{
𝐸𝑘 if ℓ = 0

𝐸𝑘+ℓ ⊕ 𝐸ℓ−1 if ℓ > 0.

Proof. If ℓ = 0, then �
2
𝑘+1 − 1

�
= 1

𝑘+1 ⊕ 1
𝑘 = 10

𝑘 = 𝐸𝑘 .

Otherwise, if ℓ > 0, then�
(2𝑘+1 − 1) ≪ ℓ

�
= 1

𝑘+1
0
ℓ ⊕ 1

𝑘+1
0
ℓ−1 = 10

𝑘
10

ℓ−1 = 𝐸𝑘+ℓ ⊕ 𝐸ℓ−1
□

The main idea behind the algorithm is the following. Suppose that 𝑦 ( 𝑗 ) = 𝑓 (⟦ 𝑗⟧). Moving on to

the next input ⟦ 𝑗 + 1⟧ requires flipping the 𝑘-th variable with 𝑘 = 𝜌 ( 𝑗 + 1). By definition of the

derivative of 𝑓 with respect to the 𝑘-th variable (cf. section 3.4), this yields 𝑦 ( 𝑗+1) = 𝑦 ( 𝑗 ) ⊕ 𝐷𝑘 (⟦ 𝑗⟧).
In order to move on to the next entry of the truth table, it is sufficient to evaluate 𝐷𝑘 on ⟦ 𝑗⟧ and
to XOR the result onto 𝑦 ( 𝑗 ) . This is easier than the original problem because 𝐷𝑘 has degree 𝑑 − 1,
whereas 𝑓 has degree 𝑑 .

The idea of using a Gray code to evaluate a Boolean polynomial on all inputs appears to belong

to the folklore — we could not trace a precise reference to the first time it has been used. The FES

algorithm goes further by using it recursively on the derivatives. The end result is that a single

XOR operation allows to decrease by one the degree of the derivative that remains to be evaluated,

until it drops to zero. Because 𝑓 has degree 𝑑 , a total of 𝑑 XOR operations is required to “update” 𝑦

each time a variable is flipped, plus some bookkeeping that also requires O(𝑑) operations.
In order to make this possible, the key observation is that in the procedure described above, the

derivative 𝐷𝑘 with respect to the 𝑘-th variable only needs to be evaluated on ⟦ 𝑗⟧when 𝜌 ( 𝑗 + 1) = 𝑘 .
This happens when 𝑗 + 1 = 2

𝑘 + 𝑖2𝑘+1 for 𝑖 = 0, 1, 2, . . . . In other terms, it happens very regularly,

every 2
𝑘+1

iterations.
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The main idea behind the FES algorithm consists in storing the values of all the derivatives on

their last evaluation point, and “update” these when needed using higher-order derivatives. These

updated derivatives must be stored somewhere, and the only available space is the array holding

the coefficients of 𝑓 . Let us denote by A an array that can be directly indexed by monomials. Then

a natural dense representation of 𝑓 consists in storing in A[𝑚] the coefficient of𝑚 in 𝑓 . It follows

from the discussion of section 3.4 thatA[𝑚] = 𝐷𝑚 (0). We make use of this fact by considering that

A initially contains all the derivatives of 𝑓 evaluated on zero. In the sequel, if𝑚 is any monomial,

then we mostly deal with “the derivative of 𝑓 with respect to𝑚” instead of “the coefficients of𝑚

in 𝑓 ”. When all the derivatives are evaluated on zero, the two concepts coincide. However, as the

algorithm progresses, the evaluation points of the derivatives change.

In the procedure outlined above, the first evaluation of 𝐷0 happens when 𝑗 = 0 and 𝐷0 must be

evaluated on 𝑔 (0) = ⟦0⟧ = 0. There is nothing to do, as 𝐷0 (0) is already available in A[𝑥0]. The
first evaluation of 𝐷𝑘 (with 𝑘 > 0) happens when 𝑗 + 1 = 2

𝑘
and lemma 7.1 tells us that ⟦ 𝑗⟧ = 𝐸𝑘−1.

From the definition of 𝐷𝑘−1, we see that 𝐷𝑘 (𝐸𝑘−1) can be obtained as

𝐷𝑘 (𝐸𝑘−1) = 𝐷𝑘 (0) ⊕ 𝐷𝑘−1,𝑘 (0). (4)

Note that𝐷𝑘 (0) and𝐷𝑘−1,𝑘 (0) are the coefficients of the monomials 𝑥𝑘 and 𝑥𝑘−1𝑥𝑘 in 𝑓 , respectively.
Let us now consider the subsequent evaluations of the first-order derivatives. Suppose that we

have in store the result of the evaluation of 𝐷𝑘 on 𝑢 :=
�
2
𝑘 + 𝑖2𝑘+1

�
and we wish to “update” this

to the result of the next evaluation on 𝑣 :=
�
2
𝑘 + (𝑖 + 1)2𝑘+1

�
. What is to be done? To obtain the

answer, consider the XOR-difference between the two successive evaluation points. It is an easy

consequence of (3) that ⟦𝑠⟧ ⊕ ⟦𝑡⟧ = ⟦𝑠 ⊕ 𝑡⟧. In addition, the integer additions in 𝑢 and 𝑣 are in

fact XOR operations because the two summands only have bits in disjoint locations. This implies

that 𝑢 ⊕ 𝑣 = ⟦(𝑖 ⊕ (𝑖 + 1)) ≪ (𝑘 + 1)⟧. Lemma 3.1 tells us that 𝑖 ⊕ (𝑖 + 1) = 2
𝜌 (𝑖+1)+1 − 1. Finally,

lemma 7.1 yields �
2
𝑘 + (𝑖 + 1)2𝑘+1

�
︸                ︷︷                ︸

𝑣

=

�
2
𝑘 + 𝑖2𝑘+1

�
︸         ︷︷         ︸

𝑢

+𝐸𝜌 (𝑖+1)+𝑘+1 + 𝐸𝑘 (5)

In other terms, each time 𝐷𝑘 has to be evaluated, the new evaluation point only differ from the

previous one by two bits; one of these bits is the 𝑘-th, and 𝐷𝑘 does not depend on the 𝑘-th variable.

The other bit has index ℓ := 𝑘 + 1 + 𝜌 (𝑖 + 1) = 𝜌2 ( 𝑗 + 1). Recall from section 3.1 that 𝜌2 ( 𝑗 + 1)
denotes the position of the second rightmost bit in 𝑗 + 1. It follows from (5) that:

𝐷𝑘 (𝑣) = 𝐷𝑘 (𝑢) + 𝐷𝑘,ℓ (𝑢) (6)

Therefore, updating the derivative with respect to the 𝑘-th variable from its evaluation on 𝑢 to its

evaluation on 𝑣 requires the evaluation of the second-order derivative on 𝑢.

In the specific case of quadratic polynomials, where second-order derivatives are constant

functions, we can stop there. As an introduction to the full-blown FES algorithm, the pseudo-code

in Figure 4 shows the FES algorithm specialized for quadratic polynomials. This procedure evaluates

a quadratic polynomial 𝑓 on the 2
𝑛
possible inputs using a constant number of operations per

iteration. For the sake of hiding nasty technical details, 𝑓 is represented by a dictionary A that

maps all Boolean monomials to their coefficients in 𝑓 . Turning this pseudo-code into an actual

program requires some additional work, notably to locate the rightmost bit and second-rightmost

bit in a counter efficiently, and to implement the A data structure efficiently.

The libfes-lite library essentially implements the algorithm of Figure 4, along with several

optimizations:

• The main loop is deeply unrolled (256 or 512 times). This practically removes the need to

evaluate 𝜌1 ( 𝑗 + 1) and 𝜌2 ( 𝑗 + 1), as their value is known at compile-time in most iterations.
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1: procedureQuadraticFES(A, 𝑛)
2: # prepare initial values of first-order derivatives
3: for 1 ≤ 𝑘 < 𝑛 do
4: A [𝑥𝑘 ] ← A [𝑥𝑘 ] + A [𝑥𝑘−1𝑥𝑘 ] ⊲ evaluate 𝐷𝑘 on 𝐸𝑘−1 using (4)

5: # main loop
6: 𝑔← (0, 0, . . . , 0) ⊲ size 𝑛

7: for 0 ≤ 𝑗 < 2
𝑛 do

8: emit (𝑔,A[1]) ⊲ A[1] = 𝑓 (𝑔)
9: 𝑘 ← 𝜌 ( 𝑗 + 1) ⊲ locate rightmost set bit

10: ℓ ← 𝜌2 ( 𝑗 + 1) ⊲ locate second rightmost set bit

11: 𝑔𝑘 ← 𝑔𝑘 + 1 ⊲ bump 𝑔 to the next 𝑛-bit string

12: if ℓ < +∞ then
13: A [𝑥𝑘 ] ← A [𝑥𝑘 ] + A [𝑥𝑘𝑥ℓ ] ⊲ update 𝐷𝑘 with 𝐷𝑘,ℓ using (6)

14: A[1] ← A[1] + A [𝑥𝑘 ] ⊲ update 𝑓 (𝑔) using 𝐷𝑘

Fig. 4. A simplified FES algorithm restricted to quadratic polynomials.

• The input polynomial 𝑓 is extended with 2 “fictitious” variables 𝑥𝑛 and 𝑥𝑛+1 that it does not
depend upon. The main loop starts with 𝑗 = (100𝑛)

2
and runs while 𝑗 < (110𝑛)

2
— this makes

2
𝑛
iterations. The point is that 𝜌2 ( 𝑗 + 1) is then always defined. Setting 𝐷𝑛 = 0 and 𝐷𝑛+1 = 0

removes the need for the conditional statement of line 12.

The rest of this section presents the full FES algorithm and demonstrates its correctness.

7.2 Tracking Bits in a Counter
We describe a (worst-case) constant-time algorithm to evaluate 𝜌∗ on consecutive integers, starting

from zero. In other terms, we track the positions of all set bits in a counter 𝑗 as it is repeatedly

incremented. This can be seen as a way to increment an 𝑛-bit counter in worst-case constant

time, as opposed to the classic solution of propagating carries that requires amortized constant

time. This is required to implement the FES algorithm efficiently, as it provides the evaluation of

𝜌 ( 𝑗 + 1), 𝜌2 ( 𝑗 + 1), . . .
We represent the counter using a stack of height at most 𝑛. It contains, from bottom to top,

the locations of all non-zero bits of the counter, from the most significant (at the bottom of the

stack) to least significant (at the top). If the counter is zero, the stack is empty. If the counter is,

say, (1010010)2, then the stack is [6, 4, 1]. If the counter is incremented to (1010011)2, the stack
becomes [6, 4, 1, 0]. Note that the actual binary value of the counter 𝑗 is not stored, because it

is represented implicitly by the stack and it would not be possible to update it in constant time

anyway.

In any case, 𝜌∗ ( 𝑗) can be directly read off the stack. If ℎ denotes its height, we find that 𝜌𝑘 ( 𝑗)
is +∞ if 𝑘 > ℎ and that it is the (𝑘 − 1)-th item from the top of the stack otherwise.

Here is how to update the stack when the counter is incremented. The counter can always be

written 𝑗 =
(
𝑎01𝑘

)
2
for some 𝑘 ≥ 0 and some bit string 𝑎. The next value is 𝑗 + 1 =

(
𝑎10𝑘

)
2
. Note

that 𝑘 = 𝜌 ( 𝑗 + 1) is in fact the position of the rightmost non-zero bit of 𝑗 + 1. To maintain the stack

while 𝑗 is incremented, we need to 1) pop the top 𝑘 entries and 2) push 𝑘 .

Maintaining the stack while the counter is incremented thus boils down to evaluating 𝜌 on

consecutive integers, starting from zero. Some CPUs have a hardware instruction to evaluate 𝜌 . For

instance, the x86-compatible CPUs have the bsf instruction that does just this. TheGnu C Compiler
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exposes the __builtin_ffs() pseudo-function that invokes the corresponding instruction if the

target architecture has it. On the other hand, trying to evaluate 𝜌 efficiently without relying on ad
hoc hardware instructions leads to a wealth of algorithmic tricks.

A particularly elegant solution has been proposed in [Ehr73, BER76] and summarized in [Knu14,

§7.2.1.1]. Using an array of (𝑛+1) “focus pointers” (hereafter denoted by 𝑝), it enables the evaluation
of 𝜌 on the next value of the counter in a constant number of operations without special hardware

support.

Using the technique based on “focus pointers”, we now provide a procedure that evaluates 𝜌∗ on
all consecutive integers. It first needs to be initialized as follows:

1: Allocate an array 𝑝 of size 𝑛 + 1 ⊲ 𝑝 holds the “focus pointers”

2: Allocate an array stack of size 𝑛
3: ℎ ← 0 ⊲ Height of the stack

4: for 0 ≤ 𝑖 < 𝑛 + 1 do
5: 𝑝 [𝑖] ← 𝑖 ⊲ Initial values of the focus pointers

The constant-time procedure based on “focus pointers” that computes 𝜌 ( 𝑗 + 1) is as follows. Its
correctness is proved in the original articles that describe it.

7: 𝑘 ← 𝑝 [0] ⊲ 𝑘 = 𝜌 ( 𝑗 + 1)
8: 𝑝 [0] ← 0 ⊲ update focus pointers

9: 𝑝 [𝑘] = 𝑝 [𝑘 + 1]
10: 𝑝 [𝑘 + 1] = 𝑘 + 1
Once 𝑘 is known, updating the stack is straightforward, and the correctness of the procedure

follows from the above discussion.

11: ℎ = ℎ − 𝑘 ⊲ Pop top 𝑘 elements from the stack

12: stack[ℎ] ← 𝑘 ⊲ Push 𝑘 onto the stack

13: ℎ ← ℎ + 1

7.3 Enumeration in Any Degree
The quadratic FES algorithm shown in Figure 4 works by updating first-order derivatives using

second-order derivatives, and updates the current value of the polynomial (i.e. the zero-th order

derivative) using the first-order derivatives. The second-order derivative are constant and thus do

not require updating. The full FES algorithm works for any degree; it uses the constant 𝑑-th degree

derivatives to update the (𝑑 − 1)-th order derivatives, then use these to update the (𝑑 − 2)-th order

derivatives, etc.

Figure 5 shows full FES the algorithm implemented in BeanPolE. All the low-level details have
been dealt with and this pseudo-code is easy to translate to the C language. Our C implementation

is 128 line long, in a slightly verbose style. By inspection, it is straightforward that each iteration of

the main loop requires O(𝑑) operations.
In the 𝑗-th iteration, an update sequence is determined. It is fully described by a monomial

𝑚 ( 𝑗 ) = 𝑥𝑖1𝑥𝑖2 . . . 𝑥𝑖𝑡 of degree at most 𝑑 (1 ≤ 𝑡 ≤ 𝑑). The indices 𝑖1, . . . , 𝑖𝑡 are given by 𝜌∗ ( 𝑗 + 1). In
other terms, they correspond to the locations of the rightmost bits of 𝑗 + 1. They are determined

by lines 19–26 of the pseudo-code, in constant time, using the technique described in section 7.2.

Note that the quadratic version presented in Figure 4 does a special case of this by computing

𝑘 = 𝑖1 = 𝜌 (𝑖 + 1) and ℓ = 𝑖2 = 𝜌2 (𝑖 + 1).
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1: procedure FES(𝐴,𝑛, 𝑑)
2: 𝑔← (0, 0, . . . , 0) ⊲ current evaluation point — size 𝑛

3: 𝑟 ← (0, 0, . . . , 0) ⊲ 𝑟 [0] = 𝜈 (1) — size 𝑑 + 1
4: # Initialize the stack and the focus pointers (cf. section 7.2)
5: Allocate an array 𝑝 of size 𝑛 + 1 ⊲ 𝑝 holds the “focus pointers”

6: Allocate an array stack of size 𝑛
7: ℎ ← 0 ⊲ height of the stack

8: for 0 ≤ 𝑖 < 𝑛 + 1 do
9: 𝑝 [𝑖] ← 𝑖 ⊲ initial values of the focus pointers

10: # Prepare initial values of derivatives
11: for all monomials𝑚 of degree ≤ 𝑑 − 1 do ⊲ using iterator

12: 𝑖 ← Rank of𝑚 ⊲ accessible in the iterator

13: if 𝑚 ≠ 1 then
14: A[𝑖] ← 𝐷𝑚 (𝑚 ⊕ (𝑚 ≫ 1)) ⊲ using evaluation function

15: # Main loop
16: loop
17: emit (𝑔, A[0]) ⊲ A[0] = 𝑓 (𝑔)
18: # Update the stack and the focus pointers (cf. section 7.2)
19: 𝑘 ← 𝑝 [0] ⊲ 𝑘 = 𝜌 ( 𝑗 + 1)
20: 𝑝 [0] ← 0 ⊲ update focus pointers

21: 𝑝 [𝑘] = 𝑝 [𝑘 + 1]
22: 𝑝 [𝑘 + 1] = 𝑘 + 1
23: ℎ = ℎ − 𝑘 ⊲ pop top 𝑘 elements from the stack

24: stack[ℎ] ← 𝑘 ⊲ push 𝑘 onto the stack

25: ℎ ← ℎ + 1
26: 𝑡 ← min(ℎ,𝑑) ⊲ write 𝑖𝑡 , . . . , 𝑖2, 𝑖1 = stack[ℎ − 𝑡 : ℎ]
27: if 𝑘 = 𝑛 then
28: stop the algorithm

29: # Compute the ranks of the relevant derivatives (cf. section 5.2)
30: 𝑎 ← 0 ⊲ accumulator

31: for ℓ = 1, 2, . . . , 𝑡 do
32: 𝑖ℓ ← stack[ℎ − ℓ] ⊲ write𝑚ℓ = 𝑥𝑖1𝑥𝑖2 . . . 𝑥𝑖ℓ
33: 𝑎 ← 𝑎 +

(
𝑖ℓ
ℓ

)
⊲ 𝑎 = 𝜇𝑘 (𝑚ℓ )

34: 𝑟 [𝑘] ← 𝑎 +
(

𝑛
↓ℓ−1

)
⊲ 𝑟 [𝑖] = 𝜈 (𝑚ℓ )

35: # Advance to the next entry of the truth table
36: 𝑔𝑘 ← 𝑔𝑘 ⊕ 1 ⊲ Update 𝑔

37: for ℓ = 𝑡 − 1, 𝑡 − 2, . . . , 0 do
38: A[𝑟 [ℓ]] ← A[𝑟 [ℓ]] ⊕ A[𝑟 [ℓ + 1]] ⊲ Update derivatives

Fig. 5. An efficient implementation of the FES algorithm for any degree. If emits (𝑥, 𝑓 (𝑥)) for all 𝑥 ∈ {0, 1}𝑛 ,
where 𝑓 is a degree-𝑑 polynomial in 𝑛 variables described by the dense array of coefficients A. The coefficients
must be in graded colex order.
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The 𝑡 derivatives that are updated in the 𝑗-th iteration are given by the set of prefixes of𝑚 ( 𝑗 ) ,
namely

𝑚0 = 1,

𝑚1 = 𝑥𝑖1 ,

𝑚2 = 𝑥𝑖1𝑥𝑖2 ,

...

𝑚𝑡 = 𝑥𝑖1𝑥𝑖2 . . . 𝑥𝑖𝑡 =𝑚.

𝐷𝑚𝑖
is updated using 𝐷𝑚𝑖+1 for 𝑖 = 𝑡 − 1, . . . , 0. This is what happens on line 38 in Figure 5.

Computing the ranks of the 𝑡 derivatives with respect to𝑚𝑖 is necessary to access them in the

array A. It follows from eq. (1) that computing 𝜇𝑘 (𝑚𝑡 ) yields in passing the values of

𝜇0 (𝑚0) , 𝜇1 (𝑚1) , 𝜇2 (𝑚2) , . . . , 𝜇𝑘−1 (𝑚𝑘−1) .
This naturally extends to 𝜈 . In other terms, it is possible to compute the ranks (in the graded colex

order) of all prefixes of a given degree-𝑡 monomial in O(𝑡) operations. This is done in lines 30–34

of the pseudo-code. This is the reason why the FES algorithms favors the graded colex order.

The only extra memory that is needed beyond the input polynomial is for storing the stack and

the focus pointers; this makes O(𝑛) words — this is always less than the size of the polynomial if

it is non-linear. Once the enumeration is terminated, the original array is left in a modified state.

However, it is possible to restore the input state; this requires approximately the same time as the

setup phase.

The “setup phase” (lines 11–14) evaluates all non-constant derivatives, and there are O(𝑛𝑑−1)
of them. A very crude upper-bound on the time complexity of the setup phase is thus given by

O(𝑛2𝑑−1). It is possible to obtain refined complexity bounds but this is largely irrelevant, because

the cost of the setup phase is negligible in front of the 𝑑2𝑛 operations required by the enumeration

itself in all practical scenarios.

7.4 Correctness
We now prove that the algorithm shown in Figure 5 is correct. Following what has implicitly been

done previously, we denote by foo( 𝑗 ) the value of variable foo at the beginning of the 𝑗-th iteration

of the main loop (the while loop of line 16). The first iteration corresponds to 𝑗 = 0.

For the sake of lighter notations, given amonomial𝑚, we use the shorthandA[𝑚] = A[Rank(𝑚)].
In other terms, while A is the regular array accessed in the pseudo-code of Figure 5, A is a version

that can be directly indexed by monomials. For instance, line 38 of the algorithm could be rewritten

as

A [𝑚ℓ ] ← A [𝑚ℓ ] ⊕ A [𝑚ℓ+1] . (7)

Let LV(𝑚) denotes the index of the leading variable of the monomial𝑚, i.e. the greatest index of
any variable that occurs in𝑚. For instance, LV(𝑥2𝑥6) = 6. We define LV(1) = −1. In fact, LV(𝑚) is
the index of the most significant set bit in the exponent vector of𝑚. Finally, define

𝜓 (𝑚, 𝑗) = ⟦𝑚⟧ ⊕
(
⟦( 𝑗 ⊟𝑚) ≫ (LV(𝑚) + 1)⟧ ≪ (LV(𝑚) + 1)

)
.

The following result fully describes the progress of the computation as the main loop of algorithm

of 5 runs.

Lemma 7.2. At the beginning of each iteration of the loop of line 16, and for all monomial𝑚 of
degree at most 𝑑 , we have:

A ( 𝑗 ) [𝑚] = 𝐷𝑚 (𝜓 (𝑚, 𝑗)) . (★)
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𝑗 𝜓 (𝑚0, 𝑗) 𝑚1 𝜓 (𝑚1, 𝑗) 𝑚2 𝜓 (𝑚2, 𝑗) 𝑚3

00000 00000 𝑥0 00001

00001 00001 𝑥1 00011

00010 00011 𝑥0 00001→ 00011 𝑥0𝑥1 00010

00011 00010 𝑥2 00110

00100 00110 𝑥0 00011→ 00111 𝑥0𝑥2 00111

00101 00111 𝑥1 00011→ 00111 𝑥1𝑥2 00101

00110 00101 𝑥0 00111→ 00101 𝑥0𝑥1 00010→ 00110

00111 00100 𝑥3 01100

01000 01100 𝑥0 00101→ 01101 𝑥0𝑥3 01101

01001 01101 𝑥1 00111→ 01111 𝑥1𝑥3 01111

01010 01111 𝑥0 01101→ 01111 𝑥0𝑥1 00110→ 01110 𝑥0𝑥1𝑥3
01011 01110 𝑥2 00110→ 01110 𝑥2𝑥3 01010

01100 01010 𝑥0 01111→ 01011 𝑥0𝑥2 00111→ 01111 𝑥0𝑥2𝑥3
01101 01011 𝑥1 01111→ 01011 𝑥1𝑥2 00101→ 01101 𝑥1𝑥2𝑥3
01110 01001 𝑥0 01011→ 01001 𝑥0𝑥1 01110→ 01010 𝑥0𝑥1𝑥2
01111 01000 𝑥4 11000

10000 11000 𝑥0 01001→ 11001 𝑥0𝑥4 11001

10001 11001 𝑥1 01011→ 11011 𝑥1𝑥4 11011

10010 11011 𝑥0 11001→ 11011 𝑥0𝑥1 01010→ 11010 𝑥0𝑥1𝑥4
10011 11010 𝑥2 01110→ 11110 𝑥2𝑥4 11110

10100 11110 𝑥0 11011→ 11111 𝑥0𝑥2 01111→ 11111 𝑥0𝑥2𝑥4
10101 11111 𝑥1 11011→ 11111 𝑥1𝑥2 01101→ 11101 𝑥1𝑥2𝑥4
10110 11101 𝑥0 11111→ 11101 𝑥0𝑥1 11010→ 11110 𝑥0𝑥1𝑥2
10111 11100 𝑥3 01100→ 11100 𝑥3𝑥4 10100

11000 10100 𝑥0 11101→ 10101 𝑥0𝑥3 01101→ 11101 𝑥0𝑥3𝑥4
11001 10101 𝑥1 11111→ 10111 𝑥1𝑥3 01111→ 11111 𝑥1𝑥3𝑥4
11010 10111 𝑥0 10101→ 10111 𝑥0𝑥1 11110→ 10110 𝑥0𝑥1𝑥3
11011 10110 𝑥2 11110→ 10110 𝑥2𝑥3 01010→ 11010 𝑥2𝑥3𝑥4
11100 10010 𝑥0 10111→ 10011 𝑥0𝑥2 11111→ 10111 𝑥0𝑥2𝑥3
11101 10011 𝑥1 10111→ 10011 𝑥1𝑥2 11101→ 10101 𝑥1𝑥2𝑥3
11110 10001 𝑥0 10011→ 10001 𝑥0𝑥1 10110→ 10010 𝑥0𝑥1𝑥2
11111 10000 stop

Fig. 6. Execution trace of the algorithm with 𝑛 = 5 and 𝑑 = 3.

Lemma 7.2 with𝑚 = 1 states that the sequence of evaluation points of the polynomial is actually

𝜓 (1, 𝑗) = ⟦ 𝑗⟧. In other terms, the algorithm evaluates 𝑓 on all successive 𝑛-bit strings in the order

given by the binary reflected gray code. Proving lemma 7.2 thus establishes the correctness of the

algorithm.

The table in Figure 6 illustrate the progress of the algorithm on a small example. This shows

for instance that A[𝑥1𝑥2] keeps its initial value until the 14-th iteration. The 15-th iteration (with

𝑗 = 14), the 23-th (with 𝑗 = 22) and the 31-th (with 𝑗 = 30) begin with a “new” value that was not

present at the beginning of the previous iteration.

We now characterize precisely what happens in each iteration of the main loop. Define 𝜌 ( 𝑗) =
𝜌∗ ( 𝑗) − max 𝜌∗ ( 𝑗). For instance, 𝜌∗ (1337) = {0, 3, 4, 5, 8, 10} and 𝜌 (1337) = {0, 3, 4, 5, 8}. Let
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Prefix(𝑚) denote the set of all prefixes of the monomial 𝑚. For instance Prefix(𝑥0𝑥3𝑥4) =

{1, 𝑥0, 𝑥0𝑥3, 𝑥0𝑥3𝑥4}.

Lemma 7.3. For all 𝑗 ≥ 0 and all monomial𝑚. Then:

𝜓 (𝑚, 𝑗 + 1) =
{
𝜓 (𝑚, 𝑗) ⊕ 𝐸𝜌

1+deg𝑚 ( 𝑗+1) if𝑚 ∈ Prefix (𝜌 ( 𝑗 + 1)) ,
𝜓 (𝑚, 𝑗) otherwise

Proof. Set 𝑘 = LV(𝑚) + 1 and write:

𝑗 ⊟𝑚 = (𝑥 𝑎𝑘−1 . . . 𝑎1𝑎0)2,
( 𝑗 + 1) ⊟𝑚 = (𝑥 ′𝑏𝑘−1 . . . 𝑏1𝑏0)2,

where 𝑥, 𝑥 ′ are some bit strings. Rearranging these expressions, we obtain ( 𝑗 ⊟𝑚) ≫ 𝑘 = (𝑥)2 and
(( 𝑗 + 1) ⊟𝑚) ≫ 𝑘 = (𝑥 ′)2.
Suppose that𝜓 (𝑚, 𝑗) ≠ 𝜓 (𝑚, 𝑗 + 1). Looking at the definition of𝜓 , it is clear that ( 𝑗 ⊟𝑚) ≫ 𝑘 ≠

(( 𝑗 + 1) ⊟𝑚) ≫ 𝑘 . This is equivalent to 𝑥 ≠ 𝑥 ′ with the above notations. By inspection, the only

possibility for this to happen is 𝑗 ⊟𝑚 =
(
𝑥1𝑘

)
2
and ( 𝑗 + 1) ⊟𝑚 =

(
𝑥 ′0𝑘

)
2
with (𝑥 ′)2 = (𝑥)2 + 1.

It follows that ( 𝑗 + 1) ⊟𝑚 = (𝑥 + 1) ≪ 𝑘 . Because the right-hand side is non-zero, we can get rid

of the saturating subtraction and obtain

𝑗 + 1 =𝑚 + (𝑥 + 1) ≪ 𝑘. (8)

Unfolding the definition of𝜓 then yields:

𝜓 (𝑚, 𝑗) = ⟦𝑚⟧ ⊕ (⟦𝑥⟧ ≪ 𝑘),
𝜓 (𝑚, 𝑗 + 1) = ⟦𝑚⟧ ⊕ (⟦𝑥 + 1⟧ ≪ 𝑘),

and therefore 𝜓 (𝑚, 𝑗) ⊕ 𝜓 (𝑚, 𝑗 + 1) = ⟦𝑥 ⊕ (𝑥 + 1)⟧ ≪ 𝑘 . Lemma 3.1 tells us that 𝑥 ⊕ (𝑥 + 1) =(
1
𝜌 (𝑥+1)+1)

2
and we conclude from from lemma 7.1 that ⟦𝑥 ⊕ (𝑥 + 1)⟧ = 𝐸𝜌 (𝑥+1) .

Eq. (8) implies that the lower-significant bits of 𝑗 + 1 coincide with those of the exponent vector

of𝑚. More precisely, we have:

𝜌𝑖 ( 𝑗 + 1) =
{
𝜌𝑖 (𝑚) 1 ≤ 𝑖 ≤ deg𝑚

𝜌𝑖−deg𝑚 (𝑥 + 1) + 𝑘 otherwise

Therefore, 𝜌 (𝑥 + 1) + 𝑘 = 𝜌1+deg𝑚 ( 𝑗 + 1). This enables us to conclude that if𝜓 (𝑚, 𝑗) ≠ 𝜓 (𝑚, 𝑗 + 1),
then𝜓 (𝑚, 𝑗 + 1) = 𝜓 (𝑚, 𝑗) ⊕ 𝐸𝜌

deg𝑚+1 ( 𝑗+1) .
The above reasoning in fact shows that eq. (8) is a necessary and sufficient for condition for

𝜓 (𝑚, 𝑗) ≠ 𝜓 (𝑚, 𝑗 +1). Therefore we now seek to characterize the set of monomials𝑚 that satisfy (8).

It is clear that the constant monomial𝑚 = 1 does so, therefore we concentrate our attention on

non-constant monomials.

Write again 𝑗 + 1 and𝑚 in binary, as 𝑗 + 1 = (𝑐𝑛−1 . . . 𝑐1𝑐0)2 and𝑚 = (1𝑑𝑘−2 . . . 𝑑1𝑑0)2. Then (8)

is equivalent to 𝑐𝑖 = 𝑑𝑖 for 0 ≤ 𝑖 < 𝑘 (this implies that 𝑐𝑘−1 = 1) and (𝑐𝑛 . . . 𝑐𝑘 )2 ≥ 1.

It appears that each 1 bit in the binary writing of 𝑗 + 1, except the leftmost one, gives rise to a

monomial𝑚 that satisfies (8). Write 𝜌∗ ( 𝑗 + 1) = {𝑖0, 𝑖1, . . . , 𝑖ℓ }. Then 1, 𝑥𝑖0 , 𝑥𝑖0𝑥𝑖1 , . . . , 𝑥𝑖0 . . . 𝑥𝑖ℓ−1 are

the monomials that satisfy (8), and this is precisely Prefix (𝜌 ( 𝑗 + 1)). □

We now prove the main result.

Proof of lemma 7.2. Observe first that (★) always hold for degree-𝑑 monomials𝑚, because 𝐷𝑚

is constant and A[𝑚] is never modified.

We prove that (★) always holds for derivatives of lesser order by induction on the number

of iterations of the main loop. First, it clearly does at the beginning of the first iteration of the
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main loop ( 𝑗 = 0). Indeed, the “setup phase” of lines 11–14 serves precisely this purpose. It sets

A[𝑚] = 𝐷𝑚 (⟦𝑚⟧) for all monomials𝑚, and𝜓 (𝑚, 0) = ⟦𝑚⟧.
Next, suppose that (★) holds at the beginning of the 𝑗-th iteration of the main loop for all𝑚 of

degree at most 𝑑 , and let us show that it is still the case at the beginning of the ( 𝑗 + 1)-th iteration.

Write 𝜌∗ ( 𝑗 + 1) = {𝑖1, 𝑖2, . . . , 𝑖𝑡 , . . . }. Looking at the pseudo-code, we see that the sequence of

modified derivatives𝑚0,𝑚1, . . . ,𝑚𝑡−1 is precisely Prefix ({𝑖1, . . . , 𝑖𝑡−1}). All other derivatives are
left untouched, and according to lemma 7.3, they are not supposed to change, so (★) still holds at

the beginning of the next iteration for the derivatives that are not modified.

It remains to show that those that are modified still satisfy (★) at the beginning of the next

iteration. In the sequel, 𝑡 denotes the value computed on line 26 of the pseudo-code. The algorithm

executes the following sequence of 𝑡 − 1 updates:

A ( 𝑗+1) [𝑚𝑡−1] ← A ( 𝑗 ) [𝑚𝑡−1] ⊕ A ( 𝑗 ) [𝑚𝑡 ] ,
A ( 𝑗+1) [𝑚𝑡−2] ← A ( 𝑗 ) [𝑚𝑡−2] ⊕ A ( 𝑗+1) [𝑚𝑡−1] ,

...

A ( 𝑗+1) [𝑚0] ← A ( 𝑗 ) [𝑚0] ⊕ A ( 𝑗+1) [𝑚1] .

We show by descending induction on ℓ = 𝑡 −1, 𝑡 −2, . . . , 0, thatA ( 𝑗+1) [𝑚ℓ ] satisfies (★). This will
establish the result of the lemma. The first “updater” A ( 𝑗 ) [𝑚𝑡 ] satisfies (★) because either 𝑡 = 𝑑
and it is constant (always correct), or 𝑡 < 𝑑 and it is not modified, so it satisfies (★) by induction

hypothesis on 𝑗 .

Next, consider the update:

A ( 𝑗+1) [𝑚ℓ ] ← A ( 𝑗 ) [𝑚ℓ ] ⊕ A ( 𝑗+1) [𝑚ℓ+1]

and suppose that A ( 𝑗+1) [𝑚ℓ+1] satisfies (★). The initial value A ( 𝑗 ) [𝑚ℓ ] of the “updatee” also

satisfies (★) by induction hypothesis on 𝑗 . The final value A ( 𝑗+1) [𝑚ℓ ] of the “updatee” is correct if
and only if:

𝐷𝑚ℓ
(𝜓 (𝑚ℓ , 𝑗 + 1)) = 𝐷𝑚ℓ

(𝜓 (𝑚ℓ , 𝑗)) ⊕ 𝐷𝑚ℓ+1 (𝜓 (𝑚ℓ+1, 𝑗 + 1)) . (9)

We conclude the proof by showing that (9) is true. By lemma 7.3, we have

𝜓 (𝑚ℓ , 𝑗 + 1) = 𝜓 (𝑚ℓ , 𝑗) ⊕ 𝐸𝑖ℓ+1 . (10)

Eq. (9) is therefore equivalent to

𝐷𝑚ℓ

(
𝜓 (𝑚ℓ , 𝑗) ⊕ 𝐸𝑖ℓ+1

)
= 𝐷𝑚ℓ

(𝜓 (𝑚ℓ , 𝑗)) ⊕ 𝐷𝑚ℓ+1 (𝜓 (𝑚ℓ+1, 𝑗 + 1)) . (11)

Note that𝑚ℓ+1 =𝑚ℓ𝑥𝑖ℓ+1 . By definition of the derivative, we have that

𝐷𝑚ℓ

(
𝜓 (𝑚ℓ , 𝑗) ⊕ 𝐸𝑖ℓ+1

)
= 𝐷𝑚ℓ

(𝜓 (𝑚ℓ , 𝑗)) ⊕ 𝐷𝑚ℓ+1 (𝜓 (𝑚ℓ , 𝑗)) .

Therefore (9) is equivalent to

𝐷𝑚ℓ+1 (𝜓 (𝑚ℓ , 𝑗)) = 𝐷𝑚ℓ+1 (𝜓 (𝑚ℓ+1, 𝑗 + 1)) .

Using (10) again, this becomes

𝐷𝑚ℓ+1 (𝜓 (𝑚ℓ , 𝑗)) = 𝐷𝑚ℓ+1

(
𝜓 (𝑚ℓ , 𝑗) ⊕ 𝐸𝑖ℓ+1

)
.

This last equation is always satisfied, because 𝐷𝑚ℓ+1 does not depend on 𝑥𝑖ℓ+1 . □
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/*
* A[0:2**n] contains the truth table of f;
* this overwrites it with its Moebius transform
*/
void Moebius(bool ∗A, int n)

{

int S = 1;

int N = 1 << n;

for ( int i = 0; i < n; i++) {

for ( int p = 0; p < N; p += 2 ∗ S)

for ( int j = 0; j < S; j++)

A[p + S + j ] ^= A[p + j ];

S += S;

}

}

Fig. 7. C code of the classic Moebius transform, adapted from [Jou09].

8 NEARLY IN-PLACE MOEBIUS TRANSFORM FOR LOW-DEGREE POLYNOMIALS
The “classic”, usual Moebius transform converts the truth table of a boolean function to its algebraic

normal form, i.e. the coefficients of its polynomial representation, and vice-versa (it is involutive).

It can be computed in-place by a few lines of C code, as shown in Figure 7. The interested reader

can consult [Jou09, §9.2] for more details. This well-known procedure requires O(𝑛2𝑛) operations.
It applies to arbitrary Boolean functions and therefore operates on an array of size 2

𝑛
.

Designing an in-placeMoebius transform that converts the coefficients of a low-degree polynomial

to its truth table presents an obvious and seemingly insurmountable challenge: the input is much

smaller than the output. Indeed, on input we have an array of size O(𝑛𝑑 ) holding the coefficients of

a degree-𝑑 polynomial, while on output we should provide an array of size 2
𝑛
containing its truth

table.

The only way such a procedure could use less than 2
𝑛
bits of memory is by incrementally

producing the truth table, one chunk at a time, without ever holding its 2
𝑛
entries in memory all at

once. The algorithm implemented in BeanPolE is adapted from [Din21a], which is not in-place. It

relies on two sub-algorithms:

• The classic in-place Moebius transform that operates on arrays of size 2
𝑛
.

• An in-place procedure to “flip” the last variable in sub-linear time.

It assumes that 𝑛 ≥ 𝑑 and works as follows:

1. If there are exactly 𝑑 variables:

a. Run the “classic” in-placeMoebius transform described in Figure 7. [this turn the 2
𝑑
coefficients

of the polynomial into its truth table of size 2
𝑑
]

b. Emit the corresponding chunk of 2
𝑑
entries of the truth table.

c. Run the classic in-place Moebius again. [this reverts the polynomial to its original state]

2. Otherwise:

a. Proceed recursively on 𝑓 (𝑥0, . . . , 𝑥𝑛−2, 0) — one less variable.

b. Proceed recursively on 𝑓 (𝑥0, . . . , 𝑥𝑛−2, 1) — one less variable.

This procedure uses the colexicographic order for two reasons. Firstly, it is required by the classic

Moebius transform. Secondly, it enables the last variable to be fixed in-place, and the operation to

be efficiently reverted.

J. ACM, Vol. 37, No. 4, Article 111. Publication date: August 2018.



111:24 Charles Bouillaguet

Let A denote the array representing the coefficients of a degree-𝑑 polynomial 𝑓 in 𝑛 vari-

able in colex order. A has size

(
𝑛
↓𝑑
)
. Denote by 𝑓𝑏 the polynomial in one less variable given by

𝑓 (𝑥0, . . . , 𝑥𝑛−2, 𝑏).
The description of 𝑓0 is in fact readily available in A: all the coefficients of monomials containing

the last variable are located at the end of A in the colex order. Therefore the first

(
𝑛−1
↓𝑑

)
elements of

A are precisely the coefficients of 𝑓0.

Obtaining 𝑓1 requires a bit more work. To this end, our main tool is an efficient procedure that flips

the last variable in-place: it overwrites the coefficients of 𝑓 with those of 𝑓 (𝑥0, . . . , 𝑥𝑛−2, 𝑥𝑛−1 + 1).
This operation is clearly involutive. Working with the coefficients of 𝑓1 is done as follows:

• Flip the last variable in-place. [the beginning of A then contains the coefficients of 𝑓1].

• Do whatever is needed with 𝑓1.

• Flip the last variable in-place once more. [this restores A to its original state].

8.1 Flipping the Last Variable In-Place
Let𝑚 denote a monomials that does not contain 𝑥𝑛−1. The transformation 𝑥𝑛−1 ↦→ 𝑥𝑛−1 + 1 leaves
𝑚 invariant and turns 𝑚𝑥𝑛−1 into 𝑚 +𝑚𝑥𝑛−1. Let B denote the array containing coefficients of

𝑓 (𝑥0, . . . , 𝑥𝑛−2, 𝑥𝑛−1 + 1). Assuming that A and B can be indexed with monomials, we have:

𝐵 [𝑚𝑥𝑛−1] = 𝐴[𝑚𝑥𝑛−1]
𝐵 [𝑚] = 𝐴[𝑚] ⊕ 𝐴[𝑚𝑥𝑛−1]

We now describe an in-place procedure that overwrites the content of A with that of B. For each
monomial𝑚 of degree at most 𝑑 in 𝑛 − 1 variables: let 𝑖 (resp. 𝑗 ) denote the colex rank of𝑚 (resp.

𝑚𝑥𝑛−1) among all degree-𝑑 monomials, then do 𝐴[𝑖] ← 𝐴[𝑖] ⊕ 𝐴[ 𝑗]. The only technical difficulty

is to compute the ranks 𝑖 and 𝑗 efficiently.

Suppose that 𝑟 = 𝜇↓𝑑 ({𝑖0, . . . , 𝑖𝑘−1}) is the colex rank of a monomial among all degree-𝑑 mono-

mials. It follows from (2) that is easy to update 𝑟 if the smallest variable is removed, or if another

even smaller variable 𝑗 < 𝑖0 is added:

𝜇↓𝑑 ({𝑖1, . . . , 𝑖𝑘−1}) = 𝑟 −
(

𝑖0

↓ 𝑑 − 𝑘 + 1

)
(12)

𝜇↓𝑑 ({ 𝑗, 𝑖0, . . . , 𝑖𝑘−1}) = 𝑟 +
(

𝑗

↓ 𝑑 − 𝑘

)
(13)

This ability to “update” the rank of a monomial in constant time plays a crucial role in the

procedure that flips the last variable of a Boolean polynomial described in Figure 8.

Each iteration of the for loop uses the algorithm of Figure 2 to advance to the next monomial

𝑚 in 𝑛 − 1 variables of degree at most (𝑑 − 1). It also maintains the colex rank of𝑚 among all

monomials of degree at most 𝑑 using equations (12) and (13). During this enumeration, the rank of

𝑚𝑥𝑛−1 increases monotonically from

(
𝑛−1
↓𝑑

)
to

(
𝑛
↓𝑑
)
.

The correctness of this procedure follows from lemma 5.1 and from the discussion above about

incrementally updating the rank of a monomial. The proof of lemma 5.2 also shows that it runs in

amortized constant time per iteration. It follows that flipping the last variable takes time proportional

to

(
𝑛−1
↓𝑑−1

)
, namely the number of updated coefficients.

8.2 An Iterative Nearly In-place Moebius Transform
The full pseudo-code of the in-place Moebius transform implemented in BeanPolE is shown in

Figure 9. It remains to determine its complexity. The classic Moebius transform is invoked 2
𝑛−𝑑+1

times on arrays of size 2
𝑑
, so the total number of operations this represents is O(𝑑2𝑛). We now
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1: procedure FlipLastVariable(A, 𝑛, 𝑑)
2: 𝑘 ← 0 ⊲ 𝑘 = deg𝑚

3: 𝑚[𝑑 − 1] ← 0

4: 𝑚[𝑑] ← 1 ⊲ variables of𝑚 appear in𝑚[𝑑 − 𝑘 + 1 : 𝑑]
5: 𝑖 ← 0 ⊲ 𝑖 = 𝜇↓𝑑−1 (𝑚)
6: for

(
𝑛−1
↓𝑑

)
<= 𝑗 <

(
𝑛
↓𝑑
)
do ⊲ 𝑗 = 𝜇↓𝑑 (𝑚𝑥𝑛−1) with deg𝑚 ≤ 𝑑 − 1

7: A[𝑖] ← A[𝑖] ⊕ A[ 𝑗] ⊲ Update A

# The sequel advances to the next𝑚 using the algorithm of Figure 2.
# It maintains the corresponding rank 𝑖 using (12) and (13).

8: if 𝑘 ≠ 𝑑 − 1 and𝑚[𝑑 − 𝑘] ≠ 0 then
9: 𝑘 ← 𝑘 + 1 ⊲ Add 𝑥0 to𝑚

10: 𝑚[𝑑 − 𝑘] ← 0

11: 𝑖 ← 𝑖 + 1 ⊲ add smallest variable using eq. (13)

12: else
13: while 𝑘 > 1 and𝑚[𝑑 − 𝑘] + 1 =𝑚[𝑑 − 𝑘 + 1] do ⊲ Erase smallest “run”

14: 𝑖 = 𝑖 −
(𝑚[𝑑−𝑘 ]
↓𝑑−𝑘+1

)
⊲ remove smallest variable using eq. (12)

15: 𝑘 ← 𝑘 − 1
16: 𝑖 = 𝑖 −

(𝑚[𝑑−𝑘 ]
↓𝑑−𝑘+1

)
⊲ remove smallest variable using eq. (12)

17: 𝑚[𝑑 − 𝑘] =𝑚[𝑑 − 𝑘] + 1 ⊲ Replace smallest variable by the next one

18: 𝑖 = 𝑖 +
(𝑚[𝑑−𝑘 ]
↓𝑑−𝑘+1

)
⊲ add smallest variable using eq. (13)

Fig. 8. Flipping the last variable of a Boolean polynomial in colex order, in-place.

1: procedure InPlaceMoebius(A, 𝑛, 𝑑)
2: Allocate an array 𝑥 of 𝑛 + 1 bits
3: Set 𝑥𝑖 ← 0 for all 0 ≤ 𝑖 ≤ 𝑛.
4: Moebius(A, 𝑑) ⊲ coefficients→ truth table

5: while 𝑥 [𝑛] = 0 do

# At this point A[0 : 2𝑑 ] contains the next chunk of 2𝑑 entries of the truth table
6: emit A[0 : 2𝑑 ]
7: Moebius(A, 𝑑) ⊲ truth table→ coefficients

8: Set 𝑖 ← 𝑑 ⊲ unwind the recursion stack

9: while 𝑖 < 𝑛 and 𝑥 [𝑖] = 1 do
10: Set 𝑥 [𝑖] ← 0

11: FlipLastVariable(A, 𝑖 + 1, 𝑑)
12: Increment 𝑖

13: Set 𝑥 [𝑖] ← 1 ⊲ flip the last variable

14: if 𝑖 < 𝑛 then
15: FlipLastVariable(A, 𝑖 + 1, 𝑑)
16: Moebius(A, 𝑑) ⊲ coefficients→ truth table

Fig. 9. The nearly in-place Moebius transform for low-degree polynomials.
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claim that the total time spent flipping variables is also O(𝑑2𝑛). The (𝑑 + 𝑖)-th variable is flipped

2
𝑛−𝑑−𝑖−1

times. The total time spent in variable flipping is then (up to a constant factor)

𝑇 =

𝑛−1∑︁
𝑖=𝑑

2
𝑛−𝑖−1

(
𝑖 − 1
↓ 𝑑 − 1

)
Suppose that 𝑑 ≤ 𝑛/2. Under this assumption, the trivial bound

(
𝑛
↓𝑘
)
≤ 𝑘

(
𝑛
𝑘

)
shows that the time

spent flipping variables is upper-bounded by

𝑇 ≤ 𝑑2𝑛−1
𝑛−1∑︁
𝑖=𝑑

2
−𝑖
(
𝑖 − 1
𝑑 − 1

)
Because

(
𝑛
𝑘

)
= 𝑛

𝑘

(
𝑛−1
𝑘−1

)
, it follows that:

𝑇 ≤ 𝑑22𝑛−1
𝑛−1∑︁
𝑖=𝑑

2
−𝑖

𝑖

(
𝑖

𝑑

)
(14)

But we then have the following

Lemma 8.1. For any 𝑑 ∈ N,
+∞∑︁
𝑖=0

2
−𝑖
(
𝑖

𝑑

)
= 2.

Proof. To begin with, it is clear that the series converges by the ratio test. We establish the

result using the method of “creative telescoping” [PWZ96]. Define 𝐹 (𝑑, 𝑖) = 2
−𝑖 ( 𝑖

𝑑

)
and 𝐺 (𝑑, 𝑖) =

2
𝑑−𝑖
𝑑+1𝐹 (𝑑, 𝑖). Then we have

𝐹 (𝑑 + 1, 𝑖) − 𝐹 (𝑑, 𝑖) = 𝐺 (𝑑, 𝑖 + 1) −𝐺 (𝑑, 𝑖).

Summing on 0 ≤ 𝑖 ≤ 𝑛 yields

𝑛∑︁
𝑖=0

𝐹 (𝑑 + 1, 𝑖) −
𝑛∑︁
𝑖=0

𝐹 (𝑑, 𝑖) = 𝐺 (𝑑, 𝑛 + 1) −𝐺 (𝑑, 0).

In all cases, 𝐺 (𝑑, 0) = 0. Then passing to the limit with 𝑛 → +∞, we find that:

+∞∑︁
𝑖=0

𝐹 (𝑑 + 1, 𝑖) −
+∞∑︁
𝑖=0

𝐹 (𝑑, 𝑖) = lim

𝑛→+∞
𝐺 (𝑑, 𝑛 + 1) = 0.

This shows that the sum of the series is independent of 𝑑 . Then with 𝑑 = 0 we quickly find that

+∞∑︁
𝑖=0

𝐹 (0, 𝑖) =
+∞∑︁
𝑖=0

2
−𝑖 = 2.

□

It then follows from lemma 8.1 that

𝑛−1∑︁
𝑖=𝑑

2
−𝑖

𝑖

(
𝑖

𝑑

)
≤ 1

𝑑

𝑛−1∑︁
𝑖=𝑑

2
−𝑖
(
𝑖

𝑑

)
≤ 2

𝑑

Combining this with (14) finally shows that the total time spent flipping variable is O(𝑑2𝑛). This
establishes the announced complexity.
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9 PRACTICAL RESULTS
To the best of our knowledge, there is no other software package devoted to handling dense

multivariate Boolean polynomials. Speed comparisons are thus of little interest. The few experiments

reported belowwere performed on a machine equipped with a pair of Intel Xeon Gold 6130 (Skylake)
CPUs running at 2.1GHz. To ensure a frequency of exactly 2.1GHz, “Turbo Boost” was disabled.

Only a single core was used, with a single pinned process. A single core has a 32KB L1 cache, a

1MB L2 cache and a 22MB L3 cache is shared with all the (otherwise idle) cores of the CPU.

Note that when used to measure size in bytes or in bits, the suffixes G, M and K mean 2
30, 220

and 2
10
, respectively, but in any other context they mean 10

9
, 10

6
and 10

3
.

The most closely related software package is without doubt the PolyBoRi library, but it does not
target the same applications. PolyBori uses Binary Decision Diagrams to represent the set of Boolean

monomials of each polynomial. This is particularly well-suited for sparse polynomials in a high

number of variables. This makes PolyBori capable of handling sparse, high-degree polynomials in

a large number of variable, something that BeanPolE cannot do because their dense representation

would use too much space. The downside is that PolyBori is not so efficient with dense polynomials.

Multiplication. Before writing BeanPolE, the author was facing the following practical problem:

compute 𝑅 ← 𝑅 + 𝑃 ×𝑄 , where 𝑃 and 𝑄 are random polynomials of degree 2 and 3, respectively,

in 80 variables. Polynomial multiplication is not the main feature of BeanPolE, but this example

illustrates that, by design, it is better suited at dealing with dense, low-degree polynomials than

existing software.

The naive quadratic multiplication algorithm described in section 6.3 represents 20 lines of C

code in BeanPolE. It computes the product (𝑅 ← 𝑅 + 𝑃 ×𝑄) in 10.8s, using the most compact dense

representation with a single bit per coefficient. The result 𝑅 requires 3MB of memory. Using a

simpler memory representation with an array of bool (one per coefficient) yields essentially the

same performance but uses 8 times more memory, as gcc uses 8-bit integers to represent values of

type bool. Finally, performing 32 parallel, “vectorized”, multiplications using 32-bit coefficients

takes exactly the same amount of time as doing just one.

The SageMath v9.5 open-source computer algebra system uses PolyBoRi to handle multivariate

Boolean Polynomials. A direct performance comparison is complicated by the fact that PolyBoRi
maintains a global state; the performance of the next operation is affected by the history of past

operations and tends to degrade over time. This concerns both the computation of the product

(𝑅 ← 𝑅 + 𝑃 ×𝑄) and the generation of random 𝑃,𝑄 . We therefore repeated 10 times the operation,

starting with 𝑅 = 0 and drawing random 𝑃 and 𝑄 in each iteration. Figure 10 shows the result.

The memory footprint increases during the first iterations then stabilizes. This requires 581MB of

memory to store 𝑅, about 24 bytes per coefficient. With 𝑛 = 128 variables, BeanPolE does a single

multiplication of a bit-packed polynomial in 112s; the result 𝑅 requires 33MB. SageMath does it in

195s; the result requires 7620MB.

TheMAGMA v2.26-8 closed-source computer algebra system [BCP97] also offers facilities for

dealing with Boolean polynomials. Its documentation does not explicitly specify what kind of

data structure it uses to represent them in memory, but the same experiment suggests the use

of sparse polynomials. The time taken to do 𝑅 ← 𝑅 + 𝑃 ×𝑄 depends on the previous value of 𝑅.

On a machine
3
equipped with Intel Xeon CPU E5-2680 v4 CPUs,MAGMA takes 365s to compute

When 𝑅 ← 𝑃 ×𝑄 . The memory usage increasd from 64MB to 4GB, which makes about 160 bytes

per coefficient of 𝑅. We guess that each exponent is represented using a 16-bit integer. After that,

subsequent updates 𝑅 ← 𝑅 + 𝑃 ×𝑄 , with fresh 𝑃 and 𝑄 , take 1065s.

3
We unfortunately do not own a MAGMA licence so we had to rely on a third party to run the experiment for us.
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𝑛 Operation Time (1st iteration) Time (10th iteration) Memory footprint

80

random 𝑃 0.05 1

581MBrandom 𝑄 4.5 60

𝑅 ← 𝑅 + 𝑃 ×𝑄 15 14

128

random 𝑃 0.15 25

7.6GBrandom 𝑄 26 3047

𝑅 ← 𝑅 + 𝑃 ×𝑄 195 182

Fig. 10. Performance of the polynomial product using SageMath 9.5, that itself uses PolyBori. Times are given
in seconds. 𝑃 has degree 2 and 𝑄 has degree 3.

Boolean System Solving. The BeanPolE library is bundled with a few demonstration programs.

Two of them solve systems of 64 polynomial equations in 𝑛 variables by exhaustive search, using

either the FES algorithm or the in-place Moebius transform. They evaluate the 64 input polynomials

on all the 2
𝑛
input values and check if all the polynomials vanish simultaneously. Figures 11 and 12

show a speed comparison between the FES algorithm and the in-place Moebius transform.

Here are a few comments. The main loop of the FES algorithm always seem to be faster than that

of the Moebius transform by a factor of about two. It seems that this gap narrows when the degree

increase. Both algorithm require O(𝑑) amortized operations to produce the next entry of the truth

table. Figure 13 shows the number of CPU cycles per entry of the truth table, divided by 𝑑 — this

exposes the constant factor inside the O(. . .). It confirms that the dependence to 𝑛 is very weak.

Such a dependence, which is not visible in the theoretical analysis in a simplified abstract model,

could be exposed by architectural details of the target machine: the algorithms randomly access an

array that gets larger with 𝑛, so that cache misses, TLB faults, etc. could become more frequent

when 𝑛 increases. We observe that it is not the case, and that the memory access pattern of the

algorithms is dealt with efficiently by the memory subsystem. In any case, the slight superiority of

the main loop of the FES algorithm is manifest.

However, the FES algorithm has a setup phase before its main loop, and our experiments show

that in some circumstances its complexity cannot be neglected. This is in particular the case when

𝑑 is not negligible compared to 𝑛. Figure 14 shows the running time of the setup phase. In the case

of 𝑛 = 32 variables for instance, the Moebius transform gets faster than the FES algorithm as soon

as 𝑑 ≥ 12, because the setup phase dominates. Numerical estimates suggest that it is always the

case when 𝑑 = 𝑛/3. However, when 𝑛 increases and 𝑑 stays fixed, the complexity of the setup phase

tends to become negligible compared to that of the main loop. When it is the case, gaining a factor

of two in the main loop by switching from the Moebius transform to the FES algorithm yields a

global improvement in running time.

For the sake of comparison, the libfes-lite library, which contains a very optimized version of

the FES algorithm restricted to quadratic polynomials does this exhaustive search in 0.15s, about

200× faster than the BeanPolE implementation. However, BeanPolE is written in plain C, does not

use bits of hand-tuned CPU-specific assembler code, and works for any degree.

As reported in the introduction, several cryptographic attacks require the computation of the

truth table of low-degree Boolean polynomials. The time BeanPolE would take to perform these

tasks can be inferred from the tables shown in Figure 11 and 12. Producing the truth table of

degree-4 polynomials in 33 variables (as in [BDL
+
21]) would take 222s on a core of the target

machine, while for degree-6 polynomials in 32 variables (as in [DS11]) it would take 151s.
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Fig. 11. Using BeanPolE to solve Boolean polynomial systems by exhaustive search. Random systems of 64
polynomials in 𝑛 = 32 variables of increasing degrees are solved. The “size” column indicates the total size of
the polynomial system, using a single bit to store each coefficient. The “FES” and “Moebius” columns indicate
the running time of the full enumeration, as well as the number of CPU cycles per entry of the truth table.
For the FES algorithm, the running of the setup has to be added to the running time of the main loop. The
running time of the main loop was extrapolated from the first 230 iterations.

𝑛 𝑑 Size (B)

FES Moebius

setup main loop cycles / it main loop cycles / it

32

2 4.1K 0.0s 78.0s 38 122s 60

3 42.9K 0.0s 96.4s 47 166s 81

4 324K 0.0s 111s 54 213s 104

5 1.9M 0.0s 125s 61 252s 123

6 8.8M 0.1s 151s 74 299s 146

7 34.4M 0.4s 175s 86 348s 170

8 115M 2.1s 191s 93 397s 194

9 329M 9.0s 213s 104 437s 214

10 821M 33.8s 229s 112 486s 238

11 1.8G 114s 251s 123 527s 258

12 3.4G 351s 303s 148 564s 276

13 6.0G 996s 356s 174 611s 299

14 9.5G 2544s 407s 199 651s 318

15 13.8G 1.7h 421s 206 670s 327

16 18.2G 3.5h 452s 221 668s 327

36

2 5.2K 0.0s 1248s 38 1952s 60

3 61.0K 0.0s 1606s 49 2714s 83

4 521K 0.0s 1798s 55 3366s 103

5 3.4M 0.0s 2010s 61 1.1h 124

6 18.2M 0.2s 2394s 73 1.3h 145

7 81.9M 1.0s 2714s 83 1.6h 172

8 313M 5.3s 3002s 92 1.7h 192

9 1.0G 25.0s 3379s 103 2.0h 218

10 2.9G 108s 1.1h 116 2.2h 241

11 7.4G 410s 1.1h 125 2.3h 256

12 16.7G 1429s 1.4h 149 2.5h 280

13 33.9G 1.3h 1.6h 174 2.7h 292

40

2 6.4K 0.0s 5.5h 38 9.0h 62

3 83.6K 0.0s 7.0h 48 12.1h 83

4 798K 0.0s 8.0h 55 15.2h 104

5 5.8M 0.0s 9.5h 65 18.1h 124

6 35.1M 0.3s 10.6h 73 21.7h 149

7 177M 2.0s 12.5h 86 25.4h 175

8 764M 11.7s 13.6h 93 28.6h 196

9 2.8G 62.4s 15.4h 106 32.1h 221

10 9.1G 294s 16.6h 114 34.2h 235

11 26.3G 1263s 17.9h 123 37.3h 257

12 67.9G 1.4h 22.1h 152 41.5h 285
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Fig. 12. Figure 11, continued.

𝑛 𝑑 Size (B)

FES Moebius

setup (s) main loop (s) cycles / it main loop (s) cycles / it

44

2 7.7K 0.0s 90.1h 39 141.5h 61

3 111K 0.0s 106.5h 46 195.7h 84

4 1.1M 0.0s 125.2h 54 241.2h 104

5 9.4M 0.1s 149.3h 64 294.9h 127

6 63.3M 0.5s 166.6h 72 351.3h 151

7 356M 3.7s 197.1h 85 405.0h 174

8 1.7G 24.4s 215.7h 93 455.1h 196

9 6.9G 140s 243.9h 105 509.3h 219

10 25.4G 734s 263.1h 113 549.8h 236

11 82.6G 3473s 292.6h 126 600.3h 258

48

2 9.2K 0.0s 1.4Kh 39 2.3Kh 61

3 144K 0.0s 1.7Kh 46 3.1Kh 84

4 1.6M 0.0s 2.0Kh 54 3.8Kh 103

5 14.7M 0.1s 2.4Kh 64 4.6Kh 125

6 108M 0.8s 2.6Kh 71 5.5Kh 147

7 670M 6.7s 3.1Kh 83 6.5Kh 174

8 3.5G 47.1s 3.4Kh 92 7.3Kh 197

9 16.0G 297s 3.9Kh 104 8.2Kh 220

10 64.7G 1688s 4.3Kh 116 9.0Kh 243

2 4 6 8 10 12 14 16
d

12.5

15.0

17.5

20.0

22.5

25.0

27.5

30.0

cy
cle

s /
 it

 / 
d

FES (n=32)
FES (n=36)
FES (n=40)
FES (n=44)
FES (n=48)
Moebius (n=32)
Moebius (n=36)
Moebius (n=40)
Moebius (n=44)
Moebius (n=48)

Normalized Cycles per Iteration (divided by d)

Fig. 13. Comparison of the main loops of both algorithms.
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6 8 10 12 14 16
d

100

101

102

103

104

T 
(s

)

FES (n=32)
FES (n=36)
FES (n=40)
FES (n=44)
FES (n=48)

Setup phase of the FES algorithm (log scale)

Fig. 14. Running time of the setup phase of the FES algorithm.

Use in the “Crossbred” algorithm. We conclude with the most relevant use of the library. The

“Crossbred” algorithm [JV17] is presently the most efficient solution to solve quadratic Boolean

systems. Its most computationally heavy phase requires the evaluation of a large collection of

degree-𝐷 polynomials on all possible inputs, with 𝐷 ∈ {3, 4, 5}.
A record-size system of 186 random quadratic polynomials in 83 variables has recently been

solved using the Crossbred algorithm implemented on top of BeanPolE4. If AVX512 instructions
are available (as it is the case on the “Skylake” Xeon CPUs), this can be done by evaluating 532K

degree-4 polynomials and 20.5K degree-5 polynomials on 48 variables. The FES algorithm was used,

because it is slightly faster. These large collections of𝑤 polynomials are represented as a single

polynomial with𝑤-bit coefficients.

The coefficients are so large that the “derivative update” step of line 38 in Figure 5 completely

dominates the running time of the FES algorithm. Let us for instance consider the case of 532480

degree-4 polynomials, that was executed in practice. The critical “derivative update” step boils

down to executing the sequence of operations:

𝑑 ← 𝑑 ⊕ 𝑒
𝑐 ← 𝑐 ⊕ 𝑑
𝑏 ← 𝑏 ⊕ 𝑐
𝑎 ← 𝑎 ⊕ 𝑏

where 𝑎, 𝑏, 𝑐, 𝑑 and 𝑒 denote long bit strings of size 532480. Each iteration needs to read 𝑎, 𝑏, 𝑐, 𝑑

and 𝑒 (5 × 532𝐾𝑏 = 325𝐾𝐵) from memory and writes back 𝑎, 𝑏, 𝑐 and 𝑑 (4 × 532𝐾𝑏 = 260𝐾𝐵). It

is the understanding of the author that a “skylake” core has two 512-bit load units, two 512-bit

integer Arithmetic and Logical Units as well as a single 512-bit store unit. Figure 15 summarizes

this. Performing all the XORs operation requires at least 2080 cycles, but writing the updated values

to memory requires at least 4160 cycles (because there is only a single store unit).

4
See https://www.mqchallenge.org/details/details_I_20230916.html
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operation

Maximum instructions / cycle

AVX2 (256-bit vectors) AVX-512 (512-bit vectors)

register← register ⊕ register 3 2

register← memory 2 2

memory← register 1 1

Fig. 15. Instruction-level parallelism in a “Skylake” CPU core.

Access every . . . iteration 1 2 4 8 16

Coefficient

1 𝑥0 𝑥1 𝑥2 𝑥3
𝑥0𝑥1 𝑥0𝑥2 𝑥0𝑥3

𝑥1𝑥2 𝑥1𝑥3
𝑥0𝑥1𝑥2 𝑥2𝑥3

𝑥0𝑥1𝑥3
𝑥0𝑥2𝑥3
𝑥1𝑥2𝑥3
𝑥0𝑥1𝑥2𝑥3

Fig. 16. Most frequently accessed coefficients in the FES algorithm.

In addition, a single coefficient is about twice the size of the L1 cache. We also understand that

the bandwidth between the L1 and L2 cache is only 512 bits per cycle in either direction. Only one

operation can be done each cycle: the L1 cache can either send or receive data from the L2 cache,

but not both. This creates an extra bottleneck and leads to a more stringent theoretical lower-bound

of 9360 cycles per iteration.

Finally, the bandwidth between the L2 and the L3 cache is at most 256 bits per cycle in either

direction. The coefficient are so large that the 1MB L2 cache can only store about 15.75 of them. It

follows that L2 cache misses are bound to be frequent, and the L2↔ L3 bandwidth can also be a

limiting factor.

In the best of all possible worlds, the 16 most frequently accessed coefficients (shown in Figure 16)

would always stay in the L2 cache and never be evicted. In this ideal scenario, there would be

on expectation 1/16 L2 cache misses for degree-1 coefficients per iteration, plus 5/16 misses for

degree-2 coefficients, plus 11/16 for degree-3 coefficients, plus 15/16 for degree-4 coefficients. Any

higher-order coefficient would create a cache miss. Therefore, exactly 𝐷 − 2 coefficients would be

transferred from the L3 cache to the L2 cache on expectation, and 𝐷 − 3 would be transferred back

to the L3 cache per iteration.

However, the L2 cache unfortunately most likely implements a variant of the Least Recently

Used replacement strategy, so that the situation is both worse and messier in practice. In this case,

a simple simulation shows that when 𝐷 = 4, only the four most frequently accessed coefficients

(1, 𝑥0, 𝑥1 and 𝑥0𝑥1) always stay in the L2 cache; all the other are almost systematically evicted.

Under this assumption, 3 coefficients would have to be read from the L3 cache on expectation per

iteration, and 2 would have to be written back. This means that 5 full coefficients would have to be

transferred to and from the L3 cache per iteration, and its bandwidth limitation would then impose

a lower-bound of 10400 cycles per iteration.

Running the actual code, we observe using actual hardware performance counters that 3.2

coefficients are loaded on average from the L3 cache per iteration. This confirms the result of the

simulation. Our code actually runs at 24850 cycles / iteration. About 13.7 bytes are transferred to or
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from the L3 cache per cycle. This is less than the theoretical maximum of 32. However, [Int23, Table

2.9] suggests a “Sustained bandwidth” of 15 bytes per cycle, and [VSIH22] empirically measured

it at 11.3 bytes / cycle, so we are somewhere in the middle. This leads us to conclude that, with a

large number of polynomials, the FES algorithm is in fact memory-bound and runs close to the

peak performance of the hardware.

Another simple experiment confirms this observation: an AVX2 version was assembled and

benchmarked. It runs at exactly the same speed as the AVX512 version. Looking at the table of

Figure 15, we see that when restricted to AVX2 instructions, in a single clock cycle a CPU core can

only:

• Load 512 bits from the L1 cache (vs. 1024 with AVX512)

• XOR 768 bits (vs 1024)

• Store 256 bits in the L1 cache (vs 512)

We conclude that if the AVX2 version was bottlenecked by the speed at which the CPU can

execute instructions without stalls, then it would be slower than the AVX512 version by a factor

between 1.33 and 2. The fact that it runs at the same speed then strongly suggest that the process

is memory-bound.

On the target machine, the full evaluation of 532K degree-4 polynomials on 48 variables would

have taken about 9.25M CPU·hours.

10 EXTENSIONS AND FUTUREWORK
This concluding section discusses how the BeanPolE library could be extended, and pinpoints some

research perspectives.

The in-place Moebius transform emits the truth table in chunks of size 2
𝑑
. It would not be difficult

to modify the code to obtain it in chunks of size 2
𝑘
, with 𝑘 ≠ 𝑑 . If 𝑘 > 𝑑 , then it would need to be

out-of-place, as in the original presentation. This could potentially be more practical for some use

cases. The runtime would increase to O(𝑘2𝑛).
While the FES algorithm is intrinsically sequential, the Moebius transform offers potential

for parallelization both inside the “classic” Moebius transform and inside the “last variable flip”

sub-algorithm. It could also be possible to “backport” the idea to use a Gray code in the Moebius

transform. It could lead to a constant speed-up, at the expense of not visiting the truth table in

lexicographic order.

With Boolean polynomials, evaluation and interpolation are very similar, and sometimes they

coincide: the classic Moebius transform does both. Adapting the in-place Moebius transform to

interpolate a degree-𝑑 polynomial seems relatively straightforward. Turning the FES algorithm

into an interpolation algorithm is less direct, and thus more interesting.

This also opens up an interesting algorithmic perspective: a degree-𝑑 polynomial can be in-

terpolated from

(
𝑛
↓𝑑
)
evaluations, for instance with its value on all monomials of degree at most

𝑑 . Designing a fast procedure to convert these

(
𝑛
↓𝑑
)
evaluations to the

(
𝑛
↓𝑑
)
coefficients of the

polynomial would be interesting.

In the reverse direction, evaluating a degree-𝑑 polynomial on all bit strings of Hamming weight

at most 𝑑 would be relevant. In [Din21a], Dinur suggests to use the FES algorithm for this purpose,

on the basis that there exist “monotonic” Gray codes that enumerate all bit strings by increasing

Hamming weight, while flipping one variable at a time.
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