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We investigate the periodically driven dynamics of many-body systems, either classical or quan-
tum, finite-dimensional or mean-field, displaying an unbounded phase-space. We find that the in-
clusion of a smooth periodic drive atop an otherwise ergodic dynamics leads to a long-lived prether-
malization, even at moderate driving frequencies. In specific asymptotic limits, we compute the
corresponding prethermal Hamiltonian from an analytical perturbation scheme.

Introduction — Periodically-driven systems are known
to host a great deal of non-trivial phenomena. For ex-
ample, an inverted pendulum can be stabilized by an ex-
ternal force oscillating at sufficiently high frequency [1],
while a kicked-rotor exhibits an integrability-to-chaos
transition [2] that is counter-intuitively suppressed by
the inclusion of quantum fluctuations [3]. Similarly, a
driven quantum single particle system may localize in
energy space resulting in bounded heating [4]. While
single-particle systems have been the focus of research
in the past decades, attention has recently shifted to-
wards many-particle ones, which have proven to be valu-
able tools to reproduce experimentally a wide array of
novel phases of matter , within the field of Floquet engi-
neering [5]. However, a major obstacle to their practical
realization has been the fact that periodically driven iso-
lated many-body systems tend to quickly heat up to a
featureless infinite-temperature state, due to the absence
of conservation laws [6–9].

Infinite-temperature thermalization can be avoided by
many-body localization [10–12] and integrability [13–
19]. For generic short-range interacting systems, heating
can be suppressed only in a finite time window. For ex-
ample, a prethermalization induced by a high-frequency
drive Ω has been observed in numerical studies both in
classical [20–22] and quantum systems [23–30], as well as
in some experimental setups [31–34]. In this case, the
corresponding prethermal Hamiltonian is asymptotically
close to the average over a period, H(t), of the true pe-
riodic Hamiltonian H(t). While most literature has con-
centrated on systems with a locally bounded energy spec-
trum, high-frequency prethermalization has been conjec-
tured as a generic outcome also for unbounded spec-
tra [35], as supported by numerical studies on periodi-
cally kicked systems [22, 36, 37] and experiments involv-
ing a uniform Fermi gas [34].

From a broader perspective, prethermalisation is also
observed close to an integrable point, both in quenched
systems [38] as well as under periodic drive [39]. Beyond

these scenarios, the conventional expectation is that a
non-integrable system with intermediate-coupling inter-
actions and drive frequency should rapidly thermalize. In
this work, we show that this expectation is not met when
a system with an unbounded energy spectrum is driven
under a smooth periodic force.
We investigate two systems, namely the 1D lattice ϕ4

model and the p-spin spherical model (PSM). For the pa-
rameters we choose, the dynamics of both models rapidly
relax to thermal equilibrium in absence of the drive. In-
stead, the coupling to an external drive leads the systems
to prethermalize with an effective Hamiltonian HF which
is not just a time-average of the unperturbed one. For the
ϕ4 model, we calculate HF in certain asymptotic, but not
necessarily high-frequency, limits. Additionally, in both
classical and quantum PSMs, an approximate classical
fluctuation-dissipation relation supports the likelihood of
approaching a prethermal finite-temperature state.
The classical 1D lattice ϕ4 model — The model is

Hϕ4(x,p) =

N∑
i=1

[
p2i
2
+
ω2
0

2
x2
i +

λ

4
x4
i +

g

2
(xi+1−xi)

2

]
(1)

with ω2
0 > 0 and periodic boundary conditions. The

normal modes of its quadratic part have frequencies
ωk =

√
ω2
0 + 2g[1− cos(2πk/N)], for k = 0 . . . N − 1.

In absence of an external drive and for the parameters
we consider here, the Hamilton dynamics displays ergod-
icity [40, 41] (see also the SM [42]) and chaos [43, 44].
Several experimental realizations have been proposed for
its quantum extension [45–47]. We aim to study the dy-
namics driven by the term H1(x, t) = −B0 sin(Ωt)

∑
i xi.

The classical equations of motion are

ẍi+ω2
0xi = B0 sin(Ωt)+g(xi+1−2xi+xi−1)−λx3

i , (2)

for i = 1, . . . , N . In Fig. 1 we plot the energy density,
e(t) = ⟨Hϕ4(x(t), ẋ(t))⟩

0
/N , averaged overN initial con-

ditions randomly sampled on Hϕ4

(
x(0), ẋ(0)

)
= Ne0, a

constant energy manifold. For all values of e0 (a) and Ω
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FIG. 1. One dimensional lattice ϕ4 model with N = 100. Data averaged over N = 1000 configurations. (a)-(b) The energy
density e(t) = ⟨Hϕ4

(
x(0), ẋ(0)

)
⟩
H0

/N , obtained by integrating Eqs. (2), with B0 = g = λ = ω2
0 = 1. (a) Ω = 2.4 and

several e0. (b) e0 = 2 and several Ω. Inset: time t∗ where e(t) crosses the threshold e1 = 8 for the first time, for several
Ω. (c) Comparison between e(t) and the energy density in Eq. (8) estimated from the effective dynamics in Eqs. (7), with

e0 = Ω = B̃0 = g̃ = λ̃ = 1, ∆ω2 = 3, ϵ = 0.05. The parameters of Eq. (2) are determined by the rescaling in the main text.
Inset: time-averaged difference ∆e2, between the real and the MSA dynamics, as defined in Eq. (9). To avoid transient effects,
we perform the time-average over a window [3/4 tmax, tmax], with tmax the maximum simulation time. (d) e0 dependence
of the asymptotic energy density e∞, computed as the average Eq. (12) over the same late time window of the dynamics in

Eqs. (2). The dependence on ϵ is introduce through B̃0, g̃, λ̃. The dashed line is a microcanonical average, Eqs. (11) and (10).

(b), e(t) saturates to a finite e∞ at long times, signalling
prethermalization. This result remains robust even when
choosing a different H1(x, t) [42]. By integrating the dy-
namics over a longer time scale and for several values of
λ, we observe deviations of e(t) from e∞ which suggest a
finite life-time of the plateau controlled by λ [42]. When
Ω is roughly outside the spectrum of normal mode fre-
quencies of Eq. (1), the growth of e(t) slows down. For
large Ω, we quantitatively estimate the slowdown from
the time t∗ at which e(t) crosses a threshold e1 ∈ [0, e∞].
The inset of Fig. 1(b) illustrates that t∗ ∼ exp(cΩ) for
sufficiently large Ω. This dependence resembles the one
of the high-frequency prethermalization time in classical
and quantum spin chains [20, 29].

The crucial observation that we make is that e∞ typ-
ically differs from the initial energy e0. This result sug-
gests that, assuming the prethermal state to be Gibbs-
like, the corresponding effective Hamiltonian should be
distinct from Hϕ4(x,p). To gain some analytical insight
on this phenomenon, we study the limit of small driv-
ing amplitude and interaction, by rescaling the parame-
ters as B0 = ϵB̃0, λ = ϵλ̃ and g = ϵg̃, for ϵ ≪ 1. We
also rescale the driving frequency to ω0 =

√
Ω2 − ϵ∆ω2,

keeping Ω ∼ O(1), to enable energy absorption through
parametric resonances [48] even when Eqs. (2) are close
to the ones of non-interacting harmonic oscillators at fre-

quency ω0 [49]. Standard perturbative methods fail even
at small ϵ, due to the proliferation of secular terms. We
circumvent this problem by employing a multiple-scale
analysis (MSA) [50], a method already used to study
single-particle Floquet systems in their high-frequency
limit [51]. Here we briefly review the method, details are
postponed to the Supplemental Material (SM) [42]. We
begin by introducing a redundant variable τ = ϵt, rep-
resenting the ‘slow’ time-scale over which the growth of
e(t) is expected. We propose the asymptotic expansion

xi(t) = x0,i(t, τ) + ϵ x1,i(t, τ) + . . . (3)

and treat t and τ as they were independent. Although the
exact solution x(t) depends only on t, this trick is useful
to eliminate secular terms at each perturbative order. We
plug Eq. (3), together with the chain rule d/dt = ∂t+ϵ∂τ ,
into Eq. (2). After collecting powers of ϵ, the first two
perturbative orders read:(

∂2
t +Ω2

)
x0,i = 0 , (4)(

∂2
t +Ω2

)
x1,i = −2∂t∂τx0,i +∆ω2x0,i + (5)

− λ̃x3
0,i + B̃0 sin(Ωt) .

The solution of Eq. (4) is given by

x0,i(t, τ) = ui(τ) cos(Ωt) + vi(τ) sin(Ωt) . (6)
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The slowly varying amplitudes ui(τ) and vi(τ) are deter-
mined by imposing that secular terms, proportional to
sin(Ωt) or cos(Ωt), are absent in the right-hand-side of
Eq. (5), the next order, as these would predict a diver-
gence which we do not observe numerically. After some
algebra [42], one finds the Hamiltonian equations

dui

dτ
= −∂HF

∂vi
,

dvi
dτ

=
∂HF

∂ui
, (7)

generated by the many-body, local effective Hamiltonian

HF (u,v) =
1

2Ω

∑
i

{
− ∆ω2

2
(u2

i + v2i ) +
g̃

2

[
(ui+1 − ui)

2

+(vi+1 − vi)
2
]
+

3λ̃

16
(u2

i + v2i )
2 + B̃0vi

}
.

Plugging the leading order x0,i(t, τ) into Eq. (1), the es-
timate of the energy density is

eMSA(t) =
1

N
⟨Hϕ4 [x0(t, τ), ∂tx0(t, τ)]⟩0

∣∣∣
τ=ϵt

=

=
1

N
⟨H0[u(τ),v(τ)]⟩0

∣∣∣
τ=ϵt

+O(ϵ) . (8)

The Hamiltonian H0(u,v) = Ω2
∑

i(u
2
i + v2i )/2 is ob-

tained omitting the order ϵ terms in g and λ from Eq. (1).
The average of H0(u,v) is still performed over micro-
canonically sampled initial conditions x(0) and ẋ(0), cor-
responding to u(0) = x(0) and v(0) = ẋ(0)/Ω from
Eq. (6). In Fig. 1(c), we compare the estimate from
Eq. (8) with the results from the full dynamics in Eqs. (2).
The MSA successfully reproduces the dynamics up to a
finite time as well as the saturation to a finite plateau at
e∞. Its validity is further confirmed by an investigation
of the time-averaged difference

∆e2 = lim
T →∞

1

T

∫ T

0

dt |e(t)− eMSA(t)|2 , (9)

between e(t) from the dynamics in Eq. (2), and eMSA(t)
from Eq. (8). In particular, we observe that ∆e2 vanishes
for vanishing ϵ. Our results suggest that the prethermal
state that we observe is indeed generated by an effective
Hamiltonian, computed from Eq. (8) at the leading order,
which differs from Hϕ4(x,p) [52] even for a small ϵ.
The primary advantage of the MSA is that it quanti-

tatively predicts the value of e∞, for small ϵ, from equi-
librium statistical mechanics. We first observe that, as
HF (u,v) is conserved by the dynamics in Eqs. (7), the
estimate eMSA(t) in Eq. (8) is expected to relax to the
average

eMSA
∞ (eF ) = ⟨H0(u,v)⟩F /N , (10)

over an effective microcanonical ensemble determined by
HF (u,v) = NeF . The energy density eF is in turn de-
termined by the average

eF (e0) = ⟨HF (u,v)⟩0 /N , (11)

computed over a uniform distribution on the surface
Ne0 = H0(u,v), which approximates the original ini-
tial conditions of our protocol, at leading order in ϵ.
Combining Eqs. (10) and (11) we obtain the relationship
eMSA
∞ (e0). To validate this relation, we compare it to
e∞(e0) obtained from the dynamics in Eq. (2), averaged
over a late time window

e∞(e0) = lim
T →∞

1

NT

∫ T

0

dt ⟨Hϕ4(x(t),p(t))⟩
0
, (12)

and initial conditions on the manifold Hϕ4(x,p) = Ne0.
The comparison, illustrated in Fig. 1(d), demonstrates
that the two relations merge for ϵ → 0. Our analysis
may be improved by including higher-order terms from
Eq. (3).
The classical and quantum fully-connected PSM — We

can now generalize our findings to classical and quantum
systems of mean-field kind, focusing on the driven p-spin
spherical model (PSM):

ĤJ =
∑
i

Π̂2
i

2M
−
∑

i1<...<ip

Ji1...ipσ̂i1 ...σ̂ip−B0 sin(Ωt)
∑
i

σ̂i(13)

The PSM describes a gas of N particles interacting
through random, all-to-all couplings Ji1,...,ip , indepen-
dently sampled from a Gaussian distribution with zero
mean and variance J2 = p!J2/2Np−1. The particles are
globally constrained over an N -sphere,

∑
i ⟨σ̂2

i ⟩ = N [53].
Quantum fluctuations are implemented by the canonical
quantization relations [σ̂i, Π̂j ] = iℏδij and are controlled

by the dimensionless parameter Γ =
√

ℏ2/M [54]. In the
following, we will setM = J = 1. On a critical line Tc(Γ),
the PSM displays a thermodynamic phase transition be-
tween a paramagnetic and a glassy state, which is either
of the first or second order depending on the strength of
Γ [54, 55]. From a dynamical point of view, the model
is ergodic at high-temperatures and non-ergodic below a
temperature Td(Γ) > Tc(Γ) [56]. Evidences for dynam-
ical and quantum chaos are retrieved in the ergodic and
non-ergodic phases [57–60].
We work at T > Td(Γ), where the PSM is ergodic. The

symmetric correlation and linear response function

C(t, t′) =
1

2
⟨σ̂(t)σ̂(t′) + σ̂(t′)σ̂(t)⟩ , (14)

R(t, t′) =
i

ℏ
θ(t− t′)⟨[σ̂(t), σ̂(t′)]⟩ , (15)

obey a closed set of Schwinger-Dyson equations, valid
for N → ∞ and under disorder average [56, 61–63] (see
the SM [42]). We initialize the dynamics by evolving
the undriven (B0 = 0) system in contact with a bath
of harmonic oscillators at temperature T0 > Td during
a finite time 0 < t < tb [61]. At tb we switch off the
coupling to the bath and we follow the periodically driven
dynamics (B0 > 0) of the isolated system.
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FIG. 2. The classical (Γ = 0) and quantum (Γ = 1) PSM. B0 = M = J = 1, p = 3, tb = 40 and Ω = 1. (a) The energy density
e(t), for several values of the bath temperature T0. (b) The symmetric correlation, Eq. (14), evolving from an initial state at
temperature T0 = 1.98. (c) The effective temperature Teff against T0. The data are obtained through a linear regression of
the averaged two-point functions dC(τ)/dτ and R(τ) from Eqs. (16) and (17), using the classical FDT. The corresponding r2

parameter is reported in the inset.

In Fig. 2(a) we plot the average energy density e(t) [64]
for Ω = 1 and several T0. e(t) saturates to a first plateau
for t ≲ tb, signalling that the system reached thermal
equilibrium with the bath, and later oscillates around a
second one at e∞. The latter stroboscopic saturation
is compatible with a finite temperature thermalization
for both classical and quantum PSM. Like in the lattice
ϕ4 model, the late saturation of e(t) is robust against
changes in Ω and the form of the driving force [42].

These results are consistent with the same prether-
malization which we also observed in the ϕ4. However,
we cannot observe deviations of e(t) from e∞ within our
simulation time scales. We also observe that, unlike for
the ϕ4 model, we cannot perform a multi-scale analy-
sis, due to difficulties posed by the spherical constraint.
Instead, as we have direct access to the two-point func-
tions, we search for other indications of relaxation to a
Gibbs-like state from the Fluctuation-Dissipation Theo-
rem (FDT) [65]. Its classical (Γ = 0) version states that
whenever a system is in equilibrium at temperature T ,
dC(τ)/dτ = −T R(τ) with τ = t − t′ > 0. Although
the dynamics are non-stationary due to the driving, C
and R exhibit an approximate discrete stationarity in the
late-time regime, corresponding to the invariance under
simultaneous translations of t and t′ by the period 2π/Ω.
Motivated by this observation, illustrated in Fig. 2(b),
we test the FDT for the averaged two-point functions:

C(τ) =
Ω

4π

∫ t0+
2π
Ω

t0

ds [C(s+ τ, s)−m(s+ τ)m(s)] (16)

R(τ) =
Ω

4π

∫ t0+
2π
Ω

t0

ds R(s+ τ, s) , (17)

with m(t) =
∫ t

0
ds R(t, s)B(s) the oscillating magnetiza-

tion [42]. From the slope of a linear regression of R(τ)
against dC(τ)/dτ , we obtain an effective temperature Teff

at late times. The T0 dependence of Teff is displayed,
along with the corresponding r2 parameter from the re-
gression, in Fig. 2(c). The profile of Teff is similar for the
classical and quantum cases and resembles the behavior
observed in e∞(e0) for the ϕ4 model. Notably, we find
that r2 ≃ 1 for both classical and quantum models, in-
dicating that the classical FDT effectively characterizes
the relation between C and R, even in the latter case.

Discussion and conclusion — In conclusion, our in-
vestigation of the dynamics of ergodic systems, with un-
bounded phase space and driven by a smooth periodic
force, revealed clear signatures of prethermalization to
a Gibbs-like state. This is indicated either by a satu-
ration of the energy density to a finite value or by the
emergence of an approximate fluctuation-dissipation re-
lation. For the ϕ4 model, we also proposed a pertur-
bative scheme which allowed us to determine the cor-
responding thermal asymptotic state. Differently from
previous studies, prethermalization occurs at all frequen-
cies and the corresponding effective Hamiltonian HF is
generically distinct from the time-averaged one, H(t). A
deeper understanding of the connection between HF and
H(t) could be crucial for advancing the experimental re-
alization of long-lived many-body Hamiltonians even at
moderate frequencies. [66]

Acknowledgements — We thank D. Abanin, A. Del-
monte, A. Polkovnikov and A. Russomanno for dis-
cussions. L.C. acknowledges hospitality from the In-
stitute of Physics of Collège de France. L.F.C. ac-
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Supplemental Material: Finite-frequency prethermalization
in periodically driven ergodic systems

In Section 1, we show that the driven dynamics of the classical one-dimensional lattice ϕ4 model deviates from its
prethermal plateau when integrated at longer times and discuss the dependence of prethermalization on the degree
of non-linearity in the system. In Section 2, we provide a comprehensive exposition of the multiple-scale analysis,
applied to the lattice ϕ4 model. In Section 3, we write down and derive explicitly the mode coupling equations, which
govern the dynamics of the correlation and response functions, in the thermodynamic limit of the p-spin spherical
model. In Section 4, we discuss the ergodic properties of both the two models, in absence of a time-dependent drive.
Finally, in Section 5, we study the Floquet dynamics of both models, driven by smooth periodic forces different from
the ones considered in the Letter.

1. Deviations from the prethermal plateau in the classical lattice ϕ4 model

In this section, we extend the integration of Eqs. (19) over a longer time scale to investigate the behavior of the
classical lattice ϕ4 model. We compute the resulting average energy density e(t) = ⟨Hϕ4(x(t), ẋ(t))⟩

0
/N , where

Hϕ4(x(t),p(t)) is defined in Eq. (1) of the Letter. As in the Letter, the initial condition is chosen as ensemble of
microcanonical configurations, sampled from the surface Hϕ4

(
x(0), ẋ(0)

)
= Ne0 for a fixed initial energy density e0.

To integrate up to a larger maximum time, we fix N to a smaller value then in the Letter. We integrate the dynamics
for different values of λ, the parameter controlling the non-linearity of the system. From Fig. 3-(a), it is already
evident that the energy density e(t) displays deviations from its finite plateau at e∞ at sufficiently long-time, con-
firming the prethermal nature of the plateau. We also observe that the height of the plateau increases by decreasing λ.

To qualitatively assess the influence of the non-linearity on the prethermal plateau, we introduce the normalized
quantity

Q(t) =
e(t)− e0
e∞ − e0

, (18)

which saturates to 1 when e(t) saturates to e∞ and such that Q(0) = 0. Here, we estimate e∞ as e(t = t0) for a
fixed intermediate time t0. As depicted in Fig. 3-(b), deviations of Q(t) from its plateau appear at earlier times as λ
increases, suggesting that a stronger non-linearity suppresses prethermalization.

2. Detailed calculations on multiple-scale analysis

In this section, we aim to provide a review on the multiple-scale analysis (MSA) that we employed in the Letter.
We will focus again on the Hamilton dynamics of the classical lattice ϕ4 model, governed by the equations

ẍi + ω2
0xi + λx3

i = B0 sin(Ωt) + g (xi+1 − 2xi + xi−1) , (19)

for i = 1 . . . N . We rescale the model parameters as B0 = ϵB̃0, λ = ϵλ̃ and g = ϵg̃. We also rescale the harmonic
coupling as ω2

0 = Ω2 − ϵ∆ω2. We will work in the limit of small ϵ, while keeping all other parameters of order one.
As outlined in the Letter, the starting point of the MSA consists in introducing a redundant time variable τ = ϵt. τ
defines a long time scale, since it becomes significant only when t is of order ϵ−1 or larger. Although we expect that
the actual solution x(t) to Eq. (19) is a function of t alone, MSA seeks solutions which are functions of both variables

http://dx.doi.org/10.1103/physrevb.54.15754
http://dx.doi.org/10.1103/physrevb.54.15754
http://dx.doi.org/10.1111/1467-9884.00122
http://dx.doi.org/10.1111/1467-9884.00122
http://dx.doi.org/10.1111/1467-9884.00122
http://dx.doi.org/10.1088/1742-5468/aa7dfb
http://dx.doi.org/10.1088/1742-5468/aa7dfb
https://books.google.it/books?id=CwlrUepnla4C
http://dx.doi.org/10.1103/PhysRevResearch.2.013307
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FIG. 3. Average energy densities for the one dimensional lattice ϕ4 model, evolving from Eqs. (87), with N = 100. Data
are averaged over N = 50 configurations. Other parameters are set as ω2

0 = B0 = g = 1, e0 = 1 and Ω = 2. (a) e(t) =
⟨Hϕ4(x(t),p(t))⟩

0
/N . (b) Q(t) from Eq. (18). We estimate e∞ as e(t0 = 100).

t and τ , treated as independent from each other. Such expression of x(t) as a function of two variables is an artifice to
remove secular effects; the actual solution has t and τ related by τ = ϵt. The formal procedure consists in assuming
a perturbative expansion in powers of ϵ:

xi(t) = x0,i(t, τ) + ϵ x1,i(t, τ) + . . . , (20)

for small ϵ. We use the chain rules d/dt = ∂t+ϵ∂τ for partial differentiation to compute the derivatives of the variables
xi(t), obtaining

dxi

dt
=

∂x0,i

∂t
+ ϵ
(∂x1,i

∂t
+

∂x0,i

∂τ

)
+O(ϵ2) (21)

and

d2xi

dt2
=

∂2x0,i

∂t2
+ ϵ
(∂2x1,i

∂t2
+ 2

∂2x0,i

∂t ∂τ

)
+O(ϵ2) . (22)

By substituting Eq. (22) in Eq. (19) and collecting powers of ϵ, we deduce

∂2x0,i

∂t2
+Ω2x0,i = 0 , (23)

∂2x1,i

∂t2
+Ω2x1,i = −2

∂2x0,i

∂t ∂τ
+∆ω2x0,i + g̃(x0,i+1 − 2x0,i + x0,i−1)− λ̃x3

0,i + B̃0 sin(Ωt) . (24)

The general solution to Eq. (23) is

x0,i(t, τ) = Ai(τ)e
iΩt +A∗

i (τ)e
−iΩt . (25)

By plugging this expression into Eq. (24), we derive

∂2x1,i

∂t2
+Ω2x1,i = 2 Re

[
eiΩt

(
− 2iΩ

dAi

dτ
+∆ω2Ai + g̃(Ai+1 − 2Ai +Ai−1)− 3λ̃A2

iA
∗
i −

i

2
B̃0

)
− λ̃ei3ΩtA3

i

]
. (26)

The slowly varying amplitude Ai(τ) and its complex conjugate A∗
i (τ) are determined by imposing that secular terms,

proportional either to eiΩt or e−iΩt, do not appear in the next order, that is on the right-hand-side of Eq. (24), as
these would predict a divergence which we do not observe in the complete numerical solution of this problem. The
vanishing of such secular terms thus leads to the following equation of motion for Ai(τ):

dAi

dτ
=

1

2iΩ

[
∆ω2Ai − 3λ̃A2

iA
∗
i −

i

2
B̃0 + g̃(Ai+1 − 2Ai +Ai−1)

]
. (27)
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The equation of motion for A∗
i (τ) is just the complex conjugate of Eq. (27). We rewrite Eq. (27) in terms of the

coordinates ui(τ) = Ai(τ) +A∗
i (τ) and vi(τ) = [Ai(τ)−A∗

i (τ)]/i, which consequently obey the equations:
dui

dτ
=

1

2Ω

[
∆ω2vi + g̃(vi+1 − 2vi + vi−1)−

3

4
λ̃(u2

i + v2i )vi − B̃0

]
,

dvi
dτ

=
1

2Ω

[
−∆ω2ui − g̃(ui+1 − 2ui + ui−1) +

3

4
λ̃(u2

i + v2i )ui

]
.

(28)

In terms of ui(τ) and vi(τ), the leading order solution, which satisfies Eq. (23), reads x0,i(t) = ui(τ) cos(Ωt) +
vi(τ) sin(Ωt). The system of Eqs. (28) is Hamiltonian, as it can be rewritten as

dui

dτ
= −∂HF

∂vi
,

dvi
dτ

=
∂HF

∂ui
,

(29)

with the many-body effective Hamiltonian:

HF (u,v) =
1

2Ω

∑
i

{
− ∆ω2

2
(u2

i + v2i ) +
g̃

2

[
(ui+1 − ui)

2 + (vi+1 − vi)
2
]
+

3λ̃

16
(u2

i + v2i )
2 + B̃0vi

}
.

3. Dynamical equations for the correlation and response function in the p-spin
spherical model

The aim of this section is to derive and discuss the closed set of equations of motions governing the dynamics of
the correlation and response functions, C(t, t′) and R(t, t′), of the p-spin spherical model (PSM) investigated in the
Letter. We anticipate that, in analogy to the results obtained in Refs. [62, 63], which studied the periodically driven
dynamics of the PSM coupled to a thermal bath, the equations describing its Floquet dynamics have Schwinwger-
Dyson structure and are given by

[M∂2
t + z(t)]R(t, t′) = δ(t− t′) +

∫ t

0

dt′′ Σ(t, t′′)R(t′′, t′) ,

[M∂2
t + z(t)]C(t, t′) =

∫ t

0

dt′′ Σ(t, t′′)C(t′′, t′) +

∫ t′

0

dt′′ D(t, t′′)R(t′, t′′) + (30)

+B(t)

∫ t′

0

dt′′ R(t′, t′′)B(t′′) . (31)

We will define the self-energy Σ(t, t′) and the vertex D(t, t′) later on in this section. The time-dependent Lagrange
multiplier z(t) enforces the spherical constraint and has an expression in terms of C and R as well. In the Letter,
we integrate numerically Eqs. (30) and (31) to compute the correlation and response function, evolving from the
equal-time conditions:

C(t, t) = 1 , ∂tC(t, t′)|t′→t− = ∂tC(t, t′)|t′→t+ = 0 , (32)

R(t, t) = 0 , ∂tR(t, t′)|t′→t− =
1

M
, ∂tR(t, t′)|t′→t+ = 0 , (33)

resulting from the spherical constraint and the causal structure of the response function. Then, following Refs. [61, 67],
we compute the energy density of the system as

e(t) = −M

2
∂2
tC(t, t′)

∣∣
t′→t−

− 1

p

∫ t

0

dt′′ [Σ(t, t′′)C(t, t′′) +D(t, t′′)R(t, t′′)] . (34)

This section is organized as follows. In Section , we derive Eqs. (30) and (31) using the Schwinger-Keldysh formalism
in the large N limit. In Section , we show how to determine the Lagrange multiplier z(t) explicitly, in terms of the
correlation and response functions. Finally, in Section , we discuss the predictor-corrector algorithm, that we use to
integrate Eqs. (30) and (31) numerically.
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3.1 Derivation of the Schwinger-Dyson equations

We begin by reminding that the Hamiltonian of the driven quantum PSM is defined as

ĤJ =
1

2M

N∑
i=1

Π̂2
i − J (t)

∑
i1<···<ip

Ji1,...,ip σ̂i1 · · · σ̂ip −B(t)
∑
i

σ̂i (35)

with all-to-all couplings Ji1,...,ip , independently sampled from a Gaussian distribution with zero mean and variance

J2 = 2J2p!/Np−1. The spins σ̂i obey the usual spherical constraint
∑

i ⟨σ̂2
i ⟩ = N (on average). The canonical

commutation relations [σ̂j , Π̂k] = iℏδjk hold. We added a time-dependent factor J (t) to allow for other kinds of
drives.

The unitary dynamics generated by the Hamiltonian in Eq. (35) can be expressed through a path integral on the
Schwinger-Keldysh contour [68], whose generating functional reads

Z[J ] =

∫
Dσ+Dσ− exp

[
i
(
S[σ+]− S[σ−]

)
/ℏ
]
⟨σ+|ρ̂(0)|σ−⟩ . (36)

Here, ρ̂(0) represents the element of the initial density matrix at t = 0 and is chosen to be a random infinite-
temperature initial state, which is uncorrelated with the disorder. The last factor in the path integral is then just
an irrelevant factor. The action S can be defined in terms of a quadratic term S0 and a disordered interaction term
VJ(σ) as follows:

S[σ, J ] = S0[σ]−
∫ ∞

0

dt J (t)VJ

(
σ(t)

)
, (37)

S0[σ] =

∫ ∞

0

dt

[
M

2
σ̇2 − z(t)

2
(σ2 −N)

]
−

N∑
i=1

∫ ∞

0

dt B(t)σi(t), (38)

VJ(σ) = −
N∑

i1<...<ip

Ji1...ipσi1 ...σip . (39)

The quadratic part S0 contains a kinetic term, chosen such that the eventual dynamical equations are written in
terms of second derivatives with respect to time. The time-dependent Lagrange multiplier z(t) enforces the constraint∑N

i σ2
i = N . We also included in S0 the coupling to the time-dependent field B(t). This action can be split into

components σ+ and σ− residing on the forward and backwards Keldysh contours respectively, and recast as

S[σ+,σ−, J ] = S0[σ
+]− S0[σ

−]−
∫ ∞

0

dt J (t)
[
VJ

(
σ+(t)

)
− VJ

(
σ−(t)

)]
(40)

where the relative minus sign comes from reversing the integration limits on the reverse contour.

System-Bath Coupling

The coupling between the system and bath can be treated exactly as in Ref. [56]. We couple the quantum p-spin
Hamiltonian linearly to a bath of harmonic oscilllators, assumed to be in thermal equilibrium, for a time window
[0, tb]. This coupling can be described by the functional [68]:

Sbath =

∫ tb

0

dt

∫ tb

0

dt′
{
− [σ+(t)− σ−(t)]η(t− t′)[σ+(t′) + σ−(t′)] (41)

+i [σ+(t)− σ−(t)]ν(t− t′)[σ+(t′)− σ−(t′)]
}

where η and ν are the correlation and response functions of the bath, and are time-translation invariant due to the
bath being in equilibrium. They are given by

η(t− t′) = −Θ(t− t′)

∫ ∞

0

dωI(ω) sin[ω(t− t′)] , (42)

ν(t− t′) =

∫ ∞

0

I(ω) coth

(
1

2
βℏω

)
cos[ω(t− t′)] , (43)
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where I(ω) is the spectral function of the bath. We choose an Ohmic bath with I(ω) = 1
π exp (−|ω|/Λ) and set the

integration cutoff to be Λ = 5.

Disorder Averaging

For an initial condition ρ̂(0) uncorrelated with the disorder, we can perform the disorder average explicitly. As in
the Letter, we assume that the distribution of the disorder variable Ji1...ip is given by the Gaussian distribution

P [J ] =

√
Np−1

πp!J2
exp

−Np−1

p!J2

∑
i1 ̸=... ̸=ip

(Ji1...ip)
2

 (44)

with zero average and variance (Ji1...ip)
2 = (p!J2)/(2Np−1). The disorder average reduces to just averaging over the

terms including the VJ(σ), which are the only ones depending on the disorder. By an straightforward calculation, we
obtain the disorder-averaged generating functional:

Z[J ] =

∫
Dσ−Dσ+ exp

[
i
(
Seff [σ

+,σ−]
)
/ℏ
]
. (45)

The effective action at the exponent is given by:

Seff [σ
+,σ−] = S0[σ

+]− S0[σ
−]− VD[σ+,σ−] + Sbath[σ

+,σ−], (46)

VD[σ+,σ−] =
iN

4

∫
dtdt′ J (t)J (t′)J2

∑
α,β=±

N∑
i=1

αβ

(
1

N
σα
i (t)σ

β
i (t

′)

)p

(47)

where α, β = ± are the Schwinger-Keldysh contours.

Transformed Order Parameters

The contribution to the action containing at most quadratic terms in the spins σα
i (t) can be written down as:

1

ℏ
S
(2)
eff [σ+,σ−] = −1

2

∑
i,α,β

∫
dtdt′ σα

i (t)O
αβ
p (t, t′)σβ

i (t
′)−

∑
i,α

∫
dt

ℏ
αB(t)σα

i (t) , (48)

where again α, β = ±. The matrix elements Oαβ
p (t, t′), appearing in Eq. (48), are explicitly given by

O++
p (t, t′) =

1

ℏ
[M∂2

t + z+(t)]δ(t− t′)− 2

ℏ
(iν(t− t′)− η(t− t′))Θ(t− tb)Θ(t′ − tb), (49)

O+−
p (t, t′) =

1

ℏ
(2η(t− t′) + 2iν(t− t′))Θ(t− tb)Θ(t′ − tb), (50)

O−+
p (t, t′) =

1

ℏ
(−2η(t− t′) + 2iν(t− t′))Θ(t− tb)Θ(t′ − tb), (51)

O−−
p (t, t′) = −1

ℏ
[M∂2

t + z−(t)]δ(t− t′)− 2

ℏ
(iν(t− t′) + η(t− t′))Θ(t− tb)Θ(t′ − tb). (52)

Saddle-Point Equations

To decouple the p-body interaction term, we introduce a new set of variables Qαβ(t, t′), by using the following
trivial representation of the number 1:

1 =

∫ ∏
αβ

DQαβδ

(
1

N
σα(t)σβ(t′)−Qαβ(t, t′)

)
, (53)

∝
∫ ∏

αβ

DQαβDλαβ exp

(
− i

2
λαβ

(
σα(t)σβ(t′)−NQαβ(t, t′)

))
. (54)
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Then, using a compact notation, the final form of the generating functional is

Z[J ] =

∫
DQDλ exp{NS[Q,λ]} (55)

where

S[Q,λ] =
∑
αβ

∫
dtdt′

{ i

2
λαβ(t, t′)Qαβ(t, t′)− 1

4
Qαβ(t, t

′)
}
+ logZ[Q,λ] (56)

and

Z[Q,λ] =

∫
Dσ−Dσ+ exp

{
− 1

2

∑
αβ

∫
dtdt′σα(t)[iOαβ

p (t, t′) + iλαβ(t, t′)]σβ(t′)+

− i
∑
α

∫
dt

ℏ
αB(t)σα

i (t)
} (57)

is the action of a single effective spin. Then, defining the matrix Mαβ(t, t′) = iOαβ
p (t, t′)+ iλαβ(t, t′), the saddle point

equations for the N → ∞ limit read

Qαβ(t, t′) = ⟨σα(t)σβ(t′)⟩ = (M−1)αβ(t, t′) +m(t)m(t′) (58)

iλαβ(t, t′) =
p

2
F [Q]αβ(t, t′) (59)

The average ⟨. . .⟩ in Eq. (58) is performed over the partition function Z[Q,λ] and the magnetization,

m(t) = ⟨σ(t)⟩ =
∑
β

∫
dt′

i

ℏ
(M−1)αβ(t, t′)βB(t′) , (60)

does not actually depend on the Keldysh index α, like every other one-time quantity. The matrices used in Eq. (58)
are defined as

Q(t, t′) =

[
Q++(t, t′) Q+−(t, t′)
Q−+(t, t′) Q−−(t, t′)

]
, M(t, t′) =

[
M++(t, t′) M+−(t, t′)
M−+(t, t′) M−−(t, t′)

]
(61)

F [Q](t, t′) =

[
[Q++(t, t′)]p−1 −[Q+−(t, t′)]p−1

−[Q−+(t, t′)]p−1 [Q−−(t, t′)]p−1

]
J (t)J (t′)J2

ℏ2
(62)

We used the same notation of Ref. [56]. Manipulating Eq. (58), we can rewrite the response function as

R(t, t′) =
i

ℏ
[Q++(t, t′)−Q+−(t, t′)] =

i

ℏ
[(M−1)++(t, t′)− (M−1)+−(t, t′)] . (63)

Then, by fixing α = +1 in Eq. (60), the magnetization becomes

m(t) =

∫
dt′ R(t, t′)B(t′) . (64)

Using Eq. (59) and applying the matrix M on both sides of Eq. Eq. (58), we obtain the dynamical equations for all
the two-point correlators on the Keldysh contour, represented in the following compact form:

iOp ⊗Q(t, t′) = I − p

2
F [Q]⊗Q(t, t′) + S B(t) ⟨σ(t′)⟩ (65)

where the matrix elements Sαβ = α do not depend on the time indices.

Dynamical Equations

Following the same prescription described in Ref. [56], it is straightforward to obtain a closed set of dynamical
equations for the response function R(t, t′) and the (symmetric) correlation function

C(t, t′) =
1

2
[Q+−(t, t′) +Q−+(t, t′)] . (66)
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In particular, the equations of motion for the response function R(t, t′) are obtained by taking the difference of the
++ and +− components of Eq. (65), while the ones for C(t, t′) are obtained by taking the addition of the +− and
−+ components. After some algebra, the result is given by:

[M∂2
t + z(t)]R(t, t′) = δ(t− t′) +

∫ t

0

dt′′ Σ(t, t′′)R(t′′, t′) , (67)

[M∂2
t + z(t)]C(t, t′) =

∫ t

0

dt′′ Σ(t, t′′)C(t′′, t′) +

∫ t′

0

dt′′ D(t, t′′)R(t′, t′′)+ , (68)

+B(t)

∫ t′

0

dt′′ R(t′, t′′)B(t′′) .

Here, we have defined the self-energy Σ(t, t′) and the vertex D(t, t′) as

Σ(t, t′) =− 4η(t− t′)Θ(tb − t)Θ(tb − t′) + (69)

− pJ (t)J (t′)J2

ℏ
Im

[
C(t, t′)− iℏ

2
R(t, t′)

]p−1

,

D(t, t′) = 2ℏν(t− t′)Θ(tb − t)Θ(tb − t′) + (70)

+
pJ (t)J (t′)J2

2
Re

[
C(t, t′)− i

2
(ℏR(t, t′) + ℏR(t′, t))

]p−1

.

This result is exactly the one that we anticipated at the beginning of Section 3, now with explicit functional forms
for the two kernels.

The equations for the classical PSM can be readily obtained from the ones above by simply taking the ℏ → 0 limit.
The global structure of the equations is the same, only the Σ and D kernels are affected and considerably simplified.

3.2 The evolution equation for the Lagrange multiplier

In this section we discuss how to self-consistently determine the Lagrange multiplier z(t). The approach typically
used in the literature [56] consists in evaluating Eqs. (30) and (31) at equal times t′ = t:

z(t) =

∫ t

0

dt′′
[
Σ(t, t′′)C(t′′, t) +D(t, t′′)R(t, t′′)

]
−M∂2

tC(t, t′)
∣∣
t′→t

. (71)

We observe that Eq. (71) leads to ambiguities, as it tautologically depends on the second derivative of C(t, t′) at
equal times. This issue is irrelevant while the system is coupled to a thermal bath [56], which naturally leads z(t)
to thermalize, or when the total energy is conserved, as the second derivative can be replaced by a causal expression
containing the conserved energy density [61, 67]. However, for t > tb none of these two condition is met in our
protocol, as the system evolves under a unitary dynamics generated by a time-dependent Hamiltonian. In this case,
Eq. (71) does not determine z(t). Here we solve this issue by determining z(t) from the spherical constraint, according
to the following procedure. We take the total derivative of the constraint equation C(t, t) = 1 multiple times and
obtain:

0 =
d

dt
C(t, t) = lim

t′→t
∂tC(t, t′) ,

0 =
d2

dt2
C(t, t) = lim

t′→t
[∂2

tC(t, t′) + ∂t∂t′C(t, t′)] ,

0 =
d3

dt3
C(t, t) = lim

t′→t
[∂3

tC(t, t′) + 3∂2
t ∂t′C(t, t′)] .

(72)

We used a compact notation ∂t = d/dt and we also used the symmetry relation C(t, t′) = C(t′, t) in the last equality
of each line of Eqs. (72). It is easy to realize that the first line of Eqs. (72) corresponds to some of the equal-time
conditions described in Eqs. (33) and that the second line is useless, as ∂t∂t′C(t, t′) cannot be computed using the
dynamical equations. The third line is instead the one that we use to determine z(t). Specifically, we observe that
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the right-hand-side of its second equality can be rewritten in terms of partial derivatives, performed with respect to
t and t′ respectively, of both sides of Eq. (31). After some algebra, we obtain

dz

dt
=

∫ t

0

dt′′
[
∂tΣ(t, t

′′)C(t, t′′) + ∂tD(t, t′′)R(t, t′′) + 3Σ(t, t′′)∂tC(t, t′′) + 3D(t, t′′)∂tR(t, t′′)
]
+

+ ∂tB(t)

∫ t

0

dt′′ R(t, t′′)B(t′′) + 3B(t)

∫ t

0

dt′′ ∂tR(t, t′′)B(t′′) (73)

From Eq. (73) it is easy to determine the Lagrange multiplier in a causal form, as

z(t) =

∫ t

t0

dt′
∫ t′

0

dt′′
[
∂t′Σ(t

′, t′′)C(t, t′′) + ∂t′D(t′, t′′)R(t′, t′′) + 3Σ(t′, t′′)∂t′C(t′, t′′) + 3D(t′, t′′)∂t′R(t′, t′′)
]
+

+

∫ t

t0

dt′
∫ t′

0

dt′′
[
∂t′B(t′)R(t, t′′)B(t′′) + 3B(s)∂t′R(t′, t′′)B(t′′)

]
+ z(t0) (74)

provided that we can access the value z(t0), for some t0. Thus we first solve numerically the dissipative dynamics
generated from Eqs. (30) and (31), for 0 < t < tb, using the standard expression from Eq. (71). Subsequently, we
solve the “closed dynamics” for t > tb using the expression from Eq. (74) for t0 = tb and by using the knowledge of
z(tb) that we obtained by integrating the dissipative dynamics.

3.3 Predictor-corrector scheme for the Mode-Coupling equations

To solve Eqs. (30) and (31) in the Letter, we first introduce a discrete time step ∆t and we discretize the times as
t = n∆t, t′ = m∆t, etc. for n and m non-negative integers. We use a “forward” discretization scheme for the time
derivatives, that is

∂tf(t, t
′) ≈ (fn+1,m − fn,m)/∆t , (75)

for every two-point function f(t, t′). With this notation, the discretized version of Eqs. (30) and (31) equations is

Rn+1,m = Rn,m +Π(R)
n,m∆t/M ,

Cn+1,m = Cn,m +Π(C)
n,m∆t/M ,

Π
(R)
n+1,m = Π(R)

n,m − zn∆tRn,m + δn,m +∆tF (1)
n,m ,

Π
(C)
n+1,m = Π(C)

n,m − zn∆tCn,m +∆tF (2)
n,m ,

where

F (1)
n,m = ∆t

n∑
j=m

ΣnjRjm ,

F (2)
n,m = ∆t

[ m∑
j=0

DnjRjm +

n∑
j=0

ΣnjCjm

]
,

Σn,m = −pJ (n∆t)J (m∆t)J2

ℏ
Im
[
Cn,m − iℏ

2
Rn,m

]p−1

− 4ηn,mΘ(tb − n∆t)Θ(tb −m∆t) ,

Dn,m =
pJ (n∆t)J (m∆t)J2

ℏ
Re
[
Cn,m − iℏ

2

(
Rn,m +Rm,n)

]p−1

+ 2ℏνn,mΘ(tb − n∆t)Θ(tb −m∆t) .

(76)

The equal time conditions, from Eqs. (33), here assume the simple form

Cn,n = 0 , Rn,n = Π(R)
n,n = Π(C)

n,n = 0 . (77)

It is easy to note that Eqs. (76) are causal, implying that we can iteratively compute each minor matrix C0≤i≤n,0≤j≤n

from the knowledge of C0≤i≤n−1,0≤j≤n−1. To understand in detail why, we notice that the row Cn,0≤j≤n−1 can
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be straightforwardly computed from the minor C0≤i≤n−1,0≤j≤n−1 using Eqs. (76), then the column C0≤i≤n−1,n is
immediately obtained from the symmetry relation Cn,m = Cm,n and the diagonal element Cn,n = 1 is given by the
spherical constraint. The same reasoning holds for the response function, with the only difference that Rn,m is not
symmetric and R0≤i≤n−1,n = 0 due to causality.

We aim to integrate Eqs. (30) and (31) up to some finite time tmax = nsteps∆t. With the discretization we chose,
the error we make is of order nsteps∆t2. In order to increase the precision of our results, we improve our method
by employing a predictor-corrector algorithm, already used in a similar context in Ref. [69]. In a nutshell, we first
predict the (n+ 1)-th row of the correlation and response function using Eq. (76), and we then correct our result by
inserting the result of the prediction in the right-hand sides of the following equations of motion:

Π
(R)
n+1,m = Π(R)

n,m −∆t
znRn,m + zn+1Rn+1,m

2
+ δn,m +∆t

F
(1)
n,m + F

(1)
n+1,m

2
,

Π
(C)
n+1,m = Π(C)

n,m −∆t
znCn,m + zn+1Cn+1,m

2
+ δn,m +∆t

F
(2)
n,m + F

(2)
n+1,m

2
,

Rn+1,m = Rn,m +∆t
Π

(R)
n,m +Π

(R)
n+1,m

2m
,

Cn+1,m = Cn,m +∆t
Π

(C)
n,m +Π

(C)
n+1,m

2m
.

(78)

For each n-th step, we take a loop over the predictor-corrector scheme NL times. In this way, the error we make is of
order nsteps∆t(1+NL). For the results presented in the Letter, we have always fixed NL = 2.

At this point, we observe that Eqs. (78) alone still do not determine the Lagrange multiplier zn, which is in principle
determined by the non-causal equation (equivalent to Eq. (71) of the Letter):

zn = −
Π

(C)
n+1,n −Π

(C)
n,n

∆t
+∆tF (2)

n,m . (79)

As long as the system is coupled to a thermal bath, we solve this issue by making the physical assumption that, due
to dissipation, zn converges at large times to a stationary value, as also observed in Ref. [56]. Due to this asymptotic

convergence, we can safely replace the difference Π
(C)
n+1,n − Π

(C)
n,n with the one evaluated at the previous time step,

Π
(C)
n,n − Π

(C)
n,n−1, in Eq. (79). However, this substitution is not valid for t > tb, where the dynamics is isolated and

periodically driven. In the latter scenario, we proceed as discussed in Section and include the discretized version of
Eq. (73) in the system of Eqs. (76), so that also zn can be computed using the predictor-corrector algorithm.

4. Ergodic properties of lattice ϕ4 model and the p-spin spherical model in absence of
a drive

In this section, we discuss the ergodic properties of both the 1D lattice ϕ4 model and of the p-spin spherical model,
in absence of a periodic drive.

We begin by focusing on the ϕ4 model, whose dynamics is defined by Eq. (19) at B0 = 0. We initialize the system
in a Gaussian Gibbs distribution, corresponding to the ϕ4 Hamiltonian at λ = 0 and given by

ρ0(x,p) =
1

Z0
exp

{
− β

2

N−1∑
k=0

(p̃kp̃−k + ω2
kx̃kx̃−k)

}
(80)

Here, the variables

x̃k =
1√
N

∑
j

ei
2πk
N jxj , p̃k =

1√
N

∑
j

ei
2πk
N jpj , (81)

are the Fourier transform of the phase space variables, Z0 is a normalization factor and ωk =√
ω2
0 + 2g[1− cos(2πk/N)] are the normal mode frequencies of the chain. We study the non-equilibrium dynam-

ics evolving from ρ0(x,p), realized through a quench in the coupling λ. It is straightforward to show that the initial
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FIG. 4. (Color online). (a-c) Dynamics of the time-independent 1D lattice ϕ4 model. We fix N = 100 and ω2
0 = g = λ = 1. (a)

Initial energy density as a function of the inverse temperature, from Eq. (82). (b-c) Kurtosis of the position and momentum
degrees of freedom, from Eq. (83). Data are averaged over N = 2000 configurations. (d-f) Dynamics of the time-independent p-
spin spherical model. (d) Equilibrium dependence of temperature from the energy density e, from Eq. (84). (e-f) Kinetic energy
density from Eq. (85), for the classical (Γ = 0) and quantum (Γ = 1) cases. Dashed lines corresponds to the corresponding
classical equilibrium expectation values from Eq. (86). We fix M = J = 1 and p = 3.

energy density of the system is given by

e0(β) =
1

N
⟨Hϕ4(x,p)⟩ = 1

β
+

3λ

4β2

(
1

N

N−1∑
k=0

1

ω2
k

)2

. (82)

The two terms on the right-hand side of Eq. (82) correspond to the averages of the quadratic and the quartic part
of the Hamiltonian, respectively. We plot the function e0(β) in Fig. 4-(a), for a range of β roughly corresponding to
values of e0 used in the Letter. We integrate the dynamics for some values of β from the same range and study the
time-evolution of the Kurtosis parameters of the phase space degrees of freedom, defined as:

Kx(t) =
⟨
∑

i xi(t)
4⟩

3 ⟨
∑

i xi(t)2⟩
− 1 , Kp(t) =

⟨
∑

i pi(t)
4⟩

3 ⟨
∑

i pi(t)
2⟩

− 1 . (83)

Both Kx(t) and Kp(t) vanish for a Gaussian distribution [66], like the one in Eq. (80), so that Kx(0) = Kp(0) = 0.
We plot both Kx(t) and Kp(t) in Fig. 4-(b), for several values of β. We observe that Kx(t) and Kp(t) ap-
proach an asymptotic value at late times, although the dynamics moderately slows down at low values of β. In
particular, Kp(t) asymptotically vanishes, while Kx(t) does not. This result is compatible with the approach to
a thermal state of the ϕ4 model with λ > 0, which is Gaussian in the momentum variables, but not in the position ones.

Next, we explore the isolated dynamics of the classical and quantum PSM, defined in Eqs. (30) and (31). We fix
B(t) = 0 and J (t) = 1, to eliminate the periodic drive, and set tb = 0 in Eqs. (69) and (70), to isolate the system from
the external bath. We initialize the the Lagrange multiplier z(t), from Eq. (71), to z(0) = 2e. This choice corresponds
to a non-equilibrium initial state, uncorrelated with the disorder and characterized by a vanishing potential energy
and kinetic energy density equal to e [67]. As in the classical case, Γ ≡

√
ℏ2/M = 0, the equilibrium energy density
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FIG. 5. Average energy density e(t) = ⟨Hϕ4(x(t),p(t))⟩
0
/N , for the one dimensional lattice ϕ4 model, evolving from Eqs. (87).

We fix N = 100, Ω = 2.3 and a = ω2
0 = g = 1. The average displayed here is performed over N configurations, sampled from

a microcanonical manifold at various energy density e0, for the values of e0 listed in the legends. We fix N = 1000 and λ = 1
in panels (a) and (b), while N = 500 and λ = 0.1 in panel (c). Each panel corresponds to a different form of drive Fi(x). (a)
Fi(x) = cos(xi). (b) Fi(x) = x2

i . (c) Fi(x) = xi.

e is related to the temperature by [67]

Tcl(e) = e+
√
e2 + J2 , (84)

we integrate the dynamics for a set of e roughly corresponding to the initial temperatures T0 used in the Letter, as it
can be inferred from Fig. 4-(d). In Fig. 4-(e), we plot the evolution of the kinetic energy density,

ek(t) =
1

N

N∑
i=1

⟨σ̇2
i (t)⟩ , (85)

for the classical case Γ = 0. We observe that ek(t) quickly saturates to a late time plateau, which is compatible with
the equilibrium expectation value (dashed lines)

e
(mc)
k =

e+
√
e2 + J2

2
. (86)

Equation (86) obtained from Eq. (84) and equipartition theorem. This result proves the fast ergodicity of the system,
for the range of temperatures considered in the Letter. A similar result is obtained in the quantum case Γ = 1, as
shown in Fig. 4-(f), where the kinetic energy density relaxes roughly to the same plateaus. The similarity between
the classical and quantum case suggest that quantum effects are negligible for the parameter we considered.

5. Floquet dynamics with different driving terms

In this section, we investigate the periodically driven dynamics of the classical lattice ϕ4 model and the p-spin
spherical model (PSM). We demonstrate that the energy density profiles highlighted in the Letter remain qualitatively
unchanged even when altering the form of the periodic drives.

We begin with the lattice ϕ4 model, the Hamilton equations of motion of which are given by

ẍi + ω2
0xi + λx3

i = a sin(Ωt)Fi(x) + g(xi+1 − 2xi + xi−1) , (87)

where i = 1 . . . N . If we set Fi(x) = 1, we recover the same Floquet dynamics examined in the Letter. Instead,
here we focus on driving terms corresponding to one of the following possibilities: Fi(x) = x2

i or Fi(x) = cos(xi).
We numerically integrate Eqs. (87) over an ensemble of N initial configurations {x(0), ẋ(0)}, randomly sampled
on the manifold Hϕ4

(
x(0), ẋ(0)

)
= Ne0, for several values of e0. The resulting average energy density, e(t) =
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FIG. 6. Average energy density e(t) for the p-spin spherical model, defined in Eq. (34) and evolved using Eq. (30) and Eq. (31).
We drive the system by setting B(t) = 0 and J (t) = 1 + ∆sin(Ωt), for ∆ = 0.5 and Ω = 5. We also fix p = 3, M = J = 1,

tb = 50. Each panel corresponds to a different value of the dimensionless parameter Γ =
√

ℏ2/M which quantifies the strength
of quantum fluctuations. The different curves in each panel correspond to different initial conditions characterized by their
temperature T0 specified in the keys.

⟨Hϕ4(x(t), ẋ(t))⟩
0
/N , is depicted in Fig. 5-(a) and (b). For both driving terms, we consistently observe that e(t)

saturates at long times to a finite value e∞, underscoring the robustness of the results presented in the Letter across
different driving forms. In Fig. 5-(c) we examine a third, more subtle case involving a periodic modulation of ω2

0 ,
achieved by setting Fi(x) = xi. The key observation here is that, for a low initial energy e0, the average energy
density e(t) exhibits slow but persistent growth within our simulation time scales. This profile, also observed in the
closely related O(N) model under the same driving protocol [39], does not provide a definitive indication of either
unbounded growth or saturation to a finite value e∞. However, we note that the heating diminishes with an increase
in the initial energy and eventually disappears for a sufficiently high e0. This observation may indicate the existence
of an energy threshold at which heating is expected to cease, leading to the saturation of e(t) to a finite value even
when evolving from a low initial energy. To validate this conclusion, further investigation is required.

We conduct a similar analysis for the PSM, whose dynamics is governed by the equations of motion (30) and (31).
In the Letter, we investigated Floquet dynamics driven by a homogeneous field, achieved by setting B(t) = B0 sin(Ωt)
and J (t) = 1 in the Hamiltonian in Eq. (35). Here, our focus shifts to a modulation in the interaction term, achieved
by setting B(t) = 0 and J (t) = 1 + ∆sin(Ωt). As illustrated in Fig. 6, the corresponding energy density, Eq. (34),
saturates at long times to a finite value, consistently with the results presented in the Letter for a different kind of
drive.
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