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Abstract—This paper addresses the need to better support
dyslexic students in higher education using data-driven methods.
Our approach lies in modeling relationships between dyslexic
students, problems inherent to their condition, and potential
solutions. The proposed graph database integrates multiple data
sources, in different formats and languages, and captures complex
relationships between entities that are not identifiable when
considering each data source independently. This paper’s main
contribution is a hybrid recommender system that first filters
potential solutions through the navigation of the modeled graph,
then utilizes a Neural Network to solve an ordinal classification
problem: effectively ranking the filtered recommendations based
on their predicted usefulness. Several documented approaches to
solving the ranking algorithm’s prediction task were implemented
and compared. The models that achieved the highest ranking
accuracy, approximately 74%, were 3-Layer Neural Networks
trained with Ordinal Log-Loss and self-guided EMD² loss. In
summary, our work not only facilitates the identification of
patterns essential for crafting personalized recommendations to
address the most severe difficulties of dyslexic students, but also
establishes a structured foundation for the scalable integration
of additional data sources. These results strongly support future
research and application development related to dyslexia in
higher education.

Index Terms—Dyslexia, Graph Database Modeling, Recom-
mendation System, Ordinal Classification

I. INTRODUCTION

Dyslexia, a genetic variation impacting cognitive tasks such
as problem-solving, communication skills, spelling, reading,
and learning facts, is characterized by difficulty in acquiring
accurate and fluent reading skills [1]. It affects 5-10 percent of
the population, with a higher prevalence among children (up
to 17.5%) [2] [3]. Consequences include reduced academic
self-concept and challenges in mental health [4]. These issues
persist beyond the classroom in daily life and adulthood [4].

Treating dyslexia is particularly challenging in higher edu-
cation settings, as it often goes unnoticed by educators [5] [6].
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Dyslexic students face academic challenges, including note-
taking, writing assignments, and organization [5]. Moreover,
lack of access to proper information hinders their preparedness
for higher education [7].

Existing literature highlights the importance of evidence-
based interventions for dyslexic students [8]. However, the
considerable time and effort required to identify appropriate
measures has caused educators not to realize the potential
and benefits of evidence-based interventions [8]. Given the
mentioned need for evidence-based learning, Vrailexia, an EU-
funded project run by a consortium of universities, is col-
lecting multi-lingual data using three sources: questionnaires,
transcripts of interviews with experts, and VR (Virtual Reality)
simulations. [9]. The Vrailexia project aims to develop tools to
address the students’ most severe difficulties [9]. It is important
to note that the collected data is not medical but is instead
a collection of subjective self-assessments from students and
expert opinions. This, however, allows for the extraction of
data-driven insights that could benefit dyslexic students. At
the initial stage of this study, these data sources existed
independently, meaning that no integrated pipeline allowed to
run multi-source analyses.

For the sake of space, this paper shall not focus on how the
data has been extensively pre-processed, extracted, modeled,
and consequently made into an interconnected graph. The
main contribution of this paper shall instead be on showcasing
a powerful use case of such data modeling that is directly
relevant to the mission of the Vrailexia project: integrating
data from various multi-lingual sources in a centralized graph
database and proposing a recommendation system connecting
dyslexic students with solutions that tailor to their most severe
difficulties. The paper’s structure is as follows: Section II
introduces related work supporting our scientific methodology.
Section III summarizes characteristics of the modeled graph
databases and presents the developed hybrid recommendation
system. Section IV outlines and discusses the results. Finally,
Section V concludes and proposes future avenues for explo-
ration.



II. RELATED WORK

The related work below illustrates documented methods to
use Neo4j as a recommendation system by content filtering.
This is complemented by bringing forth previous publications
on ordinal classification, the core task of the neural network
responsible for ranking identified recommendations.

A. Methods to use Neo4j as a Recommendation System

Prior to proposing a methodology for the recommender
system, literature has been studied and compared to understand
how Neo4j can be leveraged for such use. In [10], we find a
framework for a hybrid medical recommendation system that
clusters similar drugs together based on attributes and then
uses a neural network to rank the drug within each cluster.
A neural network is proposed for the ranking portion to deal
with complex and inherent non-linear relationships between
drugs and symptoms [10].

In paper [11], the authors discuss using Neo4j as a scal-
able tool to create relationships between data used by a
recommendation system. This is done through a collaborative
filtering approach of grouping patients with similar attributes
and aggregating their preferences to create a list of highest-
rated items [11]. In [12], we find a graph modeled on Neo4j
to build a social recommendation system where users receive
tailored recommendations only from users they already have
some form of connection with (social trust). This allows
a very exclusive form of recommendation filtering. Finally,
multiple data sources within Neo4j are integrated in [13],
where the authors import and use textual similarities to link
the various data sources. This integrated graph utilizes Neo4j’s
graph data science library to create node embeddings that
are consequently used to support their movie recommendation
system [13]. Taking these related works as inspiration, the pro-
posed recommendation system described in Section III-B also
extensively harnesses Neo4j and its data modeling capabilities.

B. Ordinal Classification

The ranking algorithm developed as part of our proposed
recommendation system for dyslexic learners involves pre-
dicting the usefulness of potential solutions on a scale of 1
to 5, treating it as an ordinal prediction task. This approach,
also known as ordinal regression, considers the inherent order
between different values and has been shown to outperform
classical regression approaches in machine learning [14] [15].

Different techniques exist for ordinal classification. Some
convert the task into independent binary classification sub-
problems [16], while others propose reduction frameworks
introducing a final ranking rule [17]. These inspired the
development of end-to-end models using CNNs [18], on which
other methods such as CORAL [19] and CORN [20] built
upon to address classification inconsistencies and improve
performance results. Alternatively, another family of tech-
niques has mainly relied on threshold-based methods, such as
the proportional odds model (POM) by [21], its adaptations
into neural networks by [22], the perceptron ranking (PRank)
algorithm proposed by [23] and the GAT surrogate by [15].

Our study has focused on a last family of techniques, called
the loss-based approaches, to address the ordinal classification
problem discussed in Section IV. These techniques offer the
convenience of tackling ordinality without altering models’
architecture or setting thresholds [24] [25]. These methods
include Weighted Kappa loss (WKL) [26], soft-labels (SOFT)
[27], CO2 loss [24], squared Earth Moving Distance (EMD²)
[28], and Ordinal Log-Loss (OLL) [25] [29]. Study [25] exper-
imented with OLL on Computer Vision tasks and showed that
it outperformed the CORN method [20] and the CO2 loss [24].
OLL was also used by [29] on Natural Language Processing
tasks and reportedly obtained overall better performances than
the losses introduced by [19], [26], [27] and [28].

Evaluation metrics for ordinal classification are expected
to capture the nuances between adjacent and distant classes.
Since the standard accuracy metric falls short on such aspect
[24] [29] [30], our study instead considered the following
evaluation metrics in Section IV: Mean Absolute Error (MAE),
Mean Squared Error (MSE), Maximum Mean Absolute Error
(MMAE) [31], and Accuracy within n (ACCn) [30].

III. METHODOLOGY

As previously discussed, we choose Neo4j to store the infor-
mation from the various data sources. Hence, the conception
of the graph schema is conducted in a manner that follows
the conventions of graph design and conception. The main
focus of this section is to highlight the final graph structure
and describe the methodological approach behind the recom-
mendation system, emphasizing how the graph representation
is leveraged to filter suggestions, which are then ranked using
a neural network algorithm.

A. Multi-Source Integration into a Graph Data Model

Figure 1 outlines the final schema interconnecting the
entities from multiple data sources. The entities related to the
respondents are sourced from the questionnaire and VR tests.
Specifically, the questionnaire was a subjective evaluation that
asked respondents to rank the severity experienced by different
dyslexia-associated problems and the usefulness of learning
tools & strategies in their everyday lives. This study used
questionnaire data collected in France and Spain. The ranks,
collected on a scale of 1-5, are stored as an edge property
of the link between the respondent and the addressed entities.
As an example, to find the respondents who consider specific
problems to be the most severe, one could use a navigation
scheme making use of the Strength edge attribute (the
property capturing rank values) as follows:

1 (: Respondent)-[: HAS {strength: 5}]->(:Problem)

The VR test alternatively gauged respondents both on their
confidence level and their reading comprehension skills. Fi-
nally, the experts are introduced via interview transcripts that
document their opinions and recommendations relating to
dyslexia, especially within the context of education. This data
source provides the ability to create causality links between
problems that respondents were asked to evaluate and the tools



and strategies they rated to be beneficial to their everyday lives.
However, it is important to consider that semantic differences
such as the problem “Reading Difficulties” in the questionnaire
and “Difficulty reading and understanding sentences” in the
interview would not be linked in the graph database by default.
Hence, similarity links were introduced to create connections
between nodes of the same entity but originating from different
data sources: the usefulness of which shall be demonstrated
in the next section.

Fig. 1. Final graph representation of the modeled schema

B. Recommendation System

The unique structure of the knowledge graph offers ample
opportunities for exploration. A recommendation system that
can propose tools and strategies to dyslexic students based on
their problems is a relevant use case that can demonstrate this.
As part of this implementation, it was decided to focus only
on the data originating from the interviews and questionnaires
since no expert opinions relating to the VR test insights had yet
been collected. The proposed recommendation system consists
of two primary components respectively in charge of:

1) Filtering candidate suggestions based on graph naviga-
tion by using causal links provided by experts.

2) Ranking suggestions by solving an ordinal classification
task with a neural network.

The first building block in charge of filtering suggestions
by graph navigation can be thought of as solving a link
prediction problem. The link prediction task relies on the
graph representation to extract valuable insights. By leveraging
inputs from respondents and causal links provided by experts,
subsets of relevant strategies and tools can be identified for
specific problems. This process takes advantage of the inter-
connectedness of the data in the graph structure, allowing for
the extraction of meaningful relationships between various en-
tities. This component of the recommendation system focuses
on Problem nodes that a respondent has stated to be very
severe (Strength edge attribute ≥ 4) to ensure the offering

of targeted suggestions. Figure 2 illustrates an example of
a respondent that has severe “Reading Difficulties” and for
whom an expert recommendation is to propose, via a similarity
link, “Audio recording of lessons” as a means to address this
severe problem.

Fig. 2. Graph navigation to retrieve causality link between problems and
tools

Using this approach makes it possible to filter lists of
tailored suggestions for any respondent in the database, while
capitalizing on the insights and connections made by experts
in the field of dyslexia. This component also has the advantage
of being extremely fast to execute, as it consists of a series of
Cypher queries that can be run from a pipeline in Python or
any other application with an access to the database.

The second building block, the ranking algorithm, employs
a neural network model to predict the usefulness that any
respondent would assign to different strategies and tools on
a scale of 1 to 5. The core objective of the neural network
is therefore to solve an ordinal classification task. As inputs,
the model uses various features extracted from the graph
database. Once the ordinal classification task is performed, the
predictions rank the sets of tools and strategies according to
their inferred usefulness. Applying this ranking on the filtered
suggestions provided by the first building block produces
the final output of the proposed recommendation system - a
tailored list of recommendations.

Both the model selection and the final set of input variables
to be extracted from the graph database were determined
based on performance on the test set. While more than 30
features were considered, it was finally concluded that only
the respondents’ disorders and problems would be selected,
representing 17 input features. Considering the substantial
number of target variables (about 40 tools and strategies), a
neural network was employed for its ability to handle non-
linear multi-output problems.

In terms of modeling, several architectures and loss func-
tions were considered and compared. The model architecture
was tuned to start from a 1-Layer network (with no activation
function) up to a 4-Layer setup (with ReLU activations). It was
decided to test and compare several appropriate loss functions
cited in Section II-B. The Ordinal Log Loss (OLL) [25] [29],
the self-guided EMD² loss (EMD²) [28], the CO2 loss [24]



and the Soft-labels loss (SOFT) [27] have been implemented
to address the problem of ordinality. The Mean Squared Error
(MSE) and the Cross-Entropy (CE) were also employed for
comparison, addressing the problem as regression and classifi-
cation tasks, respectively. The model’s predictive performance
was evaluated using the ACC1 (Accuracy within 1) [30],
MAE, RMSE, and MMAE [31] metrics.

IV. RESULTS AND DISCUSSION

In terms of evaluation, there was no quantitative way to
benchmark the performance of the hybrid recommendations
(graph navigation filtering + ranking algorithm) since they
relied on the opinions of experts and would require feedback
from dyslexic respondents. However, it was still possible to
demonstrate that our data modeling has led to the successful
ability to leverage the recommendations from experts using
the graph navigation filtering. Furthermore, it is possible to
quantitatively evaluate the ordinal classification algorithm used
to rank these recommendations.

A. Evaluation of the Ordinal Classification Algorithm

The final ordinal classification model was determined af-
ter comparing the performance of various architectures and
losses. As part of the model selection process, hyperparameters
such as the size of hidden layers, the learning rate of the
Adam optimizer, and the number of epochs were tuned. The
implemented losses also involved hyperparameters that were
considered while tuning the models. Table I summarizes the
best performance obtained per implemented loss function.

A critical detail is that the only evaluated outputs were those
for which the usefulness was filled by a respondent since a
blank answer would indicate they had not previously used
the concerned tool or strategy. This minimizes the possibility
of bias in the evaluation. During training, blank values of
usefulness were replaced by the training set’s sample means.
This led to better performance results than when replacing
blanks with zero, median, or mode.

TABLE I
BEST MODEL PER IMPLEMENTED LOSS FUNCTION

Loss Best Architecture ACC1 MAE RMSE MMAE
EMD² 3-Layer NN 74.46 % 1.04 1.34 1.81
OLL 3-Layer NN 74.13 % 1.04 1.33 1.80
MSE 2-Layer NN 72.69 % 1.07 1.37 1.83
CO2 2-Layer NN 68.90 % 1.14 1.54 2.70
SOFT 4-Layer NN 66.01 % 1.19 1.61 1.75
CE 3-Layer NN 65.53 % 1.18 1.58 1.76

Among the various explored models, the OLL and the
self-guided EMD² reached the highest ACC1 of 74.13% and
74.46%, both with 3-Layer Neural Networks. As commented
by the authors of [29], a value of 1.5 proved to be a good
tradeoff for the OLL’s hyperparameter α. The hyperparameters
selected for the self-guided EMD² loss were λ = 109, ω = 1.5
and µ = 0.

Interestingly, setting λ = 109 amounts to discard the
Cross-Entropy term. In [28], the EMD² term was introduced

only as a regularizer to the Cross-Entropy loss because it
faced convergence issues. These issues were also encountered
experimentally by [29]. This observation was, however not met
in our study, possibly due to the different nature of the data
and the lower complexity in model architectures.

Both the self-guided EMD² and OLL losses showed signif-
icantly better performance than the other implemented losses
on all metrics except MMAE. The best models on that metric
were the Cross-Entropy (CE) and the Soft-labels (SOFT)
losses. However, these models obtained significantly worse
performances on all other metrics. While Cross-Entropy is
known not to be the most appropriate choice for ordinal
classification [24], the soft-labels relying on a label embedding
designed explicitly for ordinal prediction tasks only had a
slightly better performance. In light of these results, it was
eventually decided to select the model using the self-guided
EMD² loss as the ranking algorithm of the recommendation
system.

B. Demonstration of the Recommendation System Use case

In this section, a randomly selected dyslexic student is
taken as an example to illustrate the results and corresponding
discussion of using the hybrid recommendation system.

TABLE II
EXAMPLE OF RECOMMENDATIONS

Most Severe Problems Recommended tools

Reading Difficulties

1) Use a special font for easy reading
2) Use Audio Books
3) Numerical tutor (e.g., Siri) to which it is

possible to query verbal explanations on
challenging concepts

4) Words written in different colors

Difficulties to focus
during online courses

1) A clearer presentation of the study mate-
rial

Difficulties to under-
stand complex or rare
words

1) Register courses
2) Underline text with different colors
3) Conceptual sketches made by oneself
4) Repeat the studied contents
5) Summaries prepared by oneself

The first step would be to identify the respondent’s most
significant problems and utilize the graph navigation com-
ponent of the recommendation system to use the experts’
opinions and filter a list of relevant strategies and tools. In
parallel, the trained ordinal classification model would take
the respondent’s declared disorders and problem strengths as
inputs to infer the usefulness of all the strategies and tools.
Combining both components by ranking the filtered sugges-
tions in decreasing order of usefulness provides a tailored
list of recommendations. Table II illustrates, as an example,
the random respondent’s three most severe problems and the
corresponding top 5 tools to address each of them.

The results show that by navigating the graph, it is possible
to use the knowledge of experts to recommend tools and



strategies to address the most severe difficulties of dyslexic
students who have answered the questionnaire. The technique
is limited by the amount of expert interview data that exists.
For example, the second problem displayed in Table II only
has one recommendation because the current experts’ opinions
stored in the database only refer to this one tool as a method
to address it. Hence, scaling the database to include more data
will make such recommendations more refined.

V. CONCLUSION AND FUTURE WORK

In summary, this study aimed to provide tailored recom-
mendations and an integrated knowledge base for challenges
faced by dyslexic students in higher education, demonstrating
the effective use of Neo4j. The developed graph database
schema addressed key issues, suggesting personalized tools
and strategies based on respondents’ profiles and difficulties.
The ordinal prediction task was found to be best addressed by
the self-guided EMD² [28] and OLL [25] [29] losses achieving
ACC1 performances of 74.46 % and 74.13 % respectively.

Moving forward, it is possible to improve on several as-
pects of the work to produce a scalable and credible tool
to be used by the stakeholders of the Vrailexia project. One
limitation of the work is that the recommendations have yet
to be qualitatively tested over a period of time. Through the
introduction of Students/Experts-in-the loop, it would not only
be possible to validate the obtained results, but also improve
the recommendations given by this hybrid model. Considering
the ethical concerns of providing recommendations in such
a domain, it is important to introduce such checks into the
pipeline. Other current limitations of our study are the manual
extraction of entities from the interview transcripts and the
manual creation of similarity links between phrases from
various data sources. Named Entity Recognition models or
Large Language Models (LLM) could be employed to auto-
matically process textual inputs, determine similarity links and
insert data into the database. Such a contribution would allow
the Vrailexia project to significantly scale up the knowledge
graph on expert interview transcripts and even on any other
unstructured textual sources. This would in turn increase the
potential of the proposed recommendation system and offer
countless other opportunities for research aiming at helping
dyslexic students.
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