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4. Language technology for all: a challenge Joseph MARIANI 

Keywords: language technology, spoken language processing, natural language processing, 
sign language processing, machine learning, artificial intelligence, human-machine interac-
tion 

4.1 State of the Art 

4.1.1 Key messages 

Language technologies are mandatory to ensure language sustainability through multilin-
gualism, aiming both at language preservation and communication. They are now widely 
spreading in everyday life through many applications, but they still need more research for 
more advanced applications, for better quality and especially for more languages. 

Presently, between 100 and 150 languages benefit from language technologies, with very 
variable levels of quality. This represents only 2% of the more than 7,000 languages that are 
used in the world (please see Chapter 1.2 on language documentation for data, graphs and 
topics like language in cyberspace). We should now find a way to address the remaining 
98%, which include many indigenous languages. 

4.1.2 Definitions and descriptions 

Language technologies (LT) cover a large area, starting from basic components such as a 
writing system, graphemic code, keyboard, phonetic alphabet, spelling checker or grammar 
checker. 

Language technologies concern: 

 Written language processing (also called natural language processing, or computational lin-

guistics): text understanding and generation, summarization, search engines, information re-

trieval, answers to questions (Q&A), chatbots, text analytics, access to knowledge, sentiment 

and opinion analysis, and also machine translation and cross-lingual information retrieval in 

order to get access to information, whatever the language in which it has been encoded. 

 Spoken language processing, which includes speech recognition and understanding, speech 

synthesis and generation, voice assistant, oral dialog, speaker recognition, emotion detection, 

and also language identification and speech interpretation. 

 Sign language processing, in terms of analysis, generation and translation (Bragg et al. 2019). 

Those cross-modal technologies are important in terms of accessibility, especially text-to-
speech synthesis for people who are blind or visually impaired, speech-to-text transcription 
and sign language processing for deaf individuals, and voice command and control, including 
speech understanding and generation, for physically disabled people. 

Speech interfaces are especially interesting as they only require simple, cheap, largely avail-
able cell phones and can be also used by the illiterate population or in the case of the many 
languages that do not have a writing system. 

It is also important to stress that those technologies, such as machine translation or speech 
analysis and recognition, can be used as an aid to help people learning foreign languages, 
including pronunciation. 
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4.1.3 Facts and key findings 

Quite critical is the fact that until we manage as humanity to sustain multilingual communi-
cation, we will not resolve the problem of language-based marginalization, as expressed in 
the sustainability and endangerment previous chapters. We need to move beyond the lan-
guage-culture rationale to an argument based on language as a human right and a condition 
for human development. 

The challenge of multilingualism is twofold: on the one hand to preserve cultures and their 
associated languages, and on the other hand to allow for communication across languages. 

Most people want to preserve and keep using their language(s). Studies conducted in the 
European Union showed that 90% of the EU citizens prefer to have access to a website in 
their first language. But communicating is also a major challenge. The European Union has 
24 official languages, e.g. 552 language pairs. The European Commission has a staff of more 
than 2,000 people taking care of translation across those languages, and the annual cost of 
multilingualism for the European Commission is estimated at more than 1 billion Euros. De-
spite this effort, multilingualism still appears as a major obstacle to the development of the 
European digital market and its 500 million customers, as it is estimated that one third of EU 
citizens would agree to buy goods on the internet in a foreign language, while 80% of EU 
citizens also think that websites in their language should be translated and made accessible 
to others who do not speak that language. It goes also with the international globalization of 
information: for example, more than 500 hours of new videos are uploaded every minute on 
You Tube, while more than 1 Billion hours of videos are watched everyday, in many different 
languages. 

The needs related to multilingualism and crosslingualism exist in many different areas: for 
access to textual information in digital libraries, such as Europeana, with more than 60 mil-
lion documents in more than 40 languages, or the UNESCO World Digital Library with more 
than 18,000 documents in more than 134 languages. For patents: the European Patent Of-
fice for example has a fund of close to 100 million patents in 32 languages, which would re-
quire an estimate of 300 million translations (that would need 1,500 years for a staff of 
1,000 translators). Multilingualism is needed for technical notices, should it be for aero-
nautics, cars or domestic products, for automotive navigation, for interpretation in military 
or sanitary operations, often as a matter of urgency, as it was the case with the earthquake 
in Haiti, or for interpretation in the numerous conferences, meetings and lectures that are 
handled all over the world. 

This clearly shows that it is impossible to answer quickly, or even to answer at all, to the nu-
merous present and future needs for multilingualism with the present, and even future, hu-
man resources. 

Considering multilingualism is not the first priority in any economic sector, but the sum of 
the small priorities in each of those economic sectors is large. It therefore necessitates a 
political thinking and a political action to merge all the small priorities into a large one. 

Multilingualism is necessary, while its cost is very important and even exceeds available 
human resources. Given the multiple needs that are depicted and the large number of lan-
guages that are used worldwide, language technologies are therefore the only way to al-
low for generalizing multilingualism, if and only if the quality of language technologies 
meets the user needs (Mariani, 2014a). 

The effect is double: 
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– One may think that languages that lack language technologies will be less and less 

used: if people have to shift from their language to another language whenever they 

use a voice assistant or car navigation system, or play games, or make an emergency 

call, they will gradually stop using their language and shift to the language equipped 

with technology. 

– On the contrary, languages that benefit from cross-lingual technologies, such as ma-

chine translation, will be more and more used, as they make it possible for someone 

to keep on using their language(s) while being understood by others. In everyday life, 

LT would make it possible to interpret in a doctor-patient exchange, to have identity 

documents issued in one’s language, etc. We may also consider that if scientific pa-

pers would benefit from high quality translation, the situation would be different than 

the present one, where 96% of the Web of Science is in English, as researchers could 

keep writing articles in their language(s) while still being read and recognized by other 

researchers that do not use their language. 

Language technologies have been incubating in research laboratories over the last half cen-
tury (Mariani et al., 2019a and 2019b), and they are now widely spreading in everyday life 
through many applications, but they still need more research for more advanced applica-
tions, for better quality and especially for more languages (Mariani, 2019c).  

Presently, 100 to 150 languages benefit from language technologies, less for the most ad-
vanced technologies (Fig. 4.1), with very variable levels of quality. This represents only 2% of 
the more than 7,000 languages that are used throughout the world. The question is there-
fore: what shall we do for the remaining 98%? 

 

Voice Assistant Languages Language Variants 

Amazon Alexa 
English, French, German, Hindi, Italian, 
Japanese, Portuguese, Spanish 

English (Australia, British, Canada, India, US), French (Canada, France), 
German, Hindi, Italian, Japanese, Portuguese (Brazil), Spanish (Mexico, 
Spain, US) 

Apple Siri 

Arabic, Chinese, Danish, Dutch, English, 
Finnish, French, German, Hebrew, Italian, 
Japanese, Korean, Malay, Norwegian, Por-
tuguese, Russian, Spanish, Swedish, Thai, 
Turkish 

Arabic, Chinese (Cantonese, Cantonese (Hong Kong), Mandarin, Mandarin 
(Taiwan)), Danish, Dutch (Belgium, Netherlands), English (Australia, British, 
Canada, India, Ireland, New Zealand, Singapour, South Africa, US), Finnish, 
French (Belgium, Canada, France, Switzerland), German (Austria, Germany, 
Switzerland), Hebrew, Italian (Italy, Switzerland), Japanese, Korean, Malay, 
Norwegian Bokmål, Portuguese (Brazil), Russian, Spanish (Chile, Mexico, 
Spain, US), Swedish, Thai, Turkish 

Google Home 

Arabic, Danish, Dutch, English, French, 
German, Hebrew, Hindi, Italian, Japanese, 
Korean, Norwegian, Portuguese, Spanish, 
Swedish 

Arabic, Danish, Dutch, English (Australia, British, Canada, India, South 
Africa, US), French (Canada, France, Switzerland), German (Austria, Ger-
many), Hebrew, Hindi, Italian, Japanese, Korean, Norwegian, Portuguese 
(Brazil), Spanish, Swedish 

Samsung Bixby 
Chinese, English, French, German, Italian, 
Korean, Portuguese, Spanish 

Chinese (Mandarin), English (British, US), French (France), German (Ger-
many), Italian (Italy), Korean, Portuguese (Brazil), Spanish (Spain) 

Fig. 4.1 Example of languages covered by various Voice Assistants (as of June 11, 2020): from 8 to 20 languages 
and from 9 to 41 language variants. 

 

The users of those languages are in an unbalanced situation. It creates a digital divide, and 
the corresponding languages are in danger of what can be called digital extinction, if not 
complete extinction. 

4.1.4 Analysis and perspectives 

In order to correct this digital divide and to provide equal rights to all, everyone should 
have the possibility to get access to workable language technologies in their language(s). 

The needs are different, depending on the status of the language: 
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– Language documentation, for the languages that are not in use, or those that are 

close to being extinct due to the decreasing number of users (see Chapter 1.2 on doc-

umentation and description). 

– Creation and development of basic language resources and technologies for the en-

dangered languages (see Chapter 2.2 on endangerment). 

– Development and deployment of LT-based applications, for the minority non-, or not-

yet- endangered languages, in order to support their existence. 

– Adaptation of already existing applications from the languages they exist in to other 

languages. This is the case for applications developed in the framework of projects 

such as human-machine communication, supported by the European Commission, 

which are often conducted for a small set of languages, while they should benefit all 

citizens of the European Union. 

– Improvement of language technology quality, for most languages. This is obvious for 

machine translation, the quality of which is far from comparable to what is achieved 

by a human translator for most language pairs. 

– Development of advanced language technologies, such as spoken dialog systems, hu-

man-robot interaction, or speech interpretation, for all languages including English. 

We should therefore aim at providing language technologies for all: all languages, all peo-
ple, all tasks, from language documentation to education and use in everyday life activities 
(health care, legal, information, administration, etc.) in which people are being marginal-
ized due to language. 

The question is then: How can we enlarge the presently limited linguistic coverage of lan-
guage technologies? 

Most of the present language technologies are based on machine learning, which is part of 
artificial intelligence. In order to achieve good quality, systems based on machine learning 
need huge amounts of language resources to be trained. The speech community use to say 
that: “there is no better data than more data”. The present speech recognition systems re-
quire around 10,000 hours of speech, from various speakers, of different gender, age and 
accent. Some speech corpora for English have now reached 100,000 hours. Similarly, the 
training of language models needs a billion words of texts, from various domains, including 
conversations. Some text corpuses for English have reached hundreds of billions of words. 
Machine translation is even more challenging as it requires parallel texts of human transla-
tions. Addressing translation for 7,500 languages means addressing more than 60 million 
language pairs and producing the corresponding parallel texts in sufficient quantity, while 
very few, or even no translation exists for most language pairs, and while there are many 
languages with no writing system. 

Those data, also called language resources, include monolingual corpora (text, speech, im-
ages, videos), bilingual or multilingual parallel corpora for machine translation, lexica, elec-
tronic dictionaries, terminology databases etc. They are also necessary for research investi-
gation in linguistics. Language resources are relatively easy to obtain for some languages, but 
much more difficult for others, the so-called under-resourced or less-resourced languages 
(see Chapter 1.2 on documentation and description). 

In addition to data, the approach also needs system evaluation, in order to assess the quality 
of the systems, the progress made and whether the quality is adequate to the application 
needs. For some language technologies, metrics are well established, such as the Word Error 
Rate (WER) for speech recognition (Fig. 4.2a and 4.2 b).  
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Figure 4.2a  A history of Automatic Speech Recognition from 1987 to 2009 through the NIST evaluation cam-
paigns

1
 

This figure shows the progress of Automatic Speech Recognition over the years, through the international 

evaluation campaigns conducted by NIST. Shown on the chart are the best performances obtained that year, in 

terms of Word Error Rate (WER) in a logarithmic scale. The effort to go from 100% error (where the system does 

not recognise any word) to 10% is comparable to that required to go from 10% to 1% error rate. The tasks 

became increasingly difficult over the years (first with voice command, using an artificial language of 1,000 

words, then voice dictation (20,000 words), radio/TV Broadcast News transcription (in English, Arabic and 

Mandarin Chinese) telephone conversations transcription (also in English, Arabic and Mandarin), meeting 

transcriptions), with variable conditions (real time or not, different qualities of sound recording). We see that for 

some tasks, the performance of systems is similar to those of a human listener, making these systems operational 

and marketable (such as for command languages). On the other hand, it is clear that for more complex tasks, 

performance improves more slowly, justifying the continuation of the research effort. Knowledge of these 

performances helps us to determine the feasibility of an application based on the quality level it requires. Thus, 

contrary to voice dialogue systems, an information retrieval system for audio-visual data does not require error-

free performances in the transcription of speech, for example. 

 

 
Fig. 4.2b Recent progresses on conversational speech recognition in English, showing that machine outpasses 

human in this specific task (Awni Hannun, 2017)
2
 

 

                                                      
1
 http://itl.nist.gov/iad/mig/publications/ASRhistory/index.html 

2
 https://awni.github.io/speech-recognition/  

http://itl.nist.gov/iad/mig/publications/ASRhistory/index.html
https://awni.github.io/speech-recognition/
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For other technologies, they are not yet perfect, such as the BLEU (bilingual evaluation un-
derstudy) measure for machine translation (Papineni et al., 2000), which provides a percent-
age of similarities between the translation provided by the machine and a set of human 
translations of the same text (Fig. 4.3), or ROUGE (Recall-Oriented Understudy for Gisting 
Evaluation) for Text Summarization (Lin, 2004).  

 

Fig. 4.3 Machine Translation performances (BLEU measure) for 22 EU official languages, as of March 2010 
(Koehn et al., 2009) 

This figure gives the best performance obtained for 462 pairs of official languages of the European Union 

(lacking Irish Gaelic), in terms of their BLEU score (the higher the score, the better the translation, a human 

translator scoring around 80). The best results (shown in green and blue) correspond to the languages that 

benefit from research efforts in coordinated programmes, and from the availability of many parallel corpora 

(English, French, Dutch, Spanish, German,...), the worst (red) are languages that have not seen similar efforts, 

or that are very different from other languages (Hungarian, Maltese, Finnish ...). 

 

For some, such as dialog systems, evaluation is still a research topic per se. Evaluation cam-
paigns, also called benchmarking or shared tasks, consist in comparing the performances of 
different systems based on different approaches to common data, with the same protocol 
and agreed metrics. Training and test data, evaluation protocol, metrics and results can still 
be made available to all as “evaluation packages” after the evaluation campaign. The organi-
zation of international evaluation campaigns initiated by the US Department of Defense 
(DARPA) in the late 1980s (see Fig. 4.2) has been decisive in installing best practices in lan-
guage processing research and allowing scientific progress, which has resulted in the availa-
bility of usable technologies. But also here, evaluation campaigns and packages only exist for 
a small set of languages, most notably English. Most results reflect the fact that more train-
ing data allows for better performances, as it appears in the case of Machine Translation for 
example (Fig. 4.4). 
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Fig. 4.4 Number of Parallel Corpora available for Machine Translation training related to the Machine Transla-
tion performances provided in Figure 4.3 

 

The question is then: Is it possible to devote a similar effort for all languages, in terms of 
research investigations, language resources and technology evaluation, that was devoted 
for English, given that, for the past 50 years, the international research community has 
mostly worked and compared results for English, and much more modestly for a limited set 
of major international languages, such as French, Spanish or German. 

The answer is that it is impossible for most languages, those that are referred to as “under-
resourced languages”, because of the cost it represents, and the lack of infrastructure, lan-
guage resources and human resources. Moreover, translations don’t exist for most language 
pairs and many languages (the so-called “oral languages”), as well as sign languages, do not 
have a writing system. For example, the transcription into phonemes of one minute of audio 
recordings requires one hour and a half of a linguist work (Austin and Sallabank, 2013).  

4.2 Solution paths 

Fortunately, it appears that there exist solution paths, as they were expressed by the par-
ticipants of the LT4All conference3,4, organized at the UNESCO Headquarters in Paris, be-
tween December 4-6, 2019 (see LT4All proceedings, forthcoming in 2020), along various 
lines: organizational, economical, ethical, political and scientific. 

4.2.1 Organizational dimension 

In order to achieve the goals of developing language technologies for more languages, there 
needs to be a shared effort that would include multiple stakeholders, from the public and 
private sectors. There are already: 

- initiatives to provide international platform infrastructures where to find open source LT soft-

ware and open data, such as the European Language Grid (ELG); 

- several platforms where to gather and distribute data in many languages, such as: 

                                                      
3
 https://en.unesco.org/LT4All  

4
 https://lt4all.lineupr.com/lt4all 

https://en.unesco.org/LT4All
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o  Common Voice (Mozilla) for gathering data for speech recognition, 

o Citizen linguist portal (Linguistic Data Consortium , USA) for making citizens contribute 

as linguists, 

o Language Sphere (Ritsumeikan University , Japan) for the production of electronic dic-

tionaries; 

- and where to find tools, such as: 

o  ELPIS (Endangered Language Pipeline and Inference System, from the Center of Excel-

lence for the Dynamics of Language (CoEDL , Australia)), 

o Deep Speech (Mozilla) or Kaldi (Johns Hopkins University, USA) for speech recognition, 

o Festival (University of Edinburgh , UK) for text-to-speech synthesis, 

o Cleo (Amazon) for adapting the Alexa voice assistant to a new language, 

o Laser (Language-Agnostic SEntence Representations) from Facebook research, 

o Systran NMT (France), Sockeye (Amazon) or Moses (University of Edinburgh, UK, with-

in the Euromatrix and TC-Star EC projects) for machine translation, 

o Giellatekno (Divvun, Arctic University of Norway) for processing morphologically-rich 

languages. 

An Open-LT manifesto (openlt.org) is being circulated by Divvun asking that all language 
technologies be Open source: open localization, open interfaces, open resources and acces-
sible standards. 

In addition to data and tools, there is also a need for recipes, explaining how data and tools 
should be combined, for workshops and summer schools (such as JSALT (Frederick Jelinek 
Memorial Summer Workshop on Speech and Language Technology), Hackathons, Hand-on 
tutorials and training, especially through massive online open courses (MOOC), in order to 
facilitate mastering language technology for all researchers. 

There should also be guides, on “How to get your language online?”, and there already exist 
descriptions of what should be a “Basic language resource kit” or a “Digital language survival 
kit”. 

4.2.2 Economical dimension 

The interest of IT companies was initially only for English: some of us remember the early 
time of computers where keyboards even did not include diacritics. It progressively extend-
ed to languages of rich countries, and some companies ranked countries according to their 
GDP and expressed their interest in developing language technologies for languages of coun-
tries ranked over a certain threshold. In a third period, the use of social networks extended 
the availability of language technologies for languages that have a lot of users. The question 
is therefore now for languages of countries with low GDP and small populations, that spark 
little interest for companies, given that 23 languages cover 50% of the world population5, 
and the other half is covered by the remaining 6,977 languages or more. The answer may lie 
in the fact that some companies such as Facebook or Twitter are now committed to detect 
and block Fake News or harmful content on their social network. They have to do it quickly 
in order to avoid a large distribution, and they will therefore have to develop language tech-
nologies for the many languages in which they carry content. 

The need for collaboration with the private sector is widely recognized, as the companies, 
and especially the GAFAM (Google, Apple, Facebook, Amazon, Microsoft) and the BATX 
(Baidu, Alibaba, Tencent, Xiaomi), have the necessary infrastructure to gather huge amounts 

                                                      
5
 https://en.wikipedia.org/wiki/List_of_languages_by_number_of_native_speakers  

https://en.wikipedia.org/wiki/List_of_languages_by_number_of_native_speakers
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of data through internet, smart home devices or car navigation applications that they al-
ready deployed. 

A strong argument can be made for companies making an economic interest from wealthy 
people’s data also having the moral duty to serve the needs of others. 

4.2.3 Ethical dimension 

As previously mentioned, the unavailability of language technologies will accelerate the 
extinction of the corresponding languages, given that some linguists think that 50% to 90% 
of languages may disappear by the end of this century if no action is taken (Austin and 
Sallabank, 2011). 

Some indigenous peoples stress that language technologies should not be a weapon against 
their communities like school, church and media have been in the past, but should support 
their languages. They should be asked about their needs rather than being imposed the 
views of dominant parties on what those needs are, and their perspectives, which may be 
different from the mainstream views, should be taken into consideration. The property of 
data should remain with the language communities, even if it can be used by third parties. 

In addition, ethics also includes other aspects such as privacy, trust, responsibility and the 
blurring between fiction and reality that must be avoided with the help of objective quality 
evaluation. 

4.2.4 Political dimension 

Initiatives have been taken to assess the situation regarding the availability of language 
technologies for the various languages used in a country or a group of countries. Such sur-
veys have been achieved in the Language Technology Whitepapers produced by the T4ME 
project (Technologies for a Multilingual Europe) under the META-NET umbrella (Multilingual 
Europe Technology Alliance Network) for 31 European languages, including the 24 official 
ones. Information about the Language Technology level for each language is presented ac-
cording to 4 LT related topics: Text processing, Speech processing, Machine Translation and 
Language Resources (corpus (text and speech), electronic dictionaries, etc.), based on the 
situation for the technologies and resources attached to those 4 topics according to various 
factors (such as Quantity, Availability, Quality, Coverage, Maturity, Sustainability, Adaptabil-
ity) on a 5 to 0 scale (e.g. Excellent, Good, Moderate, Fragmentary, Weak, None) (Mariani et 
al., 2012) (Fig. 4.5). 
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Language Technologies: Tools, Technologies, Applications 

Speech Recognition (voice command, voice dictation, broadcast transcription, conversational speech transcription, oral 
dialog) 

4 3 4 4 4 3 3 

Speech Synthesis (text-to-speech synthesis, speech generation) 4 3 4 4 4 3 3 

Grammatical analysis (tokenization, POS tagging, morphological analysis/generation, shallow or deep syntactic analysis) 4 4 4 4 4 3 3 

Semantic analysis (sentence semantics (WSD, argument structure, semantic roles, text semantics (coreference 
resolution, context, pragmatics, inference), Advanced Discourse Processing (text structure, coherence, rhetorical 
structure/RST, argumentative zoning, argumentation, text patterns, text types etc.) 

3 3 3 3 3 2 2 

Text Generation (sentence generation, report generation, text generation) 3 2 3 3 3 2 2 

Machine Translation (and speech translation) 5 4 4 4 4 3 3 

Language Resources: Resources, Data, Knowledge Base 

Text Corpora (Reference Corpora, Syntax corpora (treebanks, dependency banks)) 4 3 4 4 4 4 3 

Speech Corpora (raw speech data, labeled/annotated speech data, speech dialogue data) 4 3 4 4 4 4 3 

Parallel Corpora, Translation Memory 4 3 4 4 4 4 3 

Lexical Resources (Lexicons, Terminologies, Thesauri, WordNets) 4 3 4 4 4 4 3 

Grammars  (language models) 3 3 4 4 3 3 3 

Figure 4.5 Estimated status of Language Technologies and Resources for the French language according to 
various factors (as of 2011) (Mariani et al., 2012) 
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This qualitative study was completed with a quantitative measure of the availability of lan-
guage resources across languages (Mariani and Francopoulo, 2014b). The survey also com-
prised a comparison of language technology readiness according to natural language pro-
cessing, speech processing, machine translation and language resources (Fig. 4.6). It con-
cluded that 21 European languages were in danger of digital extinction (Rehm et al., 2016).  

 

Domain 
Excellent 
support 

Good 
support 

Moderate support Fragmentary support Weak/no support 

Speech Processing   English 

Czech, Dutch, 
Finnish, French, 
German, Italian, 
Portuguese, 
Spanish 

Basque, Bulgarian, 
Catalan, Danish, 
Estonian, Galician, 
Greek, Hungarian, 
Irish, Norwegian, 
Polish, Serbian, 
Slovak, Slovene, 
Swedish 

Albanian, Asturian, Bosnian, Breton, Croatian, Frisian, 
Friulian, Hebrew, Icelandic, Latvian, Limburgish, Lithuanian, 
Luxembourgish, Macedonian, Maltese, Occitan, Romanian, 
Romany, Scots, Turkish, Vlax Romani, Welsh, Yiddish 

Machine Translation   English 

French, Spanish Catalan, Dutch, 
German, Hungarian, 
Italian, Polish, Roma-
nian 

Albanian, Asturian, Basque, Bosnian, Breton, Bulgarian, 
Croatian, Czech, Danish, Estonian, Finnish, Frisian, Friu-
lian, Galician, Greek, Hebrew, Icelandic, Irish, Latvian, 
Limburgish, Lithuanian, Luxembourgish, Macedonian, 
Maltese, Norwegian, Occitan, Portuguese, Romany, Scots, 
Serbian, Slovak, Slovene, Swedish, Turkish, Vlax Romani, 
Welsh, Yiddish 

Text Analysis   English 

Dutch, French, 
German, Italian, 
Spanish 

Basque, Bulgarian, 
Catalan, Czech, 
Danish, Finnish, 
Galician, Greek, 
Hebrew, Hungarian, 
Norwegian, Polish, 
Portuguese, Roma-
nian, Slovak, Slovene, 
Swedish 

Albanian, Asturian, Bosnian, Breton, Croatian, Estonian, 
Frisian, Friulian, Icelandic, Irish, Latvian, Limburgish, 
Lithuanian, Luxembourgish, Macedonian, Maltese, Occitan, 
Romany, Scots, Serbian, Turkish, Vlax Romani, Welsh, 
Yiddish 

Language Resources   English 

Czech, Dutch, 
French, German, 
Hungarian, Italian, 
Polish, Spanish, 
Swedish 

Basque, Bulgarian, 
Catalan, Croatian, 
Danish, Estonian, 
Finnish, Galician, 
Greek, Hebrew, 
Norwegian, Portu-
guese, Romanian, 
Serbian, Slovak, 
Swedish 

Albanian, Asturian, Bosnian, Breton, Frisian, Friulian, 
Icelandic, Irish, Latvian, Limburgish, Lithuanian, Luxem-
bourgish, Macedonian, Maltese, Occitan, Romany, Scots, 
Turkish, Vlax Romani, Welsh, Yiddish 

Fig. 4.6 Status of Language Resources and Language Technologies for 47 European languages
6
, completed and 

updated in 2014 (Rehm et al., 2014)) 

  

The study was followed by a report committed by the European Parliament (“Language 
equality in the digital age - Towards a Human Language Project”) (Rivera Pastor et al., 2017), 
which voted the resolution7 “Language equality in the digital age” in September 2018 that 
resulted in a Call for Proposal “Developing a strategic research, innovation and implementa-
tion agenda and a roadmap for achieving full digital language equality in Europe by 2030” 
launched by the European Commission in June 20208. 

A similar study is now conducted in India for the 22 scheduled languages (see Chapter on 
language diversity for a description of India’s scheduled languages), and a survey was done 
in South Africa for the 11 official languages (see Chapter 3.1 on language emancipation for 

                                                      
6
 http://www.meta-net.eu/whitepapers/key-results-and-cross-language-comparison 

7
 https://www.europarl.europa.eu/doceo/document/TA-8-2018-0332_EN.html 

8
https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/langeq-

2020;freeTextSearchKeyword=;typeCodes=1;statusCodes=31094501,31094502,31094503;programCode=PPPA;programDivisionCode=
null;focusAreaCode=null;crossCuttingPriorityCode=null;callCode=PPPA-LANGEQ-
2020;sortQuery=submissionStatus;orderBy=asc;onlyTenders=false;topicListKey=callTopicSearchTableState 
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details on the South African multilingual context) in the framework of the NHN (National 
Human Language Technology Network) (Grover et al. 2010), which resulted in the creation 
of the South African Centre for Digital Language Resources (SADiLaR). The European Federa-
tion of National Institutions for Languages (EFNIL) edits a European Language Monitor (ELM) 
every four years.  

It is also worth noting that there exist national programs for language technologies, aiming 
at the internal national and regional languages in more and more countries, such as China, 
India (TDIL: Technology Development for Indian Languages), New Zealand, Iceland, Ireland, 
Wales, Norway (for the Sami language and also for Bokmål and Nynorsk), South Africa, Can-
ada, USA, Mexico, Morocco (for the Tamazight language at IRCAM), or at a set of languages 
spoken over a continent (European Union, Africa (Masakhane project)), but also programs in 
the US, which were established for external affairs be it for geopolitical or humanitarian rea-
sons. 

Nonetheless, it is reported that domestic funding is not sufficient, and that an internation-
al coordination through UNESCO would be needed9, in partnership with other stakehold-
ers from the public and private sectors. 

4.2.5 Scientific dimension 

There are also good news coming from science, as more and more research activities are 
devoted to under-resourced languages. 

On the mainstream traditional Machine Learning approach, efforts have been devoted at 
enlarging the size of language datasets in many countries that decided to support their lan-
guage(s), as it appears in a Language Resources survey such as the LRE Map (Calzolari et al., 
2010) or at organizing evaluation campaigns, such as ELLORA (Enabling Low Resource Lan-
guages) for the Indian languages (Mohan et al., 2018). 

As an alternative to machine learning, several teams work on rule-based approaches for 
morphologically rich languages that lack language resources, such as Divvun for the Sami 
languages. 

Bootstrapping approaches are tried out for the development of dialog systems, which con-
sist in providing a dialog system with low, yet sufficient quality that is improved over time 
through the use of the system, and which allows for enlarging the training corpus and hence 
improving the performances. 

It is also possible to work on several languages of the same family, including the dialectal 
varieties that are mostly expressed by variants in the lexicon or in the accent. 

The case of oral languages without any writing system can be approached by recording na-
tive speakers in their usual environment, re-speaking their talks in good acoustic conditions 
with a single speaker who also translates them in a language benefiting from language tech-
nologies (Bird, 2010). It is then possible to train a speech recognition system through ma-
chine learning on that data. The system can then be used to also study the language, while 
the translation in a well-resourced language can enlarge the size of the research community 
addressing this oral language (Adda et al., 2018). 

Transfer learning allows for porting the models developed for one language with sufficient 
training data to another (similar) one that may have less data. 

In the multilingual approach, several languages are considered together. In speech recogni-
tion, for example, the acoustic models of the phonemes of several languages may be used to 

                                                      
9
 A statement by Satoshi Nakamura at the LT4All conference. 
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recognize a new language. In machine translation, instead of training a translation engine on 
the parallel corpus of two language pairs, it is possible to train it on all available language 
pairs (Schwenk and Douze, 2017). Interestingly, some results show that multilingual lan-
guage models are better than monolingual language models on monolingual applications, or 
than bilingual models in machine translation. 

In order to increase the size of the training data, it is also possible to artificially produce 
augmented data through language generation or speech synthesis. For example, speech at 
different speeds or in various noisy conditions can be artificially produced from an initial 
sample. 

In the speech chain approach (Tjandra et al., 2017), bi-directional speech-to-text (STT) and 
text-to-speech (TTS) modules are used in a loop to gradually improve the quality of both 
modules: the text resulting from the transcription of a speech signal is synthesized and the 
signal resulting from this synthesis is compared with the original. The parameters are modi-
fied in order to minimize this difference. Methods of reinforcement learning and adversarial 
learning can be used in this framework. 

In machine translation, the zero-shot approach (Johnson et al. 2017) experiments showed 
that it is possible to achieve Japanese-Korean translations without any Japanese-Korean par-
allel texts, by merging previously developed English-Japanese and English-Korean translation 
systems. The neural networks corresponding to those two translation systems are cut in two 
parts and pasted, which may induce that the pasted cells represent language-independent 
meaning. 

The zero-resource approach (Jansen et al. 2012) aims at mimicking the way children learn to 
speak without any lexicon, grammar and writing system, but using multimodal communica-
tion, including visual and gesture information. Experiments have been conducted on speech 
recognition and speech synthesis with this approach. 

The ultimate approach may reside in language understanding, as languages use different 
sounds, different words, different syntaxes to express the same meaning. Portability across 
languages would be easy if it would be possible to extract meaning from the linguistic con-
tent in one language, and to generate linguistic content from that meaning in another lan-
guage. 

4.2.6 Challenges 

Several scientific challenges will have to be addressed in the coming decade and constitute 
open research problems at various extents. 

The processing of prosody (accent, intonation and rhythm) is still relatively unresolved, as it 
is difficult to annotate this so-called “supra-segmental” information in the signal, while it 
carries nuances that express emotions, for example. Tone languages also require the study 
of supra-segmental information. Dialectal variations must be studied, and they are numer-
ous in some languages, such as Arabic. Systems must deal with code-switching and code-
mixing, when two or more different languages are used in the same sentence. The pro-
cessing of oral languages is especially difficult, as there is no transcription into written words 
of the speech signal that contains no pause between words and no punctuation marks at the 
end of sentences, but also quite appealing as it would allow access to digital content, includ-
ing oral tradition, through keyword spotting. Spoken or written dialog is still an open prob-
lem as it means processing information that is shared by two interlocutors or more in the 
discussion, sometimes expressed as indirect speech acts. As dialogs are dynamic processes, 
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it is difficult to define methodologies and metrics that can assess and compare system quali-
ty. 

Taking into account the contextual, non-verbal information is another challenge, as well as 
common-sense information that can hardly be learned from textual training data, and con-
sciousness specific to humans, but not to virtual agents. The processing of sign languages 
adds another challenge, as it necessitates to also address visual scene analysis and genera-
tion, not only of the hands but of the full body, which is a research area per se. Fake news 
and harmful content detection constitutes a new reason for companies marketing social 
networks to address a larger set of languages. If they agree to be committed to avoid dis-
tributing unlawful content, they need to be able to detect such content as soon as it is post-
ed, and the only way to do so is automatic information extraction in real time in many lan-
guages. Human-robot interaction raises many problems related to various communication 
modalities through sound, vision and gestures while one or several humans and robots move 
in an open environment. Automatic interpretation is not simply speech recognition in the 
source language, followed by machine translation, followed by speech synthesis in the target 
language, but requires language understanding, summarization capacity and language gen-
eration in order to operate in real time with sufficient quality, both in terms of adequacy and 
fluency. 

If we may consider in a first analysis that language understanding is a key issue for allowing 
the development of language technologies in many languages, it appears that the meaning 
of a phrase may differ according to the various cultures corresponding to the various lan-
guages (diversity in meaning). It is well known that languages spoken in the arctic regions 
have up to 50 different words for expressing what is just expressed by “snow” in the tem-
perate regions, and that some words in a language are considered as non-translatable in 
another languages. This problem should be handled through paraphrases or explanations. 

4.2.7 Conclusion and Recommendations 

In conclusion, we believe that the availability of language technology is crucial for the sus-
tainability of a language and that the situation is very different between the major lan-
guages, and especially English, used by a large population, and the long tail of community 
languages, including indigenous languages. 

Science may bring solutions to this problem and research should be supported at a higher 
pace by multi-stakeholders, including national and regional public institutions in the various 
countries, international bodies such as the European Union, and the private sector. UNESCO 
could play a major role in coordinating this effort at the international level. 

Conclusions, recommendations and suggested actions related to language technologies ap-
pear in Conclusion V of the Strategic Outcome Document of the 2019 International Year of 
Indigenous Languages10, that apply not only to indigenous languages but to all marginalized 
languages,  i.e. probably all languages apart from English: 

Conclusion V.  

Digital technologies, in particular language technology, content development and dissemination, play a growing 
role in influencing societal development and contributing to the intergenerational transmission of indigenous 
languages from older to younger generations, rather than fostering their disappearance in today’s world. In this 
context, policy and decision makers, language technology developers, media and information providers, and 
other relevant public and private stakeholders should be alert and sensitive to barriers that impede the availa-

                                                      
10

 https://unesdoc.unesco.org/ark:/48223/pf0000371494?posInSet=1&queryId=31e33472-617a-4e80-a0cd-5f144161f06f - 
Paris, November 2019 

https://unesdoc.unesco.org/ark:/48223/pf0000371494?posInSet=1&queryId=31e33472-617a-4e80-a0cd-5f144161f06f
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bility of new technology, content and services to indigenous language users. Provisions should take account of 
consent considerations and should, where possible, encourage the application of solutions whose delivery is 
based on open standards including in particular emerging technologies, Artificial Intelligence, Blockchain and 
others (PROGRESS). 

 

 Goal (V) 

Indigenous peoples should have the possibility to benefit from the full range of language technologies which 
help people to break through the potential barriers of the digital divide, giving them open access to, and pro-
duction capability in, multilingual knowledge and educational materials, along with the benefit of available 
public services in their own languages. 

Recommendations: 

5.1. Member States, should draw on the best information, know-how and methodology at their disposal when 
formulating and planning how they will implement and evaluate inclusive language policies and should take 
effective measures to ensure that scientific and technological developments are leveraged for the benefit of 
users of each language, and that they address the situation of individual languages and their users, guarantee-
ing equal rights to be educated, to inherit their traditional culture, and to enjoy the service benefits and conven-
ience of modern technological products, in whose design, development and production they should, so far as 
possible, be engaged. 

5.2. Member States and other relevant stakeholders, in full collaboration with indigenous peoples, should use 
Information and Communication Technologies (ICT) including Artificial Intelligence (AI), Blockchain and other, 
to promote the creative transformation, innovative development and effective dissemination of language 
resources and seek new ways to protect and respect the indigenous traditional knowledge. 

5.3. Building where possible on existing work, a set of international standards should be developed and 
agreed to protect essential language resources, in cooperation with indigenous language users; these must 
cover (i) technical standards for collection, annotation and documentation and (ii) collaboration procedures in 
the construction, sharing and application of language resource standards globally. International standards 
organizations and professional bodies (universities, research institutes, individual experts and other stakehold-
ers) have the responsibility to be engaged in language protection and preservation, to in the first instance for-
mulate and thereafter to uphold the agreed standards. 

5.4. Member states and other stakeholders, in close collaboration with indigenous peoples, should develop 
advanced tools for the collection and analysis of language data as well as for the transliteration and annota-
tion of multi-modal content collections and cultural exhibitions where such do not already exist. This will 
allow the development of technologies specifically adapted to the characteristics of indigenous languages, 
which in turn will strengthen and underpin the status of these languages; such tools include speech recognition, 
synthesis systems and machine translation technology. 

 

Suggested actions (V): 

a) Develop teaching facilities, techniques and devices specifically for the purpose of supporting indigenous 
languages, of designing educational curricula and of supplying necessary tools for advanced translation, using 
Artificial Intelligence and machine learning techniques, 

b) Integrate and share successful language acquisition and learning techniques as well as intergenerational 
transmission methodologies, including language immersion and bilingual education methods, thereby support-
ing quality learning environments, the principle of equal and inclusive access for all, and the training of new 
teachers and of those already in service, 

c) Provide access to funding sources for the research projects of indigenous peoples, seeking to reconcile po-
tentially the competing priorities of academia and indigenous peoples, 

d) Establish and support institutional structures for indigenous languages monitoring, evaluation and impact, 
led by, and developed in collaboration with, indigenous peoples, 

e) Encourage collaboration between industry, the research and development sector and indigenous peoples, 
focusing on the needs and interests of indigenous communities, extending and refining current language tech-
nologies as well as designing new ones, and developing necessary algorithms, applications and systems to sup-
port indigenous peoples in their own use of the internet and social media networks. The Artificial Intelligence 
paradigm should be rolled out within an ethical framework. 
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Conclusion V of the Strategic Outcome Document 
of the 2019 International Year of Indigenous Languages 

 

In this perspective, it is proposed to install a language technology committee, which would 
be attached to the Decade of Indigenous Languages 2022-2032 Steering Committee. In order 
to assess the progress made in this regard, it is proposed that regular conferences similar to 
LT4All be organized, gathering representatives from the technological and political spheres 
connected to languages. In order to assess progress, it is proposed to regularly measure the 
increase in the number of languages that benefit from workable language technologies by 
monitoring core indicators, similar to what has been done in Europe, India and South Africa. 
In order to get this information, a survey similar to the META-NET Whitepapers for Europe 
could be extended to the international scene, or it could be harvested in the framework of 
the questionnaire of the World Atlas on Languages (WAL) under development at UNESCO. 
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