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Abstract 

In spoken language, a significant proportion of words are produced with missing or 

underspecified phonetic forms, a process known as phonetic reduction. We have established two 

different types of reduction for studying reductions in spontaneous speech: lexicalized and non-

lexicalized reductions. Lexicalized reductions are regularly encountered in daily language, 

produced by nearly all speakers, and are related to the lexicon while the non-lexicalized 

reductions are not driven only by the lexicon, occurring at specific points of speech without 

regular reduction patterns. Instead, this type of reduction is influenced by various linguistic and 

conversational factors. Previously existing methods are not sufficient in detecting all potential 

reductions produced in the speech flow.  

In this study, we propose a novel bottom-up approach for identifying reduction prone areas in a 

corpus of conversations in French, in addition to a manual top-down detection based on the 

known reduced forms. Our novel approach involves the development of a script that 

automatically detects sequences containing at least 6 phonemes in a 230ms window -indicating 

temporal reduction-  allowing the detection of both the lexicalized and non-lexicalized sequences.  

Manually verified extracted sequences were analyzed for the distribution and frequency of 

reductions, speaker characteristics, as well as the words and phonemes constituting these 

reduced sequences. Overall, our findings revealed significant variability in terms of reduction 

frequency and speaker performance, depending on the reduction type, thereby validating the 

distinction we established between the two types of reductions. Furthermore, the characteristics 

of the words and the phonemes present in these sequences were found to influence their 

likelihood of being reduced.  
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INTRODUCTION 
 

Spoken language is one of the essential ways in which communication is made possible between 

humans, enabling them to exchange information, ideas and build connections on a daily basis. The 

study of spoken language is of utmost importance for understanding human cognition and 

developing technological tools capable of interacting with humans.  However, despite the growing 

body of literature on speech, the characteristics of speech in spontaneous conversations remain 

less well-characterized due to their inherent complexities. The spontaneous productions of 

speakers often exhibit several phenomena specific to casual speech (feedback, repetitions, 

unfinished utterances, disfluencies, etc. (Pre vost, et al., 2022). It is imperative to provide a more 

comprehensive explanation of the intricate organization and dynamics of these phenomena to 

enhance our understanding of speech production, as they tend to have a significant impact on the 

quality and characteristics of the produced sounds. 

The variation in the speech signal is one of the intrinsic features of spoken language (Ernestus, 

2000; Johnson, 2004; Meunier & Espesser, 2011), appearing as a result of the permanent 

adaptation of one’s productions to the speaking situation (Lindblom, 1990). Speaking in 

interaction involves permanent adjustments supported by different stages of speech production 

such as convergence between speakers (e.g., Pardo, 2013; Guardiola & Bertrand, 2013). The 

analysis of large corpora of spontaneous speech, coupled with the use of automated tools for their 

exploration, has enabled the identification of variations in the speech signal. This includes 

phenomena like reduction, which provides valuable insights into language production processes 

and cognitive load. Reduction in conversations has proven to be challenging to study, as its 

manifestation is influenced by interactions between various linguistic domains. Reduction can be 

defined as the phenomenon in which linguistic units (e.g., phonemes, syllables, words) are 

realized with relatively less acoustic and phonetic substance (Clopper, et al., 2018) often resulting 

in shorter durations and less precise articulations. Indeed, the productions of speakers in 

spontaneous conversations are typically less clearly articulated compared to formal or scripted 

speech (Ernestus & Warner, 2011). Phonetic segments may be weakened or even completely 

absent in some cases (Schuppler, Ernestus, Scharenborg, & Boves, 2011; Niebuhr & Kohler, 2011; 

Ernestus, 2014) all the while allowing the interaction to flow smoothly between speakers and 

listeners. In addition to absent segments, coalescence phenomena are frequently encountered, 

making it challenging to determine the nature of the phonemes realized in the reduced sequence, 

suggesting that words in conversation are not always produced as distinct phonemes. These 

reduced realizations can exhibit characteristics vastly different from those in scripted speech 

(Pre vot et al., 2022). The reduction process and its distribution in spontaneous conversations 

remain poorly characterized, posing a challenge to comprehending how interactions are 

facilitated when phonetic information is lacking. 

Previous research has indicated that speech reduction is influenced by a range of linguistic and 

conversational factors, including semantic and lexical predictability (Aylett & Turk, 2006; Clopper 

& Pierrehumbert, 2008; Turnbull, 2017), lexical frequency (suggesting that common words are 

more likely to be reduced than low-frequency words) (Pluymaekers, Ernestus, & Baayen, 2005; 

Bybee, File-Muriel, & de Souza, 2016), repetitive mention in discourse (Baker & Bradlow, 2009), 

speaking style (Gendrot, Adda-Decker, & Schmid, 2012), and the phonological properties of 

segments found in reduced sequences (Pharao, 2010; Meunier & Bigi, 2016). Many of these 

factors are closely related to the lexical properties of languages. 



 

Figure 1. An example of a lexicalized reduction “je sais pas (/ʃɛpa/, “I don’t know”)” (top), involved tokens (middle) and 
the IPU (bottom). 

 

Reduction is a complex phenomenon that has not been studied in all of its forms. . For this reason, 

we have established a distinction between two types of reductions occurring in casual speech 

which we will call lexicalized and non-lexicalized reductions from now on. Lexicalized forms can 

be described as different reduced examples of a same lexicalized representation, relating to 

words or sequences that occur frequently in everyday language (Bodur, Fredouille, & Meunier, 

2022). These forms are more commonly studied in literature and are often recognizable by 

listeners and transcribers who have perceptible representations of several examples of these 

sequences (see Figure 1). Moreover, these forms are included in Automatic Speech Recognition 

(ASR) dictionaries with their reduced counterparts, enabling systems to identify and transcribe 

the reduced versions of a given sequence. Examples of lexicalized reductions can be found in 

many languages, often occurring multiple times within a conversation, and produced by various 

speakers. Examples from English and French are given below based on Ernestus & Warner 2011: 

        • English : “a little” produced  /ɔlə/ ; “yesterday” produced /jɛʃei/ 

• French : “je sais pas” (I don’t know) produced /ʃɛpa/ ; “c’était” (It was) produced /stɛ/ 

 

On the other hand, we have also observed a substantial number of reductions that do not conform 

to specific sequences and are hardly perceptible to listeners. We refer to these reductions as “non-

lexicalized” reductions because they lack regularity, reproducibility, and direct association with 

specific lexical units. These reductions seem to be influenced by, or interact with various 

conversational and linguistic levels, including phonology, prosody, and syntax. They might be 

found scattered across multiple words (as seen in Figure 2), appear only once, and affect any 

sequence or word in the speech flow. All these factors contribute to the difficulty of their 

identification in the speech signal and collection for further analyses. In Figure 2, we can observe 

a temporally reduced sequence, “qui avait amené” (who had brought) which does not consist of 

the most frequent words, and appears to involve phonemic coalescence (with merged phonemes). 

Non-lexicalized reductions have not been as extensively studied as lexicalized ones since the 



processes involved and the rules governing them are not well understood. This presents two 

significant challenges: devising appropriate methods for collecting reduced sequences (as they 

are imperceptible and challenging to visually detect in the speech signal) and determining 

whether the collected sequences exhibit reduction or not by analyzing their acoustic and phonetic 

characteristics. Detecting non-lexicalized reductions necessitates innovative methods that could 

be complementary to the existing approaches, such as the top-down approach, which primarily 

focuses on the search of the reduced occurrences of words that are known to be reduced 

frequently. 

 

Figure 2. A non-lexicalized reduction: phonemes comprising the reduced sequence “qui avait amené” (“who had 
brought”, top), involved tokens (middle) and the IPU containing the reduced sequence (bottom). 

 

Previous research on speech reduction has mainly relied on manual detection by human experts 

or automatic speech recognition systems, such as automatic forced alignment (e.g., Adda-Decker 

& Snoeren, 2011; Wu & Adda-Decker, 2020). However, manual detection of reductions by 

listening to the productions and deciding whether they are reduced or not might be difficult as it 

is time consuming and more importantly, human speech perception tends to be biased by existing 

linguistic knowledge (Elman & McClelland, 1988). Furthermore, some of the missing phoneme’s 

acoustic features may even be present in surrounding phonemes, and be perceptible to the 

listeners’ ears, making the annotation process even more effortful.  

In contrast, advances in analyzing large corpora of spontaneous speech and automatic tools that 

have led to their exploitation, have improved our ability to study variation and phonetic reduction 

efficiently. Automatic forced alignment involves aligning transcriptions with audio signals to 

segment the acoustic signal into words and phonemes. This allows for the detection of sequences 

with extra short segments, indicating potential temporally reduced sequences. Additionally, these 

reduced segments often lead to a considerable number of automatic transcription errors, making 

it easier to identify mismatches between orthographic transcriptions and the speaker's 

production. Despite these methods, comprehensive studies exploring all forms of reduction in 

conversation are lacking. Our research aims to bridge this knowledge gap and contribute to a 

deeper understanding of reduction phenomena. 



The current study 
The current study aims at filling the gaps identified in previous research. Many of the previous 

studies have used top-down approaches, analyzing data based on previously existing knowledge, 

focusing mostly on well-documented lexicalized sequences with multiple lexical 

representations. For detecting the reductions that do not have lexicalized exemplars, we propose 

a bottom-up method which departs from the data in order to highlight less known reduction 

types. This method would result in capturing various reduced zones in the flow of speech, 

including both lexicalized and non-lexicalized sequences, facilitating a comprehensive 

preliminary analysis. This method allows us to collect more reduction examples than is possible 

with manual detections.  

In addition, the corpus we chose for this study features informal and spontaneous speech 

between colleagues, which may provide more reductions than what can be found in other types 

of non-prepared speech (e.g., news broadcasts). This emphasis on uncovering lesser-known 

reduction forms in a natural context is expected to expand our understanding of reduction 

processes in casual conversations. 

By employing two complementary approaches (top-down and bottom-up), we aim to thoroughly 

investigate various aspects such as the distributions of reductions, contextual factors influencing 

reduction, components of reduced sequences, and individual variations in reduction patterns. 

Our study would shed light on one of the most common phenomena in casual speech, contributing 

to a field that has not been extensively explored. 

 

METHOD 
 

In this section, we present the corpus used in this study and two complementary approaches for 

detecting various reduction prone areas in a corpus of conversational speech in French.  

 

1.  The Corpus 
We selected the Corpus of Interactional Data (CID, Bertrand, 2008) in order to conduct analyses 

on reduction in spontaneous French conversations. The corpus comprises 8 audio-visual 

recordings of dialogues between pairs of colleagues (10 females and 6 males, average age= 34 

years) with relatively familiar relationships. In each pair, the speakers shared the same gender. 

All participants are native French speakers, with half originating from the South-East of France, 

and the other half  from different regions. 

The choice of the corpus seems ideal in that it involves spontaneous conversations between 

familiar colleagues, a context known to exhibit greater variation and speech reduction (Gendrot 

et al., 2012). The corpus was available with phonetic annotations generated through automatic 

phonetization and alignment tools capable of processing large volumes of speech data and 

providing consistent outputs for phonetic studies. The segmentation relies on Enriched 

Orthographic Transcriptions (Bertrand et al., 2006). An orthographic transcription is converted 

into phonemes using a grapheme to phoneme converter (Di Cristo & Di Cristo, 2001) which is 

based on a dictionary of inflected forms and a set of modifiable rules. The output of the converter 

is a sequence of tokens phonetized in SAMPA (Wells, 1997). Then, based on these phoneme 



sequences and corresponding audio signals, the LORIA aligner (Brun et al., 2004) provides 

temporal location for each phoneme in the signal. The output of the aligner is then evaluated for 

error rates and corrected manually by human experts. Two versions of the phonetic annotation, 

v2 and v3, were available with the corpus. The difference is that the latter contains the same 

orthographic tokens and phonemes while the alignment was performed using SPPAS (Bigi & 

Hirst, 2012) software with extra manual corrections on the output of alignment, phonetization, 

tokenization and liaison. Both versions were tested for this study and will be further explained in 

the bottom-up approach section. 

 

2. Detecting Reductions 

2.1.  Top-Down Approach 

We initially adopted a top-down approach to investigate reductions in spontaneous speech. For 

doing so, we began by selecting some frequently encountered lexicalized sequences in French 

which have been previously documented in the literature (Adda-Decker & Snoeren, 2011; Wu & 

Adda-Decker, 2020). To expand our inventory, we conducted an informal questionnaire with 5 

female students, asking them to provide examples of reductions they commonly produced and 

perceived in their daily conversations. It is important to note that this inventory is thus based on 

speakers’ representations and is not comprehensive. In the end, we compiled a total of 13 items 

from different morphosyntactic categories which are presented in Table 1. 

 

Adverbs Pronoun + Verb Conjunctions 

alors (then) je peux (I can) alors que (whereas) 

enfin (finally) je sais (I know) parce que (because) 

puis (then) je suis (I am) puisque (since, as) 

voilà (here, there) tu sais (you know)   

de toute façon (anyway)     

quand même (all the same)     

Table 1. The 13 selected items (and their translations) for the study of lexicalized reductions. 

The extraction of the selected lexicalized reduced forms was performed semi-automatically. The 

13 selected items were searched in the token (word) tier, which was already available in the CID 

corpus, using Praat (Boersma & Weenink, 2022) to detect all instances of these items. Then, two 

steps allowed us to identify an example as reduced:  

i. We utilized the Enriched Orthographic Transcription (TOE, Bertrand et al., 2008) 

available for the CID corpus. In this set of transcriptions, brackets and square brackets 

indicate the presence of particular reductions or realizations perceived by the 

annotators. 
ii. Each exemplary sequence found in the word tier has been identified and checked 

manually on Praat by one of the authors also with the help of the TOE. In the case of a 
detection of reduction, the reduced form was extracted with the three preceding and 
following tokens (to capture context of occurrence) and was annotated in a new 
TextGrid with the phonetic transcription corresponding to each form (Figure 1). 



Based on the annotations provided by transcribers (in the TOE) and the first author (through 

manual verifications on Praat), we conducted a top-down analysis of reduced sequences to 

examine their distribution within the speech flow.  

 

2.2.  Bottom-Up Approach 

To expand our inventory of reductions, we also adopted a bottom-up approach allowing us to 

discover various reduction prone areas in the corpus. Complementary to the previously described 

method, this approach focuses not only on the lexicalized reductions (in contrast to the top-down 

approach) but also on the ones involving multiple words that are likely to be influenced by 

various linguistic and conversational factors (e.g., phonology, prosody, pragmatics). 

 

2.2.1. The Script 
To identify reduction-prone areas, it is essential to define two key parameters: (i) an analysis 

window which is large enough to observe non-lexicalized reductions, and (ii) a threshold in terms 

of the number of successive phonemes observed within this window, so that the sequence could 

be considered as a potential reduction when the threshold is exceeded. 

We tested a number of window sizes to determine which one would yield more sequences 

deemed as reductions. Ultimately, we defined a window size of 230ms and set the threshold for 

the number of phonemes within this window to 6. Other window sizes that we tested were 180ms 

and 200ms (while keeping the number of phonemes constant) respectively, which pointed 

at more highly reduced areas in the corpus. However, they yielded a smaller number of detected 

reductions (see Table 2). The choice of 230ms is thus critical as a larger window accommodates 

more phonemes and words (especially sequences made up of multiple words), providing a 

sufficient number of reductions for a more reliable analysis. However, we must point out that this 

choice of window size limits the scope of reductions we can detect in the corpus. The reductions 

detected here are constrained by the size of this window. Our aim is therefore not to compile an 

exhaustive list of reductions, but rather to establish a suitable window size allowing us to observe 

less-explored reductions.  

With the selected window size, the system takes individual alignment files containing phoneme 

sequences and their temporal boundaries as input. For each phoneme, the script counts from its 

start time how many phonemes (including the starting phoneme itself) belong into the predefined 

window (230ms). If the threshold of the number of phonemes (6) is reached, the sequence is 

saved. As the 230ms window slides, the script continues adding subsequent phonemes to the 

sequence as long as there are 6 phonemes in each window.  The output is a Textgrid file 

containing the identified reduced sequences along with their start and end times. 

Window size 
180ms/6 

phonemes 

200ms/6 

phonemes 

230ms/6 

phonemes 

Version v2 v3 v2 v3 v2 v3 

Detected reductions  456 95 933 429 2144 1212 

Error Rate     36% 21% 



Table 2. The numbers of reductions detected by the script using different window sizes and different phonetic 

annotations as well as the error rates calculated for the sequences detected using the v2 and v3 for the 230ms window 

size. 

2.2.2. Manual evaluation and errors 
Assuming that the precision and the quality of the input is of utmost importance for detecting 

reductions, we evaluated the script performance using both v2 and v3 versions of phonetic 

annotations. After obtaining a number of potentially reduced sequences, we manually assessed 

the accuracy of automatic detection by looking at the reduced sequences given as the output of 

the script and the corresponding audio-visual signal on Praat.  

From the 1212 sequences detected based on v3 annotations, we identified 256 errors, resulting 

in an error rate of 21% (see Table 2), while this rate was higher for the v2 (36%), even though it 

detected a greater number of sequences. 

Our manual evaluation indicated that v3 provided more accurate results, meaning more 

accurately detected sequences which should be due to the improved alignment and eliminated 

unnecessary liaisons. The v2 of the corpus involved more brute annotations and no corrections. 

As a result, the results presented in the following sections are based on the v3 annotations. 

 

RESULTS 
 

In this section, we present the results i) based on the annotations of the reductions made by the 

transcribers and the first author and ii) extracted from the set of reductions considered as correct 

after performing manual evaluations on the outputs of the script. The analyses were carried out 

for all 16 speakers of the CID corpus. The results will be presented in three parts: general 

observations, speaker-related factors, and linguistic factors.  

 

1. General Observations 
 

1.1. The Total Numbers of Detected Reductions 
We observed how many reductions were detected for both approaches. Adopting the top-down 

approach, we detected 2566 reduced targets out of a total of 3634 occurrences of the 13 selected 

target items in the corpus. This indicates that a substantial 71% of these items were identified as 

reduced in the corpus, representing a notably high proportion. 

With the bottom-up approach, we obtained a total of 956 correctly detected reductions that lasted 

a total of 255.9 seconds within 25009.2 seconds which is the total duration of speech (excluding 

pauses and laughs) in the whole corpus. This shows that the durations of the reduced sequences 

correspond to 1% of the whole speech duration.  

 

1.2. The Number of Phonemes Affected by Reduction  

As the sequences obtained through our top-down approach were pre-defined, we analyzed only 

the phonemes found in the sequences detected via the bottom-up approach. Using a custom-made 



script, we extracted all the phonemes encountered in reduced areas and counted how many times 

they occurred in reduced sequences. 6351 phonemes were found in the reduced sequences, 

making up 2,1% of the total number of phonemes involved in the corpus (297703 phonemes in 

total). 

 

1.3. The Number of Words Affected by Reduction  

For the bottom-up approach, we also created a custom R script in order to extract and analyze all 

the words making up the reduced sequences. The script takes the Textgrid containing the reduced 

sequences and the one containing orthographic tokens as input. Looking at the start and end 

times of the detected reduced sequences, it extracts all the words coinciding with these intervals 

from the token Textgrid. We obtained a list of 716 different words from various morpho-syntactic 

categories, occurring a total of 3058 times in the detected reduced sequences. This number 

represents 2.39% of the whole corpus (containing a total of 127.713 words/tokens). 

 

1.4. Distribution of the 13 lexicalized items within the bottom-up detections 

We also wanted to see whether the words obtained by the bottom-up approach contained the 

selected 13 lexicalized items. Their proportions were overall much lower in the sequences 

detected automatically; they were detected a total of 126 times with the bottom-up approach 

while the number of detections using the top-down approach was 2566, suggesting only 4.9% of 

the reduced lexicalized items were caught by the script. The bottom-up approach requires the 

presence of at least six reduced phonemes, whereas lexicalized reductions (LR from now on) 

typically affect fewer than six phonemes. As a result, for LR to be detected using the bottom-up 

approach, they must often be part of more extensive reduction sequences, which appears to be 

infrequent. 

For instance, we had detected (with top-down approach) 579 instances where ‘parce que’ was 

reduced. However, only 26 of these were encountered among the results of the bottom-up 

detection. While ‘enfin’, was found to be the most frequently reduced lexicalized item in the 

corpus, it was detected only 3 times via the bottom-up approach. The exact number of 

appearances can be seen in Table 3. 

Lexicalized Item Detection Lexicalized Item Detection 

 Bottom-

Up 

Top-

Down 

 Bottom-

Up 

Top-

Down 

alors 32 132 tu sais 4 176 

alors que 0 7 je sais 3 328 

parce que 26 579 enfin 3 586 

je suis 17 128 je peux 3 28 

voilà 14 108 de toute façon 2 53 

puis 14 266 puisque 2 37 

quand même 6 138 TOTAL 126 2566 

Table 3. The number of appearances for the 13 selected lexicalized items in the sequences detected using top-down and 
bottom-up approaches. 

 



2.  Speaker Related Factors 
In this part, we will report the reduction rates for each speaker of the corpus. Based on the manual 

and automatic annotations, we calculated the total numbers of reductions obtained through both 

the top-down method (lexicalized reductions, (LR)) and the bottom-up method (not only LR but 

also non-lexicalized reductions (NLR)). The distributions of the reductions by method of 

extraction and by speaker are reported in Figure 3. 

 

Figure 3. The numbers of reductions per speaker (in descending order based on the number of NLR), obtained using two 

complementary methods. LR are considered as the result of a top-down method while the NLR are the result of a bottom-

up approach. The line represents the speaking time (in seconds) for each speaker. 

As can be seen in Figure 3, the distribution of the reductions is highly heterogeneous among 

speakers. For example, the speaker with the most reductions (S7) produced 364 reductions (149 

LR and 215 NLR), while the speaker with the lowest total number of reductions (S10) produced 

75 sequences (68 LR and 7 NLR). The other speakers fall between these two extremes. However, 

the number of NLR of S7 is more than twice that of the following speaker (S3).  

We observe that the minimum reduction rate for lexicalized items is 57% (S8 and S15), which 

suggests that speakers who reduce little do so on at least half of the items. It is important to note 

that the reduction ratio (number of reduced target items divided by the total occurrences of the 

same target item) for lexicalized items might provide more insights into a speaker’s reduction 

patterns than the number of LR he/she produced (see Table 4). For instance, S7 achieved a 

reduction ratio of 81.4%, having reduced 149 out of a total of 183 target items, whereas the 

speaker with the lowest LR rate (S8) reduced 139 reduced out of 243 targets, resulting in a 57.2% 

reduction rate. Additionally, as speaking time varies among speakers in the corpus, a speaker can 

have a substantial reduction rate despite producing few target items (e.g., S10 with a 73.9% 

reduction rate). Conversely, S4 produced the most reduced items (233), but his reduction rate 

(74.4%) was not the highest, indicating that the frequency of use of an item does not necessarily 

correlate with the reduction rate. 

 



 Male Speakers Female Speakers 

 S3 S4 S7 S9 S15 S16 S1 S2 S5 S6 S8 S10 S11 S12 S13 S14 
LRR (%) 80

% 74% 81% 66% 57% 74% 80% 80% 73% 75% 57% 74% 64% 66% 62% 77% 

Table 4. The ratio of LR for each speaker. The ratios are computed by dividing the number of reduced occurrences of the 
target items to their total number of occurrences in the corpus. 

 

Considering that the number of phonemes produced by each speaker can be linked to their 

speaking times, investigating the proportion of reduced phonemes to the total number of 

phonemes produced by a speaker would also provide us with useful insight to better explore the 

various patterns among speakers. The proportion of the phonemes found in NLR sequences for 

each speaker are reported in Table 5. 

 

 Male Speakers Female Speakers 
Speak

er S3 S4 S7 S9 S15 S16 S1 S2 S5 S6 S8 S10 S11 S12 S13 S14 

Phon. 

Red. 711 633 1000 293 151 331 302 578 427 312 100 50 359 359 454 291 

Phon. 

Tot. 
18. 
742 

23. 
289 

18. 
035 

22. 
503 

15. 
584 

19. 
808 

17. 
569 

17. 
074 

15. 
732 

19. 
562 

19. 
460 8237 25. 

626 
21. 
754 

16. 
972 

17. 
756 

% 3,7% 2,7% 5,5% 1,3% 0,9% 1,6% 1,7% 3,3% 2,7% 1,6% 0,5% 0,6% 1,4% 1,6% 2,6% 1,6% 

Table 5. The number of the phonemes and their proportions for each speaker. Phon.Red. is the number of phonemes 
found in NLR. Phon.Tot. is the total number of phonemes produced by the speaker. % is the proportion of the reduced 

phonemes within the total. 

 

Given this heterogeneity in reduction performances (from 0.5% to 5.5%), we explored four 

potential contributing factors: speaking time, articulation rate, gender, and the correlation 

between the numbers of the two types of reductions.  

 

2.1.  Speaking times 

In Figure 3, we present the speaking times for each speaker, excluding pauses and laughs, to 

examine the distribution of speech duration among speakers and its potential relationship with 

the number of reductions they produce. Like the numbers of reduction, the speaking times were 

also highly variable from one speaker to another. Notably, the speaker with the highest number 

of NL reductions and the highest ratio of L reductions (S7) did not have the longest speech 

duration. Furthermore, the speaker with the shortest speaking time had the lowest number of 

both the bottom-up (NL) and the top-down (L) detections. The speaker with the longest speaking 

time (S11) did not seem to be performing very differently than the others.  

To explore whether longer speaking times lead to more reductions, we conducted a Pearson’s 

correlation test. The results revealed a statistically significant positive correlation (cor= 0.593211, 

p-value= 0.01543) between the speech duration and the number of the reductions detected with 

the top-down approach, indicating that longer speaking times tend to result in more LR. In 

contrast, the correlation coefficient between speech duration and the number of reductions 

detected with the bottom-up approach was -0.066503, suggesting a weak, statistically 



insignificant negative correlation (p-value= 0.8067). This implies that NLR are less influenced by 

the speaking times of the speakers. Additionally, we calculated the proportion of reduction 

durations within the total durations of speech for each speaker. The NLR ratios for each speaker 

are reported in Table 6. 

 Male Speakers Female Speakers 

Speaker S3 S4 S7 S9 S15 S16 S1 S2 S5 S6 S8 S10 S11 S12 S13 S14 

NLR ratio 

(in 

speaking 

time) 

2% 1,2% 4,6% 0,6% 0,3% 0,7% 0,7% 1,4% 1,3% 0,7% 0,2% 0,2% 0,6% 0,8% 1,3% 0,7% 

Table 6. The distribution of the speakers of the corpus according to their gender. NLR ratio is the proportion of  the 
reduced sequence durations within the total speaking durations for each speaker.  

 

2.2.  Articulation rate 

It was previously proposed in the literature (Fosler-Lussier & Morgan, 1999) that a higher 

articulation rate might induce more variation in speech given the established connection between 

phonemic duration and reduction. Articulation rate (number of phonemes per second) values in 

the CID Corpus of the speakers were extracted during a recent study (Chardenon, Meunier, & 

Fougeron, 2022). Interestingly, the speaker with the highest articulation rate (S7; 14.4 phonemes 

per second) also exhibited the highest reduction rate for both LR and NLR (149 LR and 215 NLR) 

while the speaker with the slowest rate (S10; 11.08 phonemes per second) produced the fewest 

reductions (68 LR and 7 NLR). 

To quantify the relationship between the number of reductions produced by speakers and their 

articulation rates, a Pearson correlation coefficient was computed. The analysis revealed a  

positive correlation (cor=0.5252152; p=0.4203) between articulation rate and the proportion of 

reductions for lexicalized sequences, although it did not reach statistical significance. However, a 

statistically significant positive correlation was observed for non-lexicalized sequences 

(cor=0.786749; p=0.0002996), indicating a robust relationship between these two variables in this 

context. 

 

2.3.  Gender of the speaker 

Previous research suggested a potential relationship between the gender of a speaker and their 

reduction rate. Specifically, it was suggested that male speakers tend to exhibit higher levels of 

reduction (Byrd, 1994; Bell, Jurafsky, Fosler-Lussier, Girand, & Gildea, 1999; Keune, Ernestus, van 

Hout, & Baayen, 2005). Nevertheless, it is noteworthy that some studies failed to find a 

statistically significant difference in reduction rates between male and female speech (e.g., 

Binnenpoorte & et al., 2005).  

It should be acknowledged that the distribution of gender within the corpus is imbalanced, with 

10 female and 6 male speakers. Additionally, the conversations exclusively involved either two 

female or two male speakers. More detailed information about the speakers and their reduction 

rates can be found in Tables 4, 5 and 6.  

 



 

Figure 4. Mean values of the female and male speakers for the LR ratios (left) and the number of NLR they produced 
(right). 

 

To see if the gender might be a contributing factor in the variation in reduction rates, we 

performed a t-test for both reduction types. The comparison of LR ratios between females and 

males revealed no statistically significant difference (t = -0.40423, df = 21.555, p-value = 0.69). 

There was also no statistically significant difference in NLR scores between the two groups (t = -

1.9814, df = 12.339, p = 0.07028). However, it can be seen in Figure 4 that the difference between 

the means of the two groups for the NLR is more easily visible. 

 

2.4.  The correlation between the number of lexicalized and non-lexicalized reductions 

The distribution of lexicalized and non-lexicalized items varied among individual speakers in the 

corpus. We wanted to see whether speakers who had higher numbers of LR would produce more 

NLR and vice-versa. A Pearson’s correlation test was performed to examine the correlation 

between the numbers of LR and NLR. The correlation coefficient between the lexicalized and non-

lexicalized variables is 0.3069723, but this correlation is not statistically significant (t= 1.2069, 

df= 14, p= 0.2475), suggesting there is insufficient evidence to conclude that there is a true 

correlation between the two variables.  

Seeing that one of the speakers (S7) performed very differently than the others, we performed a 

correlation test excluding him. In this case, a strong positive correlation emerged (r= 0.74, p= 

0.001), suggesting that a higher number of LR might be correlated with more NLR and vice-versa. 

 

3.  Linguistic Factors 
In this section we will examine two linguistic factors, namely phonetic and lexical elements, and 

explore how their interplay influences the process of reduction in speech, shedding light on their 

respective contributions. 

3.1.  Phonetic Factors 

3.1.1. Reductions detected with the bottom-up approach 

For the reductions detected using the bottom-up approach, we first extracted all the phonemes 

encountered in the detected sequences for further analysis. As mentioned in the general 

observations, 6351 phonemes were identified in these reduced sequences. 



First, we calculated how many phonemes on average are found in each of the sequences. When 

all the detected sequences in the corpus are considered, the average length of a detected sequence 

is 7.55 (SD = 2.27) phonemes. The longest detected sequence encompassed 22 phonemes (/i p a 

r e g z a~ p l EU d i r e k t EU r d EU r/: si par exemple le directeur de recherche (if, for example, 

the research director)). The speaker with the highest average length of reductions (S7) produced 

8.1 phonemes (on average) per sequence, while the speaker with the least number of phonemes 

in a sequence averaged 6.5 phonemes. The majority of speakers (13 out of 16) maintained an 

average of more than 7 phonemes in their detected sequences. 

Then, we looked at the distribution of the phonemes in these sequences. At a first glance, the most 

frequently appearing phonemes are /a/ (747 times), /e/ (701 times), /r/ (538 times) and /l/ 

(515 times) respectively. However, since these are also some of the most frequently appearing 

phonemes in French language, we calculated the ratio of reduced phonemes to their total 

occurrences in the corpus. The results show that these phonemes are not associated with higher 

reduction rates, despite their overall significant representation in reduced forms. Figure 5 shows 

that /H/ has the highest reduction rate, found reduced 6,7%, /l/ 2,6% while /e/ seems to be the 

most frequently appearing phoneme in the corpus but with a reduction rate of only 1.48%. The 

phonemes with the highest reduction ratios were mostly approximants: /H/, /j/, /l/, /w/ and /r/.  

 

Figure 5. The total number in the corpus (y axis) and the ratios (color intensity) for the reduced phonemes found in the 
non-lexicalized sequences calculated based on their total occurrence in the corpus. 

 

Additionally, even though the fricatives do not have high reduction ratios in general, /v/ was 

found to have a high ratio of reduction. These results suggest that the chances of a phoneme being 

reduced depend mostly on its articulatory characteristics and not on their frequency of 

occurrence. 

 

3.1.2. Reductions detected with the top-down approach 

Regarding phonetic factors, comparing the two types of reductions was not feasible since 

lexicalized items and the phonemes comprising these sequences were predefined. The 13 

selected items contain various phonemes from different categories (refer to Table 3), and a single 



lexicalized item could be reduced in multiple ways. For example, “parce que”, typically consisting 

of 6 phonemes, could appear as /sk/ with only two phonemes or /psk/ with three phonemes, 

while “de toute façon” which normally contains 10 phonemes, was often encountered as /tfsɔ̃/. 

The specific phonemes present in these reduced variants hinged on the phonetic and 

phonological properties of the item.  

For instance, despite “enfin” being frequently reduced, the potential reduction forms were more 

constrained compared to others, primarily due to the presence of the fricative /f/, which was 

constantly retained in reduction. In addition, Figure 6 illustrates that the number of phonemes 

and words in the target item show no discernible relationship with the rate of reduction. This 

implies that the frequency of reduction for an item does not depend on the length of the sequence 

but rather on the inherent characteristics of the item itself.  

 

 

Figure 6. Reduced (orange) and total (green) occurrences for each of the 13 selected items. The red line represents the 
ratio of reduction for each target item. 

 

3.2. Lexical Factors 

In this section, we will explore some of the lexical properties of the detected reduced sequences 

to investigate whether any relationship exists between lexical factors and the likelihood of 

reduction. 

 

3.2.1. Reductions detected with the bottom-up approach 

For the bottom-up analyses, we created a custom R script to extract and analyze the words 

comprising the reduced sequences. This script utilizes two Textgrid files as input: one containing 

the reduced sequences and the other containing orthographic tokens. By aligning the start and 

end times of the identified reduced sequences, the script extracts all words that fall within these 



intervals from the token Textgrid. From this process, we obtained a list of 716 tokens spanning 

different morphosyntactic categories. These tokens occurred a total of 3058 times within the 

detected reduced sequences. Importantly, this number accounts for 2.39% of the entire corpus, 

which encompasses a total of 127.713 words/tokens. It is worth noting that our method identifies 

a limited number of reductions based on the parameters we configured (requiring a minimum of 

6 phonemes and 230ms). 

The words identified within the reduced sequences show great variability. In a general context, 

pronouns and verbs emerged as some of the most frequent candidates. However, when we 

calculated the proportions of these reduced words in relation to all tokens utilized in the corpus, 

they exhibited lower reduction rates. For instance, "je" (5.7%), "tu" (3.4%), "de" (3.7%), "il" 

(4.1%), "la" (4.9%), and "que" (5.1%) all showed comparatively modest reduction rates. Again, 

we must specify that these values, extracted according to the constraints of our method, only 

represent a part of the reductions present in the corpus. 

In contrast, a total of 68 words from different categories (including 30 nouns, 25 verbs, 4 

adjectives and 9 disfluencies) exhibited a 100% reduction rate, even though some of them 

appeared only once in the corpus. Examples of such words include “fourrure (fur)”, “orthophoniste 

(speech therapist)”, “signalisations (signalings)”, and “SNCF (French Railways)”, among others. It is 

worth noting that certain lexicalized items detected as reduced did not appear within sequences 

identified using the bottom-up method. This divergence is attributed to the presence of missing 

phonemes in these items, albeit the remaining phonemes did not fall below the predetermined 

duration threshold.  

 

Number of words Occurrence Frequency 
10 words 1 0.1% 
8 words 4 0.4% 
7 words 12 1.2% 
6 words 30 3.1% 
5 words 79 8.2% 
4 words 205 21.4% 
3 words 359 37.6% 
2 words 196 20.5% 
1 word 62 6.4% 

Table 7. The number of words in reduced sequences (left), the number (middle) and the frequency of occurrences in all of 

the detected reduced sequences (right). 

 

We also conducted an analysis to determine the number of words present in these detected 

reduced sequences. Our findings revealed that a reduced sequence could consist of anywhere 

from 1 to 10 words (see Table 7). Typically, these sequences comprise 2 to 4 words. However, it 

was less common to encounter sequences containing more than 6 words, accounting for less than 

2% of the detected sequences. 

 

Morphosyntactic categories of the words found in the detected sequences 

We looked at the morphosyntactic categories of words identified within sequences detected using 

the bottom-up approach. Reduction processes affected words across all morphosyntactic 



categories, although certain categories were more prevalent in reduced sequences than others. 

Their distributions were as follows: 27% verbs, 25.7% pronouns, 11% nouns, 9% determiners, 

7% prepositions, 6% adverbs, 5% discourse markers, 4% conjunctions, 3% adjectives, 1% 

disfluencies and 0.3% interjections. This breakdown illustrates the varying degrees to which 

different morphosyntactic categories were subject to the reduction phenomenon. 

Subsequently, we computed the proportions of reduced word categories in relation to their 

overall occurrences, i.e., the number of reduced adjectives divided by the total number of 

adjectives in the corpus, and so on. The results are detailed in Table 8. Once again, verbs (4.3% of 

the total number of verbs in the corpus) and pronouns (3.2% of the total number of pronouns in 

the corpus) emerged as categories most frequently subject to reduction. However, this calculation 

revealed that adverbs (3.9% of their total) and conjunctions (3.4%) were also prevalent 

morphosyntactic categories in comparison to the others, exhibiting high reduction rates relative 

to their total occurrences. 

 

Table 8.  The morphosyntactic categories of the words found in reduced sequences (bottom-up) and their proportions in 
the total of the corpus. 

 

3.2.2. Reductions detected with the top-down approach 

The items selected for the top-down collection are already well-documented in the literature as 

reduced. However, our findings reveal that while these items are indeed often subject to 

reduction (71% of the target sequences), there are notable variations in their reduction 

frequencies, indicating that the likelihood of reduction is influenced by the specific sequence 

itself. Figure 6 illustrates the distribution of different items and their reduction ratios (the 

number of reductions divided by the total number of items).  

Within the CID corpus, the most commonly reduced lexicalized form is “parce que”, reduced in 

98% of cases. Interestingly, “enfin” is the most frequently occurring among the 13 selected items 

in the corpus, yet it exhibits a lower reduction ratio compared to less frequently occurring words. 

This suggests that an item can be rare in the corpus yet display a high proportion of reduction. 

For example, “puisque” appears only 45 times in total within the corpus but is reduced 82% of the 

time. Conversely, “puis” is relatively frequent but quite rarely reduced. This variation in reduction 

ratios appears to be linked to the inherent characteristics of the items themselves. 

 



The effect of morphosyntactic categories on the reduction of lexicalized items 

Regarding the lexicalized sequences, we wanted to see whether they are more susceptible to 

reduction when occupying specific morphosyntactic roles. For that purpose, we selected a subset 

of 3 lexicalized items (alors, enfin, tu sais) that can serve various functions within the syntactic 

structure. For example, “enfin” and “alors” can function both as adverbs and discourse markers 

while “tu sais” is typically a pronoun+verb composite but can also be used as a discourse marker 

in French. Building on the general assumption that less informative parts of speech are more 

frequently reduced, we hypothesized that these items would be more frequently reduced when 

functioning as discourse markers rather than as adverbs or pronoun+verbs. 

A logistic regression analysis was conducted to investigate the relationship between the 

likelihood of reduction (reduced vs not reduced) and the morphosyntactic category for each item. 

In the case of “alors”, which included 248 data points, none of the categories showed a statistically 

significant effect on reduction. The coefficients for all categories (adverb, discourse marker, 

feedback, and disfluency) were not statistically significant, nor were the intercepts. However, 

looking at “alors que”, which had 48 data points, we observed that it was rarely reduced (15%) 

and predominantly served as a conjunction (it occurred as a disfluency only 2 times). The 

disfluency variable did significantly impact reduction (coefficient: -15.848, p = 0.995), while the 

intercept did (coefficient: -1.717, p < 0.001).  

Based on 731 data points, “enfin” revealed no significant associations between any of the 

morphosyntactic categories and reduction. However, the intercept was found to have a significant 

effect on reduction (coefficient: -1.557, p = 0.991). Lastly, for “tu sais”, which had 247 data points, 

the category “pronoun+verb” was linked to a significantly lower likelihood of reduction compared 

to the discourse marker (coefficient: -1.1722, p < 0.001), and the intercept also exhibited a 

significant effect (coefficient: 1.1722, p < 0.001). 

 

DISCUSSION 
 

In the current study, we conducted a preliminary analysis on a corpus of French conversations 

with the aim of gaining a deeper understanding of the phenomenon of reduction in spontaneous 

and casual speech. While some reductions are easy to identify and thus well-documented, others 

are not explicitly perceptible to the human ear, thus complicating the detection and analysis. 

Having established a distinction between these two types of reductions, we classified them as 

lexicalized (LR) and non-lexicalized (NLR) reductions and used two complementary methods to 

extract reductions. LR were collected using a top-down approach, focusing on 13 frequently 

occurring forms in everyday French. For NLR, we proposed a novel bottom-up approach allowing 

us to discover other types of reductions -dependent on the window size we defined-, focusing not 

only on the lexicalized ones but also on the ones involving multiple words that are likely to be 

influenced by various linguistic and conversational factors (e.g., phonology, prosody, pragmatics). 

The detection of these multi-word reductions is essential for understanding which factors are 

involved in the NLR process. The number of detected reduced sequences varied based on the 

chosen window size, with a deliberate selection of a 230ms window to capture as many multi-

word sequences as possible. In exchange, we were able to detect only a limited number of 

reductions. Using a smaller window size and fewer phonemes (e.g., 30ms for 2 phonemes) would 

have yielded a larger number of reductions. However, our aim here was to identify large areas of 



reduction affecting several words. Manual evaluations of the script’s output highlighted the 

critical role of input quality (alignment) in accurate reduction detection. A wrong alignment could 

lead the script to identify a sequence as reduced, even if it contained fewer phonemes. This is why 

we observed a considerable improvement in output quality when using the v3 of phonetic 

annotations, despite resulting in a smaller sample size. One advantage of this bottom-up method 

is its ability to uncover various reduced forms that may not be apparent through manual listening 

and annotation. Manual detections and annotations are highly subjective, and different 

annotators may provide different judgments. Therefore, an objective and automatic method 

greatly simplifies the task. To lay a robust foundation for our decision to distinguish between two 

types of reduction, we examined the distribution, frequency, and characteristics of reduced 

sequences of both types, along with their correlation with potential factors of variation.   

The analysis of the collected data has allowed us to observe a very heterogeneous distribution of 

reductions in conversations. While the top-down method and subsequent analysis revealed a 

substantial 71% of the selected lexicalized items exhibited reduction by speakers, suggesting a 

massive phenomenon of reduction, our exploration highlighted a nuanced and often overlooked 

speaker-related variability in reduction. Previous research has occasionally touched upon this 

aspect, mainly within the context of sociological factors (Labov,1986; 2001). However, we 

observed that it contributes significantly to the heterogeneity in reduction rates (e.g., Figure 3 

and Tables 4 and 5); speakers behave differently in terms of the number of reduced productions 

both for the lexicalized and non-lexicalized sequences. Notably, one speaker (S7) emerged as a 

standout, producing 215 NLR and had a reduction ratio of 81,4% for the lexicalized sequences 

whereas the others were below this production rate. Conversely, the speaker with the lowest LR 

rate (S8) produced 139 reductions out of 243 targets (57.2%) and also had the second lowest 

number of detected NLR, with only 15 sequences. Adding complexity to the results, the speaking 

time among speakers in the corpus was highly variable. A speaker could produce relatively few 

target items (e.g., S10) while still maintaining a considerable LR rate (73.9%), even with the 

lowest number (7) of NLR. These subtleties highlight how individual speaker traits, language 

preferences, and phonetic factors are interconnected, encouraging us to further investigate the 

reasons behind the differences. 

It is crucial to remember that these two collection methods and reduction types can be considered 

as complementary to one another. The top-down method allows only a limited number of -

previously known- sequences to be collected while the bottom-up method is able to go further 

and detect larger and more various sequences. However, this method is duration based (230ms/6 

phonemes), meaning that even if the lexicalized items were sometimes found in the detected 

reduced sequences, it did not detect all of the manually identified lexicalized sequences. Only 

4.9% of the sequences detected with the top-down approach were present in the bottom-up 

detections. This can be explained by the fact that a LR such as /ʃepa/ (which is one of the reduced 

representations of je ne sais pas) might be missing some phonemes but it is not necessarily 

pronounced with a shorter duration all the time. We could consider these reduced forms as 

exemplars of the same lexical form. The fact that they are considered reduced stems mostly from 

the missing phonemes or syllables and not from the phonemic durations. Bybee (2002) suggested 

that the phonetic form of each token of experiences is recorded in the exemplar representation, 

providing a range of variation for each word or phrase. High frequency words and phrases are 

more susceptible to variation, thus more reduction, due to the greater automatization of highly 

practiced sequences and due to the greater predictability of these items (Jurafsky, Bell, Gregory, 

& Raymond, 2001). As the selected items are frequent in everyday language, it is possible that 



their various reduced forms are stored in the exemplar as well. Indeed, the correlation between 

the number of LR and the articulation rates was found to be weak (cor=0.5252152; p=0.4203). 

This finding is compatible with the observations of Van Son & Pol (1990; 1992), who noted that 

high speech rates do not necessarily lead to speech reduction: some speakers are able to control 

their articulators in such a way as to produce non-reduced pronunciations at high rates (e.g., S14). 

Thus, it can be suggested that these types of reductions are not highly dependent on the speaker’s 

articulation rate. On the other hand, the correlation between the number of NLR and the 

articulation rates of the speakers was shown to be statistically more significant (cor=0.786749; 

p=0.0002996), confirming Fosler-Lussier & Morgan’s (1999) finding that, at least in the case of 

NLR, a higher articulation rate might induce more variation and reduction; contributing to the 

heterogeneity in the distribution of reductions among speakers. This difference in correlation 

could be explained by the fact that LR are produced as exemplars of some stereotyped lexical 

items, and they are not necessarily as influenced by the characteristics of the speaker and the 

phonologic/prosodic context of speech. 

The reductions detected with two different methods seem to be correlated with different factors, 

confirming our assumption that they should be considered as two different types of reductions. 

In addition to the fact that the NLR are correlated with higher articulation rates, we looked at the 

speech durations of the speakers, hypothesizing that longer speech durations would result in 

more LR but not necessarily more NL ones. The analysis showed that the LR had a significant 

positive correlation with the speaking time (cor= 0.593211, p-value= 0.01543) while it was not the 

case for the NLR. This can be explained by the fact that extended speech durations would provide 

speakers with more chances to produce some lexical items, thus reductions, while the NLR are 

not influenced by the same factors.  

Another speaker dependent factor we investigated to see whether it contributes to the 

heterogeneity in the distribution of reductions was the gender of the speaker. When we took the 

gender of the speakers into account, we saw that the previous hypothesis that males tend to make 

more reductions was not confirmed. There was no significant difference between the two genders 

for the production of LR and NLR. However, the males had a higher average of NLR. Thinking that 

this effect might be stemming from the S7, who had an exceptional reduction performance 

compared to the other speakers, we decided to perform another t-test for the number of 

reductions and gender by excluding him. The results revealed that the difference between the two 

groups is still not statistically significant without this speaker (t = -1.9814, df = 12.339, p-value = 

0.07028 for NLR and t = -0.40423, df = 21.555, p-value = 0.69 for LR). These analyses suggest that 

gender is not a crucial factor for the varying reduction rates. Other factors should also be taken 

into consideration to account for the difference in the rates of reduction. In a recent paper, 

Clopper et al. (2023) discussed the influence of the dialect of the speakers on the reduction in 

English (American Midwest) and concluded that phonetic reduction processes interact with 

dialect variation only weakly. In our corpus, the majority of the speakers come from South-

Eastern France, and the number of speakers may not be significant for the exploration of the 

influence of dialect on reduction. However, it should be tested to see whether we observe similar 

effects in other dialects of French as well.  

We also looked at the correlation between the two types of reductions as another potential 

predictor of the production rate. The fact that the speaker with the highest reduction rate for 

lexicalized sequences (S7) also produced the higher number of non-lexicalized sequences and 

that the one with the lowest rate of LR (S8) produced very few NLR, might suggest a correlation 



between the two types of reductions. Overall, the correlation was not statistically significant, and 

the rate of LR cannot be considered as a predictor of the rate of NLR. It should be noted that these 

results depend on the specific context and population of speakers we studied. Further research 

with larger sample sizes may be warranted to explore this relationship more comprehensively. 

Additionally, we observed that the two reduction types have different mechanisms, and they are 

not influenced by the same factors. For example, as the name suggests, the LR are highly 

dependent on the lexicon. Their distributions in conversations are quite heterogeneous, and the 

frequency with which an item is reduced depends on the item itself and not on the frequency of 

the item. Some are reduced more often in the corpus (e.g., parce que, 98%; je suis, 88%), while 

others are reduced less often (e.g., alors, 33%; voilà, 39%). These rates are compatible with those 

of Wu & Adda-Decker (2020), who suggested that these reduced sequences often fulfill a role as 

discourse markers that speakers use in casual speech. Furthermore, reduction ratios for the 

lexicalized sequences are not dependent on their frequency in the corpus. For example, the 

sequence "je peux" (I can) has a reduction ratio of 84.8%, even though it appeared only 33 times 

in total in the corpus, whereas "alors" (then) appeared 400 times in total but was reduced only 

132 times (33%). 

Interestingly, when we look at the selected lexicalized items, we see that the items with the 

highest reduction ratios (parce que (98,4%, conjunction), je suis (88%, pronoun+verb), je peux 

(84,8%, pronoun+noun)) might not always be considered as highly informative as they are easily 

predictable by the context (Bell, Brenier, Gregory, & Jurafsky, 2009). The "pronoun+verb" 

combinations such as "je sais", "je suis" and "je peux" have a higher reduction ratio compared to 

adverbs such as "alors", "voila", etc., and it is often the pronoun that is reduced in these sequences, 

which is highly predictable. To see whether there is a relationship between the informativeness 

and the morphosyntactic category of a lexicalized item and its possibility of reduction, we 

analyzed a subset of 3 sequences (alors, enfin, tu sais) which can function as either discourse 

markers or adverb/pronoun+verb. Our findings suggested that, within this subset, there is no 

evidence to support the hypothesis that specific morphosyntactic categories are associated with 

a higher likelihood of reduction and any of the specific morphosyntactic categories these forms 

would occupy are associated with a higher likelihood of reduction except for “tu sais”. The 

category of pronoun+verb is associated with a significantly lower likelihood of reduction 

compared to the discourse marker category, showing that reduction rates of some items might 

indeed vary due to their informativeness and category, but they are more influenced by the 

lexicon. This finding is in line with the proposition that the more pragmatic and the less lexical or 

compositional an item is, the more it will be reduced (Schubotz et al., 2015) and that the presence 

of reduction would be helpful for the listener to grasp the intended meaning. A comparison 

between the durations of the reduced and non-reduced variants of these items would help us 

draw more conclusions to complement these findings in the future. 

On the other hand, NLR are not as dependent on the lexicon, and they may contain various words 

from various categories. Many of the words with the highest reduction rates were the ones 

appearing rarely in the corpus (e.g., orthophoniste, bouquinais) while the most frequently 

encountered words in reduced sequences had lower proportions due to their overall higher 

presence in the corpus. In this case, previous proposition (Pluymaekers, Ernestus, & Baayen, 

2005) & (Jurafsky, Bell, Gregory, & Raymond, 2001) that frequent words get reduced more 

frequently is only due to the fact that these words appear more frequently in the corpus, but it 

does not necessarily mean that they have a higher tendency to become reduced and the words 



involved in reduction show great variability. Additionally, Jurafksy et al.’s (2001) proposition that 

the less informative parts of the speech are reduced more frequently seems to be contradicting 

our findings as the majority of the words with a 100% reduction rate were content words which 

are informative in their context of occurrence. However, it should be acknowledged that many of 

these words appeared only once in the corpus, limiting our ability to draw more reliable 

interpretations. 

Even though verbs (27% of all the detected words) and pronouns (25.7%) had higher numbers 

of representation (see Table 8), the main reduction ratios (times reduced/total number of that 

same category in the corpus) of adverbs (3.9% of all the adverbs in the corpus) and conjunctions 

(3.4%) were as important. Only 0.3% of the disfluent words appeared in the reduced sequences, 

which is an interesting finding in that these disfluent words can be considered as less informative 

and as mostly repetitions, which is a condition thought to be contributing to the frequency of 

reduction (Fowler, 1988). However, one might still wonder if reductions appear more in 

sentences containing disfluencies.  In a previous study (Bodur et al., 2023) on the relationship 

between reduction and the prosodic position, we found that around 37% of the reductions occur 

within disfluent units. These results suggest that further analysis is needed to understand 

whether there is a relationship between the disfluencies and whether there are more reduction 

prone categories in general or not. Additionally, the length of the detected reduced sequences 

varied in terms of the numbers of words involved. More commonly, a detected reduced sequence 

was made up of 3 to 4 words. This effect is mostly due to the detection method and parameters 

we selected. As we wanted to observe larger areas of reductions, we used a 230ms window with 

6 phonemes at least, assuming a duration of around 38.33ms for each phoneme. A smaller 

window size would yield more reductions involving –possibly- a smaller number of words. It  was 

suggested in some of the previous studies (e.g., Moon & Lindblom, 1994; Baltazani, 2007), that 

longer sequences have a  higher tendency to get reduced both temporally and spatially. The fact 

that extra short sequences (e.g., consisting of only one word) have a much lower reduction rate 

in our corpus might be considered as an effect of this factor. However, extra long sequences (e.g., 

8 to 10 words) were also quite rarely influenced by the reduction process. A possible explanation 

for this could be as following. For the case of shorter sequences, it is plausible that speakers, 

perceiving the brevity of such utterances, opt to maintain a higher degree of linguistic integrity, 

as further reduction may risk compromising the clarity of their intended message. Conversely, in 

the context of longer sequences, the observed rarity of reduction can be attributed, in part, to the 

inherent complexity and informational richness associated with such utterances, which may 

prompt speakers to exercise caution in employing reduction strategies to ensure that essential 

details are not lost in the process. 

Additionally, as the articulatory characteristics of phonemes also influence the reduction rate 

(Meunier & Bigi, 2021), some phonemes might appear more often in reduced sequences than the 

others. Previous studies (e.g., Pluymaekers, Ernestus, & Baayen, 2005; Voigt & Schu ppert, 2013) 

suggested that a higher frequency would cause a higher rate of reduction. Calculating the 

proportions of reduced phonemes in the corpus, we saw that the phonemes with the highest 

reduction proportions are /H/, /j/, /l/, /w/ and /v/ respectively, meaning that the category of 

approximants (liquids and glides) appears more frequently in the detected reduced sequences in 

our corpus while fricatives, plosives and nasals are rarely present in these sequences. It is also 

crucial to note that in terms of duration, these are also some of the shortest phonemes in French. 

This suggests that the properties and characteristics of phonemes are potentially influential 

factors for reduction (Meunier & Bigi, 2021). In addition, reduced sequences detected with the 



bottom-up approach were found to consist of up to 22 phonemes while the shortest sequences 

consisted only of 6 phonemes, which is the minimum number of phonemes we set for the 

detection.  

For the selected lexicalized sequences, the phonetic compositions are also heterogeneous. While 

the number of phonemes in the target items, and the number of words in it, show no relationship 

with the rate of reduction, the forms an item can take when reduced depended on the nature and 

of the phonemes it contains. For example, when “alors” is reduced, it is often the /l/ that is deleted, 

and the vowels /a/ and /o/ were mixed together, turning the sequence into a long vocalization. 

“Enfin” is very often pronounced as "fin", and omission of the fricative consonant has never been 

observed. On the other hand, for “parce que”, both the /r/ and the schwa are systematically 

omitted, even in the least reduced forms. These observations suggest that the proportion of 

reduced material may be linked, in part, to the nature of the phonemes making up the target item. 

We might add, although we haven't carried out any specific analysis on this subject, that the item 

“parce que” is the most massively reduced item in the corpus, even though it contains two schwas. 

As the majority of speakers come from south-eastern France, we could have assumed that this 

item would be less reduced (as is the tendency in the southern parts of France to preserve 

schwas), but this was not the case. 

In conclusion, our examination of preliminary results obtained through two distinct data 

collection methods has revealed a remarkable variability in the distribution of reductions across 

speakers, phonemes, and words, encompassing both lexicalized and non-lexicalized sequences. 

We believe that this variability underscores the methodological soundness of establishing two 

reduction types within our study. While reduction has traditionally been regarded as a primarily  

physiologically driven, emerging as a result of an effort to minimize articulatory effort and often 

occurring in the absence of any constraints to hyper-articulate (Lindblom, 1990), our findings 

suggest a more nuanced perspective. It can be proposed that certain reduced productions are not 

just ephemeral but rather stored as exemplars of the initial forms within the lexicon. Notably, the 

frequency of LR production remains relatively unaffected by articulation rates, persists across all 

speakers, and does not exhibit a strong physiological underpinning, indicating that these items 

may be retrieved and pronounced at varying rates without significant dependence on contextual 

factors. On the other hand, the NLR seems to be more context sensitive, manifesting in non-

predictable words, spanning multiple words, and contingent upon articulation rate and 

morphosyntactic category. Additionally, our new bottom-up detection method holds promise for 

the study of reductions in spontaneous speech, despite potential biases stemming from 

predefined parameters. Future research may explore ways to further refine this approach, such 

as individualizing scripts for each speaker by incorporating their articulation rates as a 

parameter. This advancement could potentially enhance the precision of reduction detection and 

reduce the need for extensive manual evaluations, thus expanding possibilities for more 

comprehensive investigations into the dynamics of reductions in natural language production. In 

light of these findings, it becomes evident that our study not only contributes to the evolving 

understanding of reductions but also highlights the potential for transformative advancements in 

the field of spontaneous speech analysis. 
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