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Abstract

This article explores an optimal stopping problem for branching diffusion processes.

It consists in looking for optimal stopping lines, a type of stopping time that maintains

the branching structure of the processes under analysis. By using a dynamic program-

ming approach, we characterize the value function for a multiplicative cost, which may

depend on the particle’s label. We reduce the problem’s dimensionality by setting a

branching property and defining the problem in a finite-dimensional context. Within

this framework, we focus on the value function, establishing uniform continuity and

boundedness properties, together with an innovative dynamic programming principle.

This outcome leads to an analytical characterization with the help of a nonlinear ellip-

tic PDE. We conclude by showing that the value function serves as the unique viscosity

solution for this PDE, generalizing the comparison principle to this setting.
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1 Introduction

Since its introduction in the late sixties in Ikeda et al. (1969, 1968a,b); Skorohod (1964), the class

of branching diffusion processes received a great deal of interest. This object is used to describe

the evolution of a population where we are interested in a special feature, e.g., the spatial motion,

of identical particles that reproduce at random times.

These processes are well-suited in capturing a dual level of interaction. A macroscopic dynamics,

marked by the branching aspect, is connected to a microscopic one, characterized by a stochastic

differential equation. By establishing a link between macroscopic and microscopic facets, these

dynamics prove applicable in a wide array of domains, from biology to finance. In the realm

of biology, they prove invaluable for modeling phenomena such as parasite infection within cell

populations (see, e.g., Bansaye and Tran, 2010; Marguet and Smadi, 2020, 2023). Conversely, in

the financial domain, these processes are used to characterize options related to cryptocurrencies

(see, e.g., Kharroubi and Ocello, 2024).

In the study of branching diffusion processes, a fundamental question emerges: at what juncture

does it become optimal to halt such a process? This question delves into the determination of an

opportune point in time to stop the evolution of a branching diffusion. This research line echoes

the optimization of a given functional to trade-off between the diffusion and reproduction of these

processes and a possible degradation of the reward. By investigating the optimal stopping time

for branching diffusion processes, we aim to shed light on the decision-making process involved in

terminating these dynamical systems, thereby enhancing our understanding of their behaviour and

enabling more effective applications in various fields of study.

One possible approach to consider is looking at the entire branching diffusion process as a whole,

as done in Ocello (2023b), and finding a universal stopping time that applies to all active branches

simultaneously. This global stopping time serves as a comprehensive decision rule, enabling a

synchronized halt to the progression of each branch in the system, regardless of their characteristics

or temporal disparities.

Although the aforementioned approach has its appeal, it may not fully align with the intrinsic

structure of such processes. Indeed, the fundamental nature of a branching process, even when

studied as a collective entity, is fundamentally rooted in its ability to portray the trajectory and

dynamics of a singular individual. Therefore, while a global perspective may offer valuable insights

and provide a comprehensive overview of the system, it may inadvertently disregard the inherent

individuality of the branches.

This dual mode between the individuality of the single component as opposed to the wholeness

of the population is a key concept in cooperative game theory. For example, mean-field control

literature (see, e.g., Carmona and Delarue, 2018a,b) deals with the control of large-scale systems

involving a multitude of interacting agents, assumed to be rational decision-makers who aim to

optimize their objective functions. The goal is to find control strategies that maximize a specific

objective at the population level, which aligns with the optimal behaviour of each agent, influenced

by the collective behaviours of the entire population. An additional example illustrating the trans-

formation of global behaviour into individual optimization can be observed in Claisse (2018a);

Kharroubi and Ocello (2024); Ocello (2023a,b). These studies prove how control strategies are

contingent upon the decisions made by each participant. Moreover, the concept of the branching

property emerges as a means to reduce the complexity of the problem, consequently shifting the
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focus toward analyzing the dynamics of the individual agents.

To capture the decision-making process of individuals within a collective framework, we adopt

the concept of stopping lines. This mathematical object, introduced in Chauvin (1986a,b), serves

as the counterpart to stopping times in branching dynamics. Stopping lines are characterized by

a subset of the process’s genealogy, where no member can be traced back to another member, and

we can see their use in applications such as Lambert (2021).

Although stopping lines have been used in previous studies, the exploration of optimal stopping

lines based on specific criteria remains, to the best of our knowledge, an open problem. This article

aims to address this research gap by directing our attention to this exact issue.

An application of this optimal stopping problem is possible in the field of finance, specifically

in the valuation of American options tied to cryptocurrencies (see, e.g., Hou et al., 2020). This

modeling is the one discussed in Kharroubi and Ocello (2024), in the case of super-replication. In

the realm of biology, another pertinent utilization arises in the optimization of halting infections

caused by parasites, a model explored by Bansaye and Tran (2010); Marguet and Smadi (2020,

2023). This application gains significance as the initial stage of a mutant invasion closely aligns

with the characteristics of a branching process, as expounded in works like Barbour and Reinert

(2013); Barbour et al. (2015); Bansaye et al. (2022). In this phase, critical stopping criteria become

imperative, especially in the context of identifying the emergence and detection of cancer.

Within a branching diffusion process framework, we look for the characterization of the value

function linked to an infinite horizon optimal stopping problem. Optimization is done over the

set of stopping lines, where each branch becomes eligible for halting only if no preceding ancestor

has been stopped before. We narrow our investigation to multiplicative rewards, similar to the

approach taken in Claisse (2018a); Nisio (1985). Drawing inspiration from Chauvin (1991), we

prove a fundamental branching property. This enables us to analyze systems originating from a

single particle and to provide a differential characterization of the corresponding problem.

Moreover, this form of the reward function has been utilized in the financial literature to

leverage branching processes for the development of numerical methods aimed at solving semilinear

PDEs (see, e.g., Henry-Labordere, 2012; Henry-Labordere et al., 2019; Henry-Labordère, 2012;

Agarwal and Claisse, 2020; Henry-Labordere and Touzi, 2021). By applying our framework to

the specific case where all the reward functions are equal, we align with this established body of

work, particularly in the context of semilinear obstacle problems. In Remark 3.1 and Remark 5.2,

we explicitly demonstrate how our approach encompasses this setting, providing a clear pathway

for connecting our results to this literature. This connection underscores the versatility of our

approach, demonstrating its relevance not only as a general theoretical contribution but also as a

practical tool within the numerical analysis literature for such PDEs.

Establishing an original Dynamic Programming Principle (DPP), we extend the framework of

the classical optimal stopping problem to our branching context. This outcome paves the way for

an analytical characterization of the value function.

The corresponding PDE takes the form of an obstacle problem with a semilinear term, which

involves a polynomial series associated with the branching mechanism and value functions related

to offspring labels. Under the assumption that this series has an infinite radius of convergence, we

show that the value function is a solution in the sense of viscosity to this PDE.

To conclude the PDE characterization, we present a comparison theorem. The presence of

the semilinear term, tied to the value functions associated with offspring labels, introduces a
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non-classical aspect to this PDE. We explore a multiplicative penalization, making the viscosity

solutions go towards zero in the spatial variable as a result of the previously demonstrated poly-

nomial growth. Then, using the assumption of vanishing rewards as the label goes to infinity, we

establish the comparison principle for value functions related to sufficiently large starting labels.

We finally extend this analysis to cover the remaining functions through a backward induction on

the size of the label.

The remainder of the paper is structured as follows. Section 2 presents a detailed description

of the model under examination, focusing on the characteristics of branching diffusion processes.

In Section 3, we introduce the notion of stopping lines and describe the optimal stopping prob-

lem. Section 4 is dedicated to the regularity properties of the value function and to the dynamic

programming principle. In Section 5, we characterize the value function as the unique viscosity

solution to an obstacle problem. Finally, Sections 6 and 7 are devoted to the proofs of the main

results, the dynamic programming principle and the viscosity solution properties respectively.

2 Branching diffusion processes formulation

Notations. We adopt the Ulam–Harris notation. Let I be the set of labels

I :={∅} ∪
+∞⋃
n=1

Nn ,

where the label ∅ corresponds to the mother particle. For n ≥ 1, write i = i1 . . . in for the multi-

integer i = (i1, . . . , in) ∈ Nn and, for n,m ≥ 1, i = i1 . . . in ∈ Nn, and j = j1 . . . jm ∈ Nm, define

their concatenation ij ∈ Nn+m as

ij :=i1 . . . inj1 . . . jm ,

with ∅i = i∅ = i, for all i ∈ I. Consider the partial ordering ⪯ (resp. ≺) by

i ⪯ j ⇔ ∃ℓ ∈ I : i = jℓ (resp. i ≺ j ⇔ ∃ℓ ∈ I \ {∅} : i = jℓ) ,

for i, j ∈ I. We endow I with the discrete topology, generated by the distance

dI(i, j) :=

n∑
ℓ=p+1

(iℓ + 1) +

m∑
ℓ′=p+1

(jℓ′ + 1) , for i = i1 · · · in ∈ Nn, j = j1 · · · jm ∈ Nm ,

with p = max{ℓ ≥ 1 : iℓ = jℓ} the generation of the greatest common ancestor, and write

|i| := dI(i,∅) for i ∈ I. For i ∈ I \ {∅}, i = i1 · · · in ∈ N, denote by i− its parent, defined by

i− = i1 · · · in−1.

Let D (R+;S) be the space of càdlàg (right-continuous and left-limited) functions that take

values in S and M(S) the set of finite measure on S endowed with the weak topology, for S a
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Polish space. Let E be the subset of M
(
I × Rd

)
defined as

E :=

{∑
i∈V

δ(i,xi) : V ⊆ I finite, xi ∈ Rd, i ⊀ j, for i, j ∈ V

}
.

As it is a closed set in M
(
I × Rd

)
(see, e.g., Proposition A.7, Kharroubi and Ocello, 2024), we

have that E is Polish (see, e.g., Section 3.1.1, Dawson, 1993). Denote ⟨µ, f⟩ :=
∑

i∈V fi (xi) for

µ :=
∑

i∈V δ(i,xi) and f = (fi)i∈I with fi : Rd → R. Take b : Rd → Rd and σ : Rd → Rd×m

the drift term and diffusion coefficient of the spatial motion of the particles of the population,

and consider spatially dependent death intensity α : Rd → R+ and reproduction probabilities

pk : Rd → [0, 1], for k ∈ N, with
∑

k∈N pk(x) = 1, for x ∈ Rd. Denote L the infinitesimal generator

of the spatial motion

Lf(x) := 1

2
Tr
(
σσ⊤(x)D2

xf(x)
)
+ b(x)⊤Dxf(x) , for f ∈ C2(Rd) ,

where D2
xf and Dxf denote respectively the Hessian matrix and the gradient of f .

Canonical space. We focus on constructing the branching diffusion process to be studied

within its canonical space as done in Claisse (2018b).

Fix a real number ᾱ > 0. Consider the space Cd := C
(
R+,Rd

)
of continuous paths (resp. M

of integer-valued Borel measures on R+ × [0, ᾱ] that are locally finite), equipped with the locally

uniform convergence metric (resp. equipped with the vague topology). Note that M with the

vague topology is Polish (see, e.g., Theorem 4.2, Kallenberg, 2017). Take on Cd (resp. M) its

canonical filtration
(
Cd
s

)
s≥0

(resp. (Ms)s≥0) and its Borel σ-algebra Cd (resp. M), which coincides

with σ
(∨

s≥0 Cd
s

)
(see, e.g., Section 1.3, Stroock and Varadhan, 2006) (resp. with σ

(∨
s≥0Ms

)
).

Note that Ms is the smallest σ–algebra that makes the map µ ∈ M 7→ µ(A) measurable for any

Borel subset A of [0, s]× [0, ᾱ].

Define the space H (resp. H i for i ∈ I), its Borel σ-algebra H (resp. Hi) and its filtration

(H)s≥0 (resp.
(
Hi
)
s≥0

) as

H := (Cd ×M)I , H := (Cd ×M)I ,

(resp. H i := (Cd ×M){j∈I : j⪯i} , Hi := (Cd ×M)⊗{j∈I : j⪯i} ) ,

and

Hs := (Cs ×Ms)
I (resp. Hi

s := (Cd
s ×Ms)

⊗{j∈I : j⪯i} ) for s ≥ 0 .

Define, now, the canonical filtered probability space
(
Ω,F ,F = (Fs)s∈R+

,P
)
as

Ω := H , F := HP , Fs := HP
s , P := (P◦ ⊗ P1)⊗I ,

where HP (resp.
(
HP

s

)
s≥0

) is the usual P-completion of H (resp. (Hs)s≥0) and P◦ (resp. P1) is the

Wiener measure on Cd (resp. the Poisson measure on R+× [0, ᾱ] with Lebesgue intensity). In this
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space, define the canonical processes
(
Bi, Qi

)
i∈I as

Bi
(
(wj , µj)j∈I

)
= wi

s , Qi
(
(wj , µj)j∈I , A

)
= µi(A) ,

for (wj , µj)j∈I ∈ Ω, s ≥ 0, and A ∈ B (R+ × [0, ᾱ]). From their definitions, under P, these maps

represent a family of independent random variables such that Bi is a m-dimensional Brownian

motion and Qi (dt,dz) is a Poisson random measure on R+×R+ with Lebesgue intensity measure.

Note that

Hi
s = σ

(
Bj

s , Q
j (A) : j ⪯ i, s ∈ [0, t], A ∈ B ([0, t]× R+)

)
and

Hi = σ

∨
s≥0

Hi
s

 , for i ∈ I .

For a random variable Y , define the shifted random variable Y t,ω̄ as

Y t,ω̄(ω) = Y (ω̄ ⊕t ω) ,

with ω̄ ⊕t ω defined by

Bi (ω̄ ⊕t ω)s = w̄i
s∧t + (wi

s∨t − wi
t) and Qi (ω̄ ⊕t ω) = µ̄i

[0,t]
+ µi

(t,+∞]
,

for t ≥ 0 and ω̄ = (w̄i, µ̄i)i∈I , ω = (wi, µi)i∈I ∈ Ω

Working in the canonical space simplifies the general presentation of the results. An alternative

strong construction of the process Zµ that satisfies (2.1) can be linked to this construction in the

canonical space without loss of generality, with the use of Claisse (Proposition 3.5 and Corollary

3.6, 2018b).

Existence and path-wise uniqueness. As in Claisse (2018a), let Zµ be the following mea-

sure valued process

Zµ
t :=

∑
i∈Vµ

t

δ(i,Xµ,i
t ) ,

starting at t = 0 from the initial configuration µ ∈ E, with Vµ
t the set of labels of the alive particles

and Xµ,i
t the position of the particle i, for t ≥ 0. The dynamics of a process Zµ is characterized
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by the following family of semi-martingale decomposition

⟨Zµ
t , f (t, ·)⟩ = ⟨µ, f (0, ·)⟩+

∫ t

0

∑
i∈Vµ

s

Dxfi
(
s,Xµ,i

s

)
σ
(
Xµ,i

s

)
dBi

s

+

∫ t

0

∑
i∈Vµ

s

(
∂sfi

(
s,Xµ,i

s

)
+ Lfi

(
s,Xµ,i

s

)
ds
)

+

∫
(0,t]

∑
i∈Vµ

s−

∑
k≥0

(
k−1∑
ℓ=0

fiℓ
(
s,Xµ,i

s

)
− fi

(
s,Xµ,i

s

))
1
Ik(Xµ,i

s )(z)Q
i(dsdz),

for t ≥ 0,P(dω)− a.s.,

(2.1)

for f = (fi)i∈I ∈ C1,2
(
R+ × Rd

)I
, where,

Vµ
s :=

{
i ∈ I : Zs

(
{i} × Rd

)
̸= 0
}

,

Ik (x) :=

[
α(x)

k−1∑
ℓ=0

pℓ(x), α(x)
k∑

ℓ=0

pℓ(x)

)
,

for (s, x) ∈ R+ × Rd .

In (2.1), one can see that the first two integrals represent the spatial diffusive behaviour of the

particles, while the integral with respect to the Poisson random measures captures the jumps in

the measure-valued process Z caused by particle death and reproduction. Additionally, this term

demonstrates that reproduction in this process is local, meaning the offspring are born at the exact

location where their mother dies.

More general interactions in the model parameters can be considered, allowing for dependence

on the coefficients (see, e.g., Ocello, 2023b).

Consider the following assumptions, which will be used throughout the paper.

Assumption A1. (i) The functions b and σ are Lipschitz continuous, i.e., there exists a constant

L > 0 such that

|b(x)− b(x′)|+ |σ(x)− σ(x′)| ≤ L |x− x′| , for x, x′ ∈ Rd . (2.2)

(ii) The functions (pk)k≥0 measurable and satisfy

M := sup
x∈Rd

∑
k≥0

k pk(x) < ∞ .

(iii) The function α is measurable and bounded by ᾱ > 0.

These assumptions ensure existence and path-wise uniqueness of the process Z, corresponding

to the uncontrolled version of Claisse (Proposition 2.1, 2018a), as stated below. Denote Nµ the

process corresponding to the number of alive particles, i.e.,

Nµ
t = |Vµ

t | , t ≥ 0 ,

where |V | stands for the cardinality of a set V ⊂ I.
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Proposition 2.1. Fix µ =
∑

i∈V δ(i,xi) ∈ E. Suppose that Assumption A1 holds. Then, there exists

a unique (up to indistinguishability) càdlàg and adapted process (Zµ
t )t≥0 valued in E satisfying the

semi-martingale decomposition (2.1). Moreover, we have

E
[
sup
0≤s≤t

Nµ
s

]
≤ |V | eᾱMt , for t ≥ 0 .

Exponential moments of the number of particles. In the sequel, we shall require the

process Nµ to have finite exponential moments, a condition necessary to ensure that the problem

under consideration is well-defined.

Assumption A2. The functions (pk)k≥0 admits a finite moment of any order, i.e.,

Mℓ := sup
x∈Rd

∑
k≥0

kℓ pk(x) < ∞ , for ℓ ≥ 1 ,

and

M̄ := sup
ℓ≥0

2ℓMℓ < +∞ .

This condition ensures that the process Nµ possesses exponential moments, which are fun-

damental for the development of the problem. Moreover, a typical example of a family (pk)k≥0

satisfying Assumption A2 is given by a Poisson distribution of the form

pk(x) =
λ(x)k

k!
e−λ(x) , x ∈ Rd ,

with λ : Rd → R+ a Borel function such that

λ(x) ≤ 1

2
, for x ∈ Rd .

For a given initial condition µ ∈ E, let N̄µ be the process corresponding to the number of all

particles that have been alive up to the present time, i.e.,

N̄µ
t =

∣∣∣∣∣∣
⋃

s∈[0,t]

Vµ
s

∣∣∣∣∣∣ , for t ≥ 0 . (2.3)

Under the aforementioned assumption, we can establish exponential moment estimates for this

process as follows.

Proposition 2.2. Fix µ =
∑

i∈V δ(i,xi) ∈ E and suppose that Assumptions A1 and A2 hold. Then,

we have

E
[
KN̄µ

s

]
≤ (K ∨ 1)|V |eᾱM̄t

, for t ≥ 0,K > 0 .

Proof. We first suppose that K > 1 as the result is obvious for K ≤ 1. Let (θn)n≥1 be the sequence
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of stopping times defined by

θn = inf
{
s ≥ 0 : Nµ

s ≥ n
}
, for n ≥ 1 .

From the dynamics (2.1) of the process Zµ, we have

Nµ
τn∧t = |V |+

∫
(0,τn∧t]×[0,ᾱ]

∑
i∈Vµ

s−

∑
k≥0

(k − 1)1
Ik(Xµ,i

s )(z)Q
i(dsdz) , for t ≥ 0 .

This equation yields that when we look at N̄µ, we have

N̄µ
τn∧t = |V |+

∫
(0,τn∧t]×[0,ᾱ]

∑
i∈Vµ

s−

∑
k≥0

k1
Ik(Xµ,i

s )(z)Q
i(dsdz) , for t ≥ 0 .

Using Itô’s formula for jump processes, we get

∣∣N̄µ
τn∧t

∣∣ℓ = |V |ℓ +
∫
(0,τn∧t]×[0,ᾱ]

∑
i∈Vµ

s−

∑
k≥0

(
|N̄µ

s− + k|ℓ − |N̄µ
s−|ℓ

)
1
Ik(Xµ,i

s )(z)Q
i(dsdz),

for ℓ ≥ 1 and t ≥ 0. Therefore, taking the expectation and using the definition of the intervals Ik,

we get

E
[∣∣N̄µ

τn∧t
∣∣ℓ] = |V |ℓ + E

∫ τn∧t

0

∑
i∈Vµ

s

α(Xµ,i
s )

∑
k≥0

(∣∣N̄µ
s + k

∣∣ℓ − |N̄µ
s |ℓ
)
pk
(
Xµ,i

s

)
ds

 .

Using the inequality

aℓ − bℓ =(a− b)
ℓ−1∑
p=0

apbℓ−1−p ≤ (a− b)ℓaℓ−1 , for a ≥ b ≥ 1 ,

we get

E
[∣∣N̄µ

τn∧t
∣∣ℓ] ≤ |V |ℓ + E

∫ τn∧t

0
ℓ
∑
i∈Vµ

s

α(Xµ,i
s )

∑
k≥0

k
∣∣N̄µ

s + k
∣∣ℓ−1

pk
(
Xµ,i

s

)
ds

 .

Then using the inequality

(a+ b)n ≤ 2n(an + bn) , for a, b ∈ R+, n ≥ 1 ,
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and Assumption A2, we get

E
[∣∣N̄µ

τn∧t
∣∣ℓ] ≤ |V |ℓ + E

∫ τn∧t

0
ℓ2ℓ−1

∣∣N̄µ
s

∣∣ℓ−1
∑
i∈Vµ

s

α(Xµ,i
s )

∑
k≥0

kℓ pk
(
Xµ,i

s

)
ds


≤ |V |ℓ + E

[∫ τn∧t

0
ℓ
∣∣N̄µ

s

∣∣ℓ ᾱ2ℓ−1Mℓds

]
≤ |V |ℓ + E

[∫ t

0
ℓᾱM̄

∣∣N̄µ
τn∧s

∣∣ℓ ds] ,

for t ≥ 0. Using Grönwall’s lemma and sending n to ∞, we get from the monotone convergence

theorem

E
[∣∣N̄µ

t

∣∣ℓ] ≤ |V |ℓeℓᾱM̄t , for t ≥ 0, ℓ ≥ 1 ,

We now have

E
[
KN̄µ

t

]
= E

[
e(N̄

µ
t ) log(K)

]
=
∑
ℓ≥0

1

ℓ!
log(K)ℓE

[∣∣N̄µ
t

∣∣ℓ]
≤
∑
ℓ≥0

1

ℓ!
log(K)ℓ|V |ℓeℓᾱM̄t

≤ K |V |eᾱM̄t
,

for t ≥ 0.

Time of deaths. Fix an initial configuration µ =
∑

i∈V δ(i,xi) ∈ E. Define inductively, from

parent to child, the death-times (Sµ
i )i∈I as

Sµ
i := inf

{
s > 0 : i /∈ Vµ

s

}
, for i such that i ⪯ j for some j ∈ V ,

and

Sµ
i := inf

{
s > Sµ

i− : i /∈ Vµ
s

}
, for others i ∈ I .

From this definition, a particle i that never borns, satisfies Sµ
i = Sµ

i−. In particular, we have

two kinds of such particles : either the particle have a last ancestor k that have been alive and

we have by a backward induction Sµ
i = Sµ

k or all the ancestors have never been alive and we have

Sµ
i = 0. Using the convention inf ∅ = +∞, we see that the particles i that are never died have

automatically death-time equal to Sµ
i := +∞ P–a.s.
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3 The optimal stopping problem

3.1 Stopping lines

We now consider a notion of stopping times tailored to the branching nature of the process Z.

This concept is known as stopping lines and has been introduced in Chauvin (1986a,b). As the

branching structure depends on the process itself in our framework, we need to adapt the definition.

Definition 3.1. Fix µ ∈ E. We say that a collection of maps (τi)i∈I is a stopping line for initial

condition µ if

(i) τi is an (F i
t )t≥0-stopping time for i ∈ I with τi ≥ Sµ

i−,

(ii) the random set Lµ
τ , defined by

Lµ
τ :=

{
i ∈ I : Sµ

i− ≤ τi < Sµ
i

}
=
{
i ∈ I : i ∈ Vµ

τi

}
,

satisfies the following line property

j ≺ i and i ∈ Lµ
τ ⇒ j /∈ Lµ

τ for i, j ∈ I .

This property ensures that the random set Lµ
τ cannot select two particles of the same lineage.

We denote by SLµ the set of stopping lines for the initial condition µ. For τ ∈ SLµ, define the set

Dµ
τ as

Dµ
τ :=

{
i ∈ I : ∃j ∈ I s.t. j ≺ i and j ∈ Lµ

τ

}
∪

i ∈ I : i /∈
⋃

s∈R+

Vµ
s

 , (3.4)

which corresponds to the set of particles that are either strict descendants of the line Lµ
τ or never

appear in the population. As for stopping times on the real line, the σ-algebra Hµ
τ related to a

stopping line τ is defined as

Hµ
τ :=σ

(
{i /∈ Dµ

τ } ∩ Hi
τi , i ∈ I

)
,

and its completed σ-algebra Fµ
τ defined by

Fµ
τ :=σ

(
{i /∈ Dµ

τ } ∩ F i
τi , i ∈ I

)
∨N P ,

with N P the collection of all P-negligible sets of F . With respect to the filtration F, we see that

Fs corresponds to the filtration generated Fµ
τs with τ s{

τ s := s, if i ∈ Vµ
s ,

τ s := Si, else ,

11



for µ ∈ E, i.e.,

Fs = σ

⋃
µ∈E

Fµ
τs

 .

3.2 Optimal stopping problem

To define the optimal stopping problem we introduce a family of reward functions gi : Rd → R,
i ∈ I, on which we make the following assumptions.

Assumption A3. (i) The functions gi, for i ∈ I, are positive and bounded uniformly in i ∈ I,
i.e., there exists a constant Kg ≥ 1 such that

0 ≤ gi(x) ≤ Kg , for i ∈ I , x ∈ Rd .

(ii) The functions gi, for i ∈ I, are Lipschitz continuous uniformly in i ∈ I, i.e., there exists a

constant L > 0 such that

|gi(x)− gi(x
′)| ≤ L|x− x′| , for i ∈ I , x, x′ ∈ Rd .

To alleviate notations, we shall denote by

(
Z

(i,x)
t

)
t≥0

=

 ∑
j∈V(i,x)

t

δ
(j,X

(i,x),j
t )


t≥0

the solution to (2.1) in the case where the initial condition is the measure δ(i,x) for (i, x) ∈ I ×Rd.

We also use the superscript (·)(i,x) to denote (·)δ(i,x) in the rest of the paper.

Fix a constant γ > 0. We define the reward function, starting from (i, x) ∈ I × Rd, as follows

Ji(x, τ) = E

 ∏
j∈L(i,x)

τ

e−γτjgj

(
X(i,x),j

τj

) , for i ∈ I , x ∈ Rd , and τ ∈ SL(i,x) .

Let vi : [0, T ]× Rd → R be the following value function

vi(x) = sup
τ∈SL(i,x)

Ji(x, τ) , for i ∈ I , x ∈ Rd . (3.5)

This framework can be extended to consider a general initial condition µ ∈ E, allowing the

problem to be formulated with respect to this initial configuration. Specifically, using Theorem

6.5, a branching property similar to the one established in Kharroubi and Ocello (2024); Ocello

(2023a,b) can be leveraged. This approach enables the reduction of the problem to the dynamics

of individual particles, providing a more granular perspective while maintaining consistency with

the overall population-level behavior.
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Remark 3.1. It is worth noting that the problem considered in this paper is a generalization of

J(x, τ) = E

 ∏
j∈L(∅,x)

τ

e−γτjg
(
X(∅,x),j

τj

) , for x ∈ Rd , and τ ∈ SL(∅,x) .

when all the gi are taken to be equal to g. In this setting, the system of cost functions (resp. value

functions) reduce to a single cost function J (resp. value function v). In Remark 5.2, we explicitly

demonstrate how to go from the generalized problem to this specific case, providing a clear pathway

for understanding the relationship between these two formulations.

Furthermore, by utilizing the Mayer form of the optimal stopping problem—specifically, by

appropriately redefining the problem in Rd+1—it becomes possible to incorporate a running reward

into the framework. In this formulation, the additional dimension accounts for the accumulation

of the running reward, allowing the problem to extend beyond a purely terminal reward structure.

Additionally, one can naturally consider a weight function at each branching time, as in Henry-

Labordère (2012), which leads to a more general nonlinearity in the PDE system. However, to

strike a balance between clarity and generality, we have chosen not to explore this extension within

the current work.

4 Regularity and dynamic programming principle

Our objective is to analytically characterize the family of functions (vi)i∈I , subject to the following

regularity assumptions on the branching coefficients.

Assumption A4. (i) The function α is uniformly continuous on Rd.

(ii) The functions pk, k ≥ 0, are uniformly continuous on Rd.

We can now establish some fundamental properties of this family. This result leverages the Lipschitz

property of the function gi and the integrability assumptions on the functions (pk)k∈N stated in

Assumption A2. These conditions play a crucial role in enabling us to effectively estimate the

number of particles in the system, ensuring the applicability and robustness of the derived bounds.

Proposition 4.3. Suppose that Assumptions A1, A2 and A3 hold.

(i) The value functions vi, i ∈ I, are uniformly bounded, i.e.,

vi(x) ≤ exp

(
log(Kg) K

ᾱM̄
γ

g

)
, for i ∈ I , x ∈ Rd .

(ii) Under Assumption A4, the value functions vi, i ∈ I, are uniformly continuous on Rd, uni-

formly in i ∈ I.

Proof. We suppose i = ∅. The same argument can be applied for any i ∈ I.
(i) We first prove that the vi are uniformly bounded. Since the function gi, i ∈ I take values

in [0,Kg], we have

e−γτigi(X
(∅,x),i
τi ) <1

13



for any stopping line τ ∈ SL(∅,x) and any i ∈ L
(∅,x)
τ such that S

(∅,x)
i− > T :=

log(Kg)
γ . Therefore,

we can restrict the supremum in the definition of v∅(x) to the stopping lines τ ∈ SL(∅,x) such that

τi = S
(∅,x)
i , if S

(∅,x)
i− ≥ T .

Therefore, applying Proposition 2.2, we have

v∅(x) ≤ E
[
K

N̄
(∅,x)
T

g

]
≤ KeᾱM̄T

g , for x ∈ Rd .

(ii) We now turn to the uniform continuity property. Fix x, x′ ∈ Rd. For τ ∈ SL(∅,x), we define

τ ′ = (τ ′i)i∈I as

τ ′i = τi1i∈V(∅,x)
τi

∩V(∅,x′)
τi

+ S
(∅,x′)
i 1

i/∈V(∅,x)
τi

∩V(∅,x′)
τi

for i ∈ I. We obviously have τ ′ ∈ SL(∅,x′). As in the previous step, we can restrict the supremum

in the definition of v∅(x) to the stopping lines τ ∈ SL(∅,x) such that

τi = S
(∅,x)
i , if S

(∅,x)
i− ≥ T :=

| log(Kg)|
γ

.

Denote SL(∅,x)
T the set of these stopping lines. Note that τ ′ ∈ SL(∅,x′)

T , for τ ∈ SL(∅,x)
T .Moreover,

from the definition of v∅, we have

v∅(x)− v∅(x
′) ≤ sup

τ∈SL(∅,x)
T

J∅(x, τ)− J∅(x
′, τ ′) .

We now prove that the r.h.s. of the previous inequality uniformly converges to 0 as |x−x′| goes
to zero. We have that

sup
τ∈SL(∅,x)

T

J∅(x, τ)− J∅(x
′, τ ′) ≤ sup

τ∈SL(∅,x)
T

E

∏
j∈Lµ

τ

e−γτjgj

(
X(∅,x),j

τj

)
−
∏

j∈Lµ

τ ′

e−γτ ′jgj

(
X

(∅,x′),j
τ ′j

) .

Define now Fδ,T (x, x
′) as the following set

Fδ,T (x, x
′) =

{
V(∅,x)
s = V(∅,x′)

s

and sup
i∈V(∅,x)

s

∣∣∣X(∅,x),i
s −X(∅,x′),i

s

∣∣∣ ≤ δ for s ∈ [0, T ]

}
.

From Claisse (Lemma 4.2, 2018b), conditionning on this set, we obtain

E

1Fδ,T (x,x′)

∏
j∈Lµ

τ

e−γτjgj

(
X(∅,x),j

τj

)
−
∏

j∈Lµ

τ ′

e−γτ ′jgj

(
X

(∅,x′),j
τ ′j

)
 ≤ δLE

[
N̄

(∅,x)
T K

N̄
(∅,x)
T

g

]
.
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Fix ε > 0. From Proposition 2.2, we can find δε > 0 such that

E

1Fδε,T (x,x′)

∏
j∈Lµ

τ

e−γτjgj

(
X(∅,x),j

τj

)
−
∏

j∈Lµ

τ ′

e−γτ ′jgj

(
X

(∅,x′),j
τ ′j

)
 ≤ ε

2
, (4.6)

for any x, x′ ∈ Rd. Moreover, conditionning on the complementary of Fδε,T (x, x
′) and using

Cauchy–Schwarz’s inequality, we have

E

1Fδε,T (x,x′)c

∏
j∈Lµ

τ

e−γτjgj

(
X(∅,x),j

τj

)
−
∏

j∈Lµ

τ ′

e−γτ ′jgj

(
X

(∅,x′),j
τ ′j

)


≤ E
[
1Fδε,T (x,x′)cK

N̄
(∅,x)
T

g

]
≤
√

P(Fδε,T (x, x
′)c)

√
E
[
(K2

g )
N̄

(∅,x)
T

]
,

since the functions gi, i ∈ I are valued in [0,Kg]. Combining Proposition 2.2 and Claisse (Propo-

sition 4.3, 2018b), we get

E

1Fδε,T (x,x′)c

∏
j∈Lµ

τ

e−γτjgj

(
X(∅,x),j

τj

)
−
∏

j∈Lµ

τ ′

e−γτ ′jgj

(
X

(∅,x′),j
τ ′j

)
 ≤ ε

2
, (4.7)

for all x, x′ ∈ Rd such that |x − x′| is small enough. Putting together (4.6) and (4.7), we finally

reach the desired uniform continuity property.

We now derive the dynamic programming principle (DPP) for the previously introduced opti-

mization problem. This result leverages the previously established regularity of the value function

and approximate the value functions using ε-optimal stopping lines. This technique is largely

employed in the stochastic control literature (see, e.g., Claisse, 2018a; Bouchard, 2009), when min-

imal regularity conditions of the value function are known. It serves as an alternative approach,

circumventing the need for measurable selection results, often complex and intricate.

Theorem 4.1. Under Assumptions A1, A2, A3 and A4, we have

vi(x) = sup
τ∈SL(i,x)

E

 ∏
j∈L(i,x)

θ \D(i,x)
τ

(
e−γθjvj

(
X

(i,x),j
θj

))1{θj≤τj}

×
∏

j∈L(i,x)
τ \D(i,x)

θ

(
e−γτjgj

(
X(i,x),j

τj

))1{τj<θj}

 ,

(4.8)

for any (i, x) ∈ I × Rd and θ ∈ SL(i,x).

The proof of the DPP uses a branching property result for the processes along stopping lines.

This property together with the proof is presented in detail in Section 6.
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5 Dynamic programming equation

The value function in optimal stopping problems is known to solve an associated obstacle problem—

a variational inequality where the value function must satisfy a differential equation in a contin-

uation region and a complementary inequality in a stopping region. We refer to Touzi (Theorem

4.5, 2013) and Pham (Lemma 5.2.2, 2009) for the classical case where the dynamics of interest

is a diffusion process. This characterization provides a powerful analytical framework for solving

optimal stopping problems by reducing them to partial differential or integro-differential equations.

In this section, we aim to extend this framework to our specific value function, demonstrating

that it satisfies a similar obstacle problem. To this end, consider the operator L as follows

L : Rd × R× Rd × Sd × RN → R(
x, r, q,M, (rℓ)ℓ∈N

)
7→ 1

2
Tr
(
σσ⊤(x)M

)
+ b(x)⊤q + α(x)

∑
k≥0

pk(x)
k−1∏
ℓ=0

rℓ − (α(x) + γ)r ,

with Sd being the set of symmetric matrices of dimension d× d. We show in this section that the

problem of stopping lines can be characterized by the following PDE

min
{
−L

(
x, vi(x), Dvi(x), D

2vi(x),
(
viℓ(x)

)
ℓ∈N

)
; vi(x)− gi(x)

}
= 0 , (5.9)

for i ∈ I and x ∈ Rd. To simplify the notation, we write L(i, v)(x) for L
(
x, vi(x), Dvi(x),

D2vi(x),
(
viℓ(x)

)
ℓ∈N

)
.

5.1 Verification theorem

We now provide a verification theorem in the case where the value functions are regular. This

result is a direct consequence of the dynamic programming principle and the dynamic programming

equation. It establishes that the value functions are indeed the solution to the optimal stopping

problem. Recall that, for an initial condition (i, x) ∈ I × Rd, and a stopping line ν = (νj)i∈I , we

define the set D
(i,x)
ν by (3.4), with initial measure δ(i,x).

The proof of this result employs standard arguments, relying on the fact that the semi-linear

term diminishes to zero prior to reaching the candidate optimal stopping line.

Theorem 5.2. Assume that the value functions (vj)j∈I satisfy (5.9), i.e.,

(i) vj ≥ gj on Rd for all j ∈ I;

(ii) vj is twice continuously differentiable with uniformly bounded derivatives on the set {vj > gj}
and

L
(
., vj(.), Dvj(.), D

2vj(.),
(
vjℓ(.)

)
ℓ∈N

)
= 0 on the set {vj > gj} , (5.10)

for all j ∈ I.
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For an initial condition i ∈ I, x ∈ Rn, define the stopping line τ∗ as

τ∗j = νj1j /∈D(i,x)
ν

+ S
(i,x)
j 1

j∈D(i,x)
ν

,

with

νj := inf
{
s > S

(i,x)
j− : vj

(
X(i,x),j

s

)
= gj

(
X(i,x),j

s

)}
∧ S

(i,x)
j

for j ∈ I. Then, τ∗ is an optimal stopping line, i.e.,

vi(x) = E

 ∏
i∈L(i,x)

τ∗

e−γτ∗j gj
(
X

(i,x),i
τ∗j

) . (5.11)

Proof. To simplify the presentation of the proof, we give the result for an initial label ∅. The

extension to any initial label i ∈ I is straightforward.

Step 1. We first assume that there exists some ε > 0 such that

gi(x) ∈ [ε,Kg] , for x ∈ Rd , (5.12)

for any i ∈ I. Define the process τZ(∅,x) by

τZ(∅,x)
s =

∑
i∈τV(∅,x)

s

δ(
i,τiX

(∅,x),i
s

) ,

with

τV(∅,x)
s = V(∅,x)

s \D(∅,x)
τ

and

τiX(∅,x),i
s = X

(∅,x),i
s∧τi , for i ∈ τV(∅,x)

s , s ≥ 0 .

We notice that the process τZ(∅,x) satisfies (2.1), with bis(x) = 1s≤τib(x) (resp. σ
i
s(x) = 1s≤τib(x)),

for (s, x) ∈ R+×Rd in place of b (resp. σ), and Q̃i(ds, dz) = 1
i/∈D(∅,x)

τ∗
Qi(ds, dz) in place ofQi, for i ∈

I. Using (5.12), we apply apply Itô’s formula and (2.1) to the process
∏

i∈τV(∅,x)
s

e−γ(s∧τ∗i )vi(
τiX

(∅,x),i
s )

to get, from (5.10) and the definition of the stopping line τ ,

v∅(x) = E

 ∏
i∈τ∗V(∅,x)

s

e−γ(s∧τ∗i )vi
(
X

(∅,x),i
s∧τ∗i

) .

Proceeding then as in the proof of Proposition 4.3 (i), we are able to bound the process∏
i∈τ∗V(∅,x)

s
e−γ(s∧τ∗i )vi

(
X

(∅,x),i
s∧τ∗i

)
by an integrable random variable that does not depend on the
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time s. Therefore, sending s to +∞ and applying the dominated convergence theorem, we obtain

v∅(x) = E

 ∏
i∈L(∅,x)

τ∗

e−γτ∗i vi

(
X

(∅,x),i
τ∗i

) .

Moreover, since vi meets gi at τi, we get (5.11).

Step 2. We now weaken (5.12) assumming that gi ∈ [0,Kg] for all i ∈ I. We next define for

ε > 0 the value functions (vεi )i∈I by (3.5) with gi + ε in place of gi. From Step 1, we get that the

stopping line τ ε,∗

τ ε,∗i = νi1i/∈D(∅,x)
νε

+ S
(∅,x)
i 1

i∈D(∅,x)
νε

,

with

νεi := inf
{
s > S

(∅,x)
i− : vεi (X

(∅,x),i
s ) = gi(X

(∅,x),i
s ) + ε

}
∧ S

(∅,x)
i , for i ∈ I ,

is optimal for vε∅(x). Using the same arguments as in the proof of Proposition 4.3, we get that

vεi (x) converges uniformly for (i, x) ∈ I × Rd to the function vi(x). This gives that τ ε,∗i converges

a.s. to τ∗i for all i ∈ I. Using again the dominated convergence theorem, we get that τ∗ is optimal

for v∅(x).

5.2 Viscosity solutions

The previously derived PDE reveals a deep interplay with the underlying tree structure, as it

couples the value function at node i with those of its direct offspring iℓ for ℓ ≥ 0. This coupling is

a fundamental aspect of the problem, as it captures how the hierarchical dependencies within the

tree influence the evolution of the value function.

We will prove that the value function (3.5) is a viscosity solution of (5.9). This approach allows

us to characterize the value function through a PDE framework, which is particularly suitable

given the nature of the problem. It is well-known that solutions to optimal stopping problems

often lack strong differentiability properties, making classical solution methods inapplicable. To

address this, we adopt the notion of viscosity solutions specifically adapted to our setting, following

the framework outlined in Kharroubi and Ocello (2024, Definition 4.2).

Definition 5.2. Let u = (ui)i∈I such that ui : Rd → R+ is a continuous function for i ∈ I.
(i) u is a viscosity supersolution to (5.9) if, for (i0, x0) ∈ I×Rd, φi ∈ C2(Rd) for i ∈ I, a constant

C > 0, and a function φ̄ ∈ C0(Rd) such that φi is nonnegative for i ∈ I,

φi(x) ≤C |i|φ̄(x), for x ∈ Rd , i ∈ I , (5.13)

and

0 = (ui0 − φi0) (x0) = min
I×Rd

(u· − φ·) ,
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we have

min

{
− L(i0, φ·)(x0) ; φi0(x0)− gi0(x0)

}
≥ 0 .

(ii) u is a viscosity subsolution to (5.9) if, for (i0, x0) ∈ I×Rd, φi ∈ C2(Rd), for i ∈ I, a constant

C > 0, and a function φ̄ ∈ C0(Rd) such that φi is nonnegative, for i ∈ I, (5.13) is satisfied, and

0 = (ui0 − φi0) (x0) = max
I×Rd

(u· − φ·) ,

we have

min

{
− L(i0, φ·)(x0) ; φi0(x0)− gi0(x0)

}
≤ 0 .

(iii) u is a viscosity solution to (5.9) if it is both a viscosity sub and supersolution to (5.9).

Theorem 5.3. Under Assumptions A1, A2, A3, and A4, the value function v is a viscosity solution

to (5.9).

The proof of this result is deferred to Section 7.

5.3 Comparison principle

We now provide a strong comparison principle for the obstacle problem (5.9). To prove this results

we extend ideas of the usual comparison principle (see, e.g., Pham and Wei, 2018; Touzi, 2013)

with the use of Claisse (2018a).

Theorem 5.4. Let {ui}i∈I (resp. {vi}i∈I) be a bounded nonnegative continuous viscosity super-

solution (resp. subsolution) to (5.9). Suppose that there exists a constant C ≥ 1 such that

ui(x) ≤ C and vi(x) ≤ C , (5.14)

for all (i, x) ∈ I × Rd and

γ > ᾱ

(
M̄

C

C − 1
− 1

)
. (5.15)

Then, under Assumptions A1, A2, A3, and A4, we have ui ≤ vi for any i ∈ I on Rd.

The proof of this result is deferred to Section 7. As an immediate consequence of Theorems

5.3 and 5.4, and Proposition 4.3 (i) we have the following characterization of the value function v.

Corollary 5.1. Suppose that

γ > ᾱ

M̄

exp

(
log(Kg) K

ᾱM̄
γ

g

)
exp

(
log(Kg) K

ᾱM̄
γ

g

)
− 1

− 1

 .
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Under Assumptions A1, A2, A3, and A4, v is the unique nonnegative viscosity solution to (5.9)

bounded by exp

(
log(Kg) K

ᾱM̄
γ

g

)
.

We notice that the condition on γ in Corollary 5.1 is satisfied for γ large enough.

Remark 5.2. In the case where the functions gi are the same, that is, gi = g, for i ∈ I, the same

property is inherited by the functions vi, i.e., vi = v, for i ∈ I. We indeed have that (vij)j∈I is a

viscosity solution to (5.9). Therefore, applying Thereom 5.2, in the regular case, or Corollary 5.1,

we have (vij)j∈I = (vj)j∈I , entailing vi = v∅ = v, for i ∈ I. In particular, we have that v is the

unique viscosity solution to

min
{
− Ľ

(
x, v(x), Dv(x), D2v(x)

)
; v(x)− g(x)

}
= 0 ,

with

Ľ
(
x, r, q,M

)
:=

1

2
Tr
(
σσ⊤(x)M

)
+ b(x)⊤q + α(x)

∑
k≥0

pk(x)r
k − (α(x) + γ)r ,

for (x, r, p,M) ∈ Rd × R× Rd × Sd.

6 Proof of DPP

6.1 Branching property

A key aspect for developing the optimal stopping problem we intend to study is understanding how

to condition with respect to the filtration generated by a stopping line. This what we present in

the following theorem, generalizing results such as those presented in Claisse (Lemma 3.7, 2018b).

Theorem 6.5 (Branching property). Fix an initial condition µ ∈ E and two stopping lines τ =

(τi)i∈I , ν = (νi)i∈I ∈ SLµ such that νi ≥ τi for all i ∈ I. Then, conditionally to the filtration Fµ
τ ,

we have that the populations
∑

j∈Vµ
νj

,i⪯j δ(j,Xµ
νj

), for i ∈ Lµ
τ , satisfy

E

∏
i∈Lµ

τ

∏
k∈Lµ

ν , k⪰i

fk

(
Xµ,k

νk

)∣∣∣∣∣∣Fµ
τ

 (ω̄)

=
∏
i∈Lµ

τ

E

 ∏
k∈Lµ̄

ντi(ω̄),ω̄−τi(ω̄)
, k⪰i

fk

(
X µ̄,k

ν
τi(ω̄),ω̄

k −τi(ω̄)

)
∣∣∣∣∣∣∣∣
µ̄=δ(i,Xµ

τi
(ω̄))

,

(6.16)

for P-a.a. ω̄ ∈ Ω and any family (fi)i∈I of measurable functions from Rd to R+.

Proof. This proof is based on Claisse (Lemma 3.7, 2018b) that are generalizations to E-valued

processes of the pseudo-Markov property one provided in Claisse et al. (2016).

Since τ = (τi)i∈I (resp. ν = (νi)i∈I) is a stopping line, τi (resp. νi) is a (F i
t )t≥0-stopping time

for i ∈ I. This means that, for each i ∈ I, there exists an
(
Hi

t

)
t≥0

-optional time ρi (resp. ηi) such
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that

P (τi = ρi) = 1 and F i
τi = Hi

ρi+ ∨N P , (6.17)

(see, e.g., Chapter II, Theorem 75.3, Rogers and Williams, 2000).

From (6.17), it is clear that ρ := (ρi)i∈I is a stopping line. Moreover, since I is a countable

set, we also have

Lµ
τ = Lµ

ρ , P-a.s. , and Fµ
τ = Hµ

ρ+ ∨N P ,

with

Hµ
ρ+ :=σ

({
i /∈ Dµ

ρ

}
∩Hi

ρi+ : i ∈ I
)
.

Since P is a probability measure on the Borel σ-algebra of a Polish space, there exists (Pω̄)ω̄∈Ω
a family of regular conditional probabilties (r.c.p.) of P given Hµ

ρ+ (see, e.g., Chapter 5 Section

3.C, Karatzas and Shreve, 1991). It follows from Claisse et al. (Lemma 3.2, 2016) that, for P-a.a.
ω̄ ∈ Ω,

Pω̄

(
Dµ

τ = Dµ
τ(ω̄) (ω̄) and

τi = τi (ω̄) , Xµ,i
τi = Xµ,i

τi(ω̄)
(ω̄) , νj = νj(ω̄), for i /∈ Dµ

τ , j ⪰ i
)
= 1 ,

(6.18)

and

E

∏
j∈Lµ

ν

fj

(
Xµ,j

νj

)∣∣∣∣∣∣Fµ
τ

 (ω̄) =EPω̄

∏
j∈Lµ

ν

fj

(
Xµ,j

νj

) , (6.19)

for any Borel functions fi : R → R+, i ∈ I. From (6.18), νi(ω̄) is a stopping line associated to the

initial condition δ(
i,Xµ,i

τi(ω̄)
(ω̄)

).
Define Ẑi the sub-population generated by the branch i ∈ Lµ

τ , selected by the stopping line τ ,

i.e.,

Ẑi
s :=

∑
j∈Vµ

τi+s,i⪯j

δ(
j,Xµ,j

τi+s∧(νj−τi)

) .

Since Zµ satisfies the semi-martingale decomposition (2.1), one get by following the same

arguments as in the proof of Claisse (Lemma 3.7, 2018b) that under Pω̄ the process Ẑi satisfies the

semi-martingale decomposition (2.1) with the initial condition δ(
i,Xµ,i

τi(ω̄)
(ω̄)

) and drift and diffusion

coefficients of the branch j ⪰ i vanishing after νj(ω̄)− τi(ω̄), for any i ∈ Lµ
τ(ω̄).

Using Claisse (Corollary 3.6, 2018b), we get that the law under Pω̄ of Ẑi
· coincides with that of

the process solution to (2.1) with initial condition δ(
i,Xµ,i

τi(ω̄)
(ω̄)

) with drift and diffusion coefficients

of the branch j ⪰ i vanishing after νj(ω̄) − τi(ω̄) for P-a.a. ω̄ ∈ Ω. We deduce that the processes

Ẑi, i ∈ Lµ
τ , are independent under Pω̄ for P-a.a. ω̄ ∈ Ω and, from (6.19), we get (6.16).
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This result resembles a branching property similar to the one studied in Kharroubi and Ocello

(2024). Such properties play a key role in understanding the probabilistic behavior of systems with

branching or splitting dynamics, as they allow the translation of the overall population behavior

from a macroscopic perspective to an individual-based, microscopic analysis.

6.2 Proof of Theorem 4.1

Without loss of generality, we can suppose i = ∅. Fix a stopping line θ ∈ SL(∅,x) and denote

v̄(x) on the r.h.s. of (4.8).

Step 1. We first show that v∅(x) ≤ v̄(x). Fix τ ∈ SL(∅,x). The idea to follow is to divide the

set L
(∅,x)
τ between the particles that have already been stopped when looking at L

(∅,x)
θ and the

ones that have not yet been stopped. It is clear that

L(∅,x)
τ =

(
L(∅,x)
τ \

(
D

(∅,x)
θ ∪ L

(∅,x)
θ

))
∪
(
L(∅,x)
τ ∩

(
Lµ
θ ∪D

(∅,x)
θ

))
.

We divide the branches of L
(∅,x)
τ between the ones belonging to D

(∅,x)
θ ∪ L

(∅,x)
θ and the one in its

complementary to get

J∅(x, τ) = E

 ∏
j∈L(∅,x)

τ

e−γτjgj

(
X(∅,x),j

τj

)

= E

 ∏
j∈L(∅,x)

τ \
(
D

(∅,x)
θ ∪L(∅,x)

θ

) e−γτjgj

(
X(∅,x),j

τj

) ∏
j∈L(∅,x)

τ ∩
(
L
(∅,x)
θ ∪D(∅,x)

θ

) e−γτjgj

(
X(∅,x),j

τj

) .

(6.20)

By definition, we have τj < θj , for j ∈ L
(∅,x)
τ \

(
D

(∅,x)
θ ∪L

(∅,x)
θ

)
. Therefore, taking the conditional

expectation given F (∅,x)
θ , we get

J∅(x, τ) = E

 ∏
j∈L(∅,x)

τ \
(
D

(∅,x)
θ ∪L(∅,x)

θ

)
(
e−γτjgj

(
X(∅,x),j

τj

))1{θj>τj}

E

 ∏
j∈L(∅,x)

τ ∩
(
L
(∅,x)
θ ∪D(∅,x)

θ

) e−γτjgj

(
X(∅,x),j

τj

)∣∣∣∣∣∣∣∣Fθ


 .
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Splitting the product on L
(∅,x)
τ ∩ L

(∅,x)
θ as∏

j∈L(∅,x)
τ ∩L(∅,x)

θ

e−γτjgi

(
X(∅,x),j

τj

)

=
∏

j∈L(∅,x)
τ ∩L(∅,x)

θ

(
e−γτjgj

(
X(∅,x),j

τj

))1{θj>τj}
∏

j∈L(∅,x)
τ ∩L(∅,x)

θ

(
e−γτjgj

(
X(∅,x),j

τj

))1{θj≤τj}

yields

J∅(x, τ) = E

 ∏
j∈L(∅,x)

τ \D(∅,x)
θ

(
e−γτjgj

(
X(∅,x),j

τj

))1{θj>τj}

E

 ∏
j∈L(∅,x)

τ ∩L(∅,x)
θ

(
e−γτjgj

(
X(∅,x),j

τj

))1{θj≤τj}

∏
j∈L(∅,x)

τ ∩D(∅,x)
θ

e−γτjgj

(
X(∅,x),j

τj

)∣∣∣∣∣∣∣Fθ


 .

As D
(∅,x)
θ is the set of all particles that belong to the direct descendants of particles in L

(∅,x)
θ , we

can decompose L
(∅,x)
τ ∩D

(∅,x)
θ as

L(∅,x)
τ ∩D

(∅,x)
θ =

⋃
j∈L(∅,x)

θ \D(∅,x)
τ

{
k ∈ L(∅,x)

τ : j ≺ k
}

.

Combining this with Theorem 6.5, we get that (6.20) can be rewritten as

J∅(x, τ) = E

 ∏
j∈L(∅,x)

τ \D(∅,x)
θ

(
e−γτjgj

(
X(∅,x),j

τj

))1{τj<θj}

∏
j∈L(∅,x)

θ \D(∅,x)
τ

(
e−γθjJj

(
X

(∅,x),j
θj

, τ j,θj
))1{θj≤τj}

 ,

with τ j,θj the stopping line defined as

τ
j,θj
k (·) :=

(
(τk − θj)1τj≥θj + (+∞)1τk<θj

)
(ω ⊕θj(ω) ·) ,

for a fixed ω ∈ Ω and for j ∈ I, s ≥ 0. We see that τ j,θj corresponds to a stopping line for the

initial value δ(
j,X

(∅,x),j
θj

) from Theorem 6.5. Therefore, from the definition of the value function v,
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we get

J∅(x, τ)

≤ E

 ∏
j∈L(∅,x)

τ \D(∅,x)
θ

(
e−γτjgj

(
X(∅,x),j

τj

))1{τi<θi}
∏

j∈L(∅,x)
θ \D(∅,x)

τ

(
e−γθjvj

(
X

(∅,x),j
θj

))1{θi≤τi}

 ,

and

v∅(x) ≤v̄(x) .

Step 2. We now turn to the reverse inequality. Fix an open ball B(x, r) centered in x ∈ Rd

and radius r > 0. Define the stopping line θr as

θr∅ := inf
{
s ≥ 0 : X(∅,x),∅

s /∈ B(x, r)
}
∧ θ∅ ∧ S

(∅,x)
∅ ,

θri :=

inf
{
s ≥ S

(∅,x)
i− : X

(∅,x),i
s /∈ B(x, r)

}
∧ θi ∧ S

(∅,x)
i , if θrj = S

(∅,x)
j for any j ≺ i,

S
(∅,x)
i , else.

Consider now the following function associated to the stopping line θr

v̄r(x) := sup
τ∈SL

E

 ∏
i∈L(∅,x)

θr \D(∅,x)
τ

(
e−γθri vi

(
X

(∅,x),i
θri

))1{θr
i
≤τi}

∏
i∈L(∅,x)

τ \D(∅,x)
θr

(
e−γτigi

(
X(∅,x),i

τi

))1{τi<θr
i
}

 .

By definition, for a fixed ε ∈ (0, 1/2), we can find a stopping line τ ε such that

v̄r(x) ≤ E

 ∏
i∈L(∅,x)

θr \D(∅,x)
τε

(
e−γθri vi

(
X

(∅,x),i
θri

))1{θr
i
≤τε

i
}

∏
i∈L(∅,x)

τε \D(∅,x)
θr

(
e−γτεi gi

(
X

(∅,x),i
τεi

))1{τε
i
<θr

i
}

+ ε .

(6.21)

Consider now a partition {Bn}n of the closure of B(x, r) and a sequence {xn}n such that xn ∈ Bn,

for n ≥ 0. We can find τ i,xn ∈ SL(i,xn) such that

vi(xn) ≤ Ji(xn, τ
i,xn) + ε/3 , (6.22)

for any i ∈ I. Moreover, the proof of in Proposition 4.3 shows that we can chose τ i,x ∈ SL(i,x)

for each x ∈ Rd such that τ i,x = τ i,xn for x = xn and Ji(·, τ i,·) is a uniformly continuous function,

uniformly in the index i ∈ I. Combining this with the uniform continuity of the value functions

24



vi, uniformly in i ∈ I, we get that the partition {Bn}n and the points xn ∈ Bn can be chosen to

satisfy

max
i∈I

(
|vi(x)− vi(xn)|+ |Ji(x, τ i,x)− Ji(xn, τ

i,xn)|
)
≤ ε/3 , for x ∈ Bn . (6.23)

Define the following family of random variables τ̄ = (τ̄i)i∈I by

τ̄iℓ := τ εiℓ , for i ∈ Lµ
τε \Dθr , ℓ ∈ I ,

such that τ εi < θri , and

τ̄iℓ := θri +
∑
n≥0

τ
i,X

(∅,x),i

θr
i

ℓ 1Bn

(
X

(∅,x),i
θri

)
, for ℓ ∈ I ,

for i ∈ L
(∅,x)
θr \D(∅,x)

τε , such that θri ≤ τ εi . Moreover, take τ̄j = S
(∅,x)
j if j ∈ I is not covered by the

previous cases.

Note that (τ̄i)i∈I ∈ SL(∅,x) and, from (6.22) and (6.23), we get

E

 ∏
i∈L(∅,x)

θr \D(∅,x)
τε

(
e−γθri vi

(
X

(∅,x),i
θri

))1{θr
i
≤τε

i
} ∏
i∈L(∅,x)

τε \D(∅,x)
θr

(
e−γτεi gi

(
X

(∅,x),i
τεi

))1{τε
i
<θr

i
}


≤ E

 ∏
i∈L(∅,x)

θr \D(∅,x)
τ̄

(
e−γθri

[
Ji

(
X

(∅,x),i
θri

, (τ̄iℓ − θri )ℓ∈I

)
+ ε
])1{θr

i
≤τ̄i}

∏
i∈L(∅,x)

τ̄ \D(∅,x)
θr

(
e−γτ̄igi

(
X

(∅,x),i
τ̄i

))1{τ̄i<θr
i
}

 .

Following the same argument as in the proof of Proposition 4.3 (i) and using Claisse (Lemma 4.2

, 2018b), we get that there exists a constant C > 0 such that∏
i∈L(∅,x)

θr \D(∅,x)
τ̄

(
e−γθri

[
Ji

(
X

(∅,x),i
θri

, (τ̄iℓ − θri )ℓ∈I

)
+ ε
])1{θr

i
≤τ̄i}

−
∏

i∈L(∅,x)
θr \D(∅,x)

τ̄

(
e−γθri Ji

(
X

(∅,x),i
θri

, (τ̄iℓ − θri )ℓ∈I

))1{θr
i
≤τ̄i} ≤ N̄TC

N̄TLε ,
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with T := log(K)/γ. Therefore, we obtain

E

 ∏
i∈L(∅,x)

θr \D(∅,x)
τε

(
e−γθri vi

(
X

(∅,x),i
θri

))1{θr
i
≤τε

i
} ∏
i∈L(∅,x)

τε \D(∅,x)
θr

(
e−γτεi gi

(
X

(∅,x),i
τεi

))1{τε
i
<θr

i
}


≤ E

 ∏
i∈L(∅,x)

θr \D(∅,x)
τ̄

(
e−γθri Ji

(
X

(∅,x),i
θri

, (τ̄iℓ − θri )ℓ∈I

))1{θr
i
≤τ̄i}

∏
i∈L(∅,x)

τ̄ \D(∅,x)
θr

(
e−γτ̄igi

(
X

(∅,x),i
τ̄i

))1{τ̄i<θr
i
}

+ εLE
[
N̄TC

N̄T

]
.

Using Theorem 6.5, we get

E

 ∏
i∈L(∅,x)

θr \D(∅,x)
τ̄

(
e−γθri Ji

(
X

(∅,x),i
θri

, (τ̄iℓ − θri )ℓ∈I

))1{θr
i
≤τ̄i}

∏
i∈L(∅,x)

τ̄ \D(∅,x)
θr

(
e−γτ̄igi

(
X

(∅,x),i
τ̄i

))1{τ̄i<θr
i
}

 = E

 ∏
i∈L(∅,x)

τ̄

e−γτ̄igi

(
X

(∅,x),i
τ̄i

) .

This yields that conclusion applying Proposition 2.2 and sending ε to zero and r to +∞.

7 Proof of viscosity solution properties

To prove the viscosity properties of the problem under consideration, we first understand how the

tree structure influences the evolution of the value function. This will yield to the characterization of

the value function. We begin by examining the following preliminary proposition. This result shows

that, under Assumption A2, the operator L is well-defined for bounded sequences of functions.

Additionally, it provides further insights into the behavior of the operator and its connection to

the tree structure.

Proposition 7.4. (i) Under Assumption A2, the series y ∈ Rd 7→
∑

k≥0 pk(x)|y|k has infinite

radius of convergence for any x ∈ Rd.

(ii) Under Assumptions A1, A2, and A4, we have∑
k≥0

|pk(y)− pk(x)|Rk −−−−−→
|x−y|→0

0 , for R > 0 .
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Proof. (i) Fix some R > 1. We then have∑
k≥0

pk(x)R
k =

∑
k≥0

pk(x)e
k log(R)

=
∑
k≥0

pk(x)
∑
ℓ≥0

kℓ log(R)ℓ

ℓ!

=
∑
ℓ≥0

log(R)ℓ

ℓ!

∑
k≥0

pk(x)k
ℓ

≤
∑
ℓ≥0

log(R)ℓMℓ

ℓ!

≤ C
√
R

where the constant C is such that C ≥ supℓ 2
ℓMℓ.

(ii) Note that it is sufficient to prove the result for R > 1. Suppose then that R > 1 and let ρ

be the probability measure on N defined by

ρ =
R− 1

R

∑
k≥0

1

Rk
δ{k} .

Therefore, ∑
k≥0

|pk(y)− pk(x)|Rk =

∫
N
fx,y(k)dρ(k)

where fx,y(k) =
R

R−1 |pk(y)− pk(x)|R2k, for k ∈ N and x, y ∈ Rd. Assumption A4 yields that

fx,y(k) −−−−−→
|x−y|→0

0 .

Moreover, ∫
N
|fx,y(k)|2dµ(k) =

R

R− 1

∑
k≥0

|pk(y)− pk(x)|2R3k

≤ R

R− 1

(∑
k≥0

pk(y)R
3k +

∑
k≥0

pk(x)R
3k
)
.

Proceeding as in the first step, we get∫
N
|fx,y(k)|2dµ(k) = 2C

√
R

where the constant C is such that C ≥ supℓ 2
ℓMℓ. Therefore, the family (fx,y)x,y∈Rd is uniformly

integrable and we get the result from the dominated convergence theorem.
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7.1 Proof of Theorem 5.3

Step 1: supersolution property. Fix (i0, x0) ∈ I × Rd and let φ̄ ∈ C0(Rd), C > 0, and

φi ∈ C2(Rd) satisfying (5.13), for i ∈ I, and

0 = (vi0 − φi0) (x0) = min
(i,x)∈I×Rd

(vi − φi) (x) . (7.24)

Without loss of generality, we can assume i0 = ∅ and the minimum in (7.24) to be strict in x. To

simplify notation and avoid unnecessary complexity, we omit the superscript {·}(∅,x0).

Consider, first, the following (trivial) stopping line τ triv

τ triv∅ := 0, and τ trivj := Sj , for j ∈ I\{∅} .

Combining it with (7.24), we get the inequality v∅(x0) = φ∅(x0) ≥ g∅(x0).

Fix h > 0. Define the stopping time θ̄h as follows

θ̄h := inf
{
t > 0 : Xi

t /∈ B(x0, 1) , i ∈ Vt

}
∧ h .

We associated with the stopping time θ̄h the stopping line and define the following stopping line

θh that gives either the exit time θ̄h or at the branching time S∅, in the case it arrives before this

exit time, i.e.,

θh∅ := θ̄h ∧ S∅ ,

θhℓ :=

{
Sℓ , if θ̄h < S∅ ,

S∅ , else ,
for ℓ ∈ N ,

θhj := Sj , for j ∈ I\ ({∅} ∪ N) .

Therefore, from (4.8) w.r.t. the stopping lines θ = θh and τ = θh, we have

v∅(x0) ≥ E

e−γθ̄hv∅

(
X∅

θ̄h

)
1θ̄h<S∅ +

|VS∅ |−1∏
ℓ=0

(
e−γS∅vℓ

(
Xℓ

S∅

))
1θ̄h≥S∅

 .

Since we are considering a local branching, i.e., Xℓ
S∅

= X∅
S∅−, we obtain

v∅(x0) ≥ E

e−γθ̄hv∅

(
X∅

θ̄h

)
1θ̄h<S∅ +

|VS∅ |−1∏
ℓ=0

(
e−γS∅vℓ

(
X∅

S∅−

))
1θ̄h≥S∅


≥ E

e−γθ̄hφ∅

(
X∅

θ̄h

)
1θ̄h<S∅ +

|VS∅ |−1∏
ℓ=0

(
e−γS∅φℓ

(
X∅

S∅−

))
1θ̄h≥S∅

 .

where in the last inequality we used (7.24), as the functions vj and φj are positive for j ∈ I. From
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the dynamics (2.1) of the process Z, we get

φ∅(x0)

≥ E

e−γθ̄hφ∅

(
X∅

θ̄h

)
1θ̄h<S∅ +

∑
k≥1

(αpk)
(
X∅

S∅−

) k−1∏
ℓ=0

(
e−γS∅φℓ

(
X∅

S∅−

))
1θ̄h≥S∅


= E

e−γθ̄h∧S∅φ∅

(
X∅

θ̄h∧S∅−

)
+
∑
k≥1

(αpk)
(
X∅

S∅−

) k−1∏
ℓ=0

(
e−γS∅

(
φℓ − φ∅

) (
X∅

S∅−

))
1θ̄h≥S∅


= E

e−γθ̄h∧S∅φ∅

(
X∅

θ̄h∧S∅−

)
+
∑
k≥1

∫ θ̄h

0
(αpk)

(
X∅

s

) k−1∏
ℓ=0

e−γs
(
φℓ − φ∅

) (
X∅

s

)
ds

 .

Applying Itô’s formula, we get

0 ≥ E

[∫ θ̄h∧S∅

0
e−γs

(
1

2
Tr
(
σσ⊤D2φ∅

)
+
(
b⊤Dφ∅

)
− γφ∅

)(
X∅

s

)
ds

+
∑
k≥1

∫ θ̄h

0
αpk

(
X∅

s

) k−1∏
ℓ=0

e−γs
(
φℓ − φ∅

) (
X∅

s

)
ds

 .

Dividing by h > 0 both sides of previous inequality, from the mean value theorem and the domi-

nated convergence theorem, we have that −L (i0, φ·) (x0) ≥ 0.

Step 2: subsolution property. Fix (i0, x0) ∈ I × Rd and let φ ∈ C0(Rd), C > 0, and

φi ∈ C2(Rd) satisfying (5.13), for i ∈ I, and

0 = (vi0 − φi0) (x0) = max
(i,x)∈I×Rd

(vi − φi) (x) . (7.25)

Without loss of generality, we suppose that i0 = ∅ and take the maximum to be strict in x and

that

max
(ℓ,x)∈N×Rd

(vℓ − φℓ) (x) =− δ < 0 . (7.26)

As for the previous step, we omit the superscript {·}(∅,x0).

We argue by contradiction and assume that

2η := min
{
− L(∅, φ·)(x0) ; φ∅(x0)− g∅(x0)

}
> 0 .

From the continuity of the functions involved in the previous inequality, we may find ε > 0 such

that

−L(∅, e−γs(φ· − y))(x) > η , (7.27)

(φ∅ − g∅) (x) > η , (7.28)
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for all s, y ∈ [0, ε) and x ∈ B(x0, ε). Note that

−ζ = max
∂Bε(x0)

(v∅ − φ∅)(x) < 0 , (7.29)

as x0 is a strict maximizer, where ∂Bε(x0) denotes the boundary of Bε(x0).

We now show that (7.27), (7.28), and (7.29) lead to a contradiction of (4.8). Define the stopping

time θ̄ε as

θ̄ε := inf
{
t > 0 :

(
t,Xi

t

)
/∈ [0, ε)×Bε(x0) , i ∈ Vt

}
.

As for the supersolution property, we consider the stopping line θε as

θε∅ := θ̄ε ∧ S∅ ,

θεℓ :=

{
Sℓ , if θ̄ε < S∅ ,

S∅ , else ,
for ℓ ∈ N ,

θεj := Sj , for j ∈ I\ ({∅} ∪ N) .
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From (7.26) and (7.29), we get

v∅(x0)− E

 ∏
j∈Lθε\Dτ

(
e−γθεj vj

(
Xj

θεj

))1{θε
j
≤τj} ∏

j∈Lτ\Dθε

(
e−γτjgj

(
Xj

τj

))1{τj<θε
j}


= φ∅(x0)− E

 ∏
j∈Lθε\Dτ

(
e−γθεj vj

(
Xj

θεj

))1{θε
j
≤τj} ∏

j∈Lτ\Dθε

(
e−γτjgj

(
Xj

τj

))1{τj<θε
j}


= φ∅(x0)− E
[
1{θ̄ε<S∅}

(
e−γθ̄εv∅

(
X∅

θ̄ε

))1{θ̄ε≤τ∅} (
e−γτ∅g∅

(
X∅

τ∅

))1{τ∅<θε∅}
]

− E

1{θ̄ε≥S∅}

1{τ∅≥S∅}

|VS∅ |−1∏
ℓ=0

e−γS∅vℓ

(
X∅

S∅

)+ 1{τ∅<S∅}e
−γτ∅g∅

(
X∅

τ∅

)


≥ φ∅(x0)− E
[
1{θ̄ε<S∅}

(
e−γθ̄ε

(
φ∅

(
X∅

θ̄ε

)
− ζ
)
1{θ̄ε≤τ∅} + e−γτ∅g∅

(
X∅

τ∅

)
1{τ∅<θε∅}

)]
− E

1{θ̄ε≥S∅}1{τ∅≥S∅}

|VS∅ |−1∏
ℓ=0

e−γS∅
(
φℓ

(
X∅

S∅

)
− δ
)+ 1{τ∅<S∅}e

−γτ∅g∅
(
Xx

∅(τ∅)
)


≥ φ∅(x0)− E
[
1{θ̄ε<S∅}e

−γθ̄ε
(
φ∅

(
X∅

θ̄ε

)
− ζ
)
1{θ̄ε≤τ∅}

]
− E

1{θ̄ε≥S∅}1{τ∅≥S∅}

|VS∅ |−1∏
ℓ=0

e−γS∅
(
φℓ

(
X∅

S∅

)
− δ
)

− E
[
1{τ∅<θ̄ε∧S∅}e

−γτ∅g∅
(
X∅

τ∅

)]
,
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for any τ ∈ SL. Using (7.28), we get

v∅(x0)− E

 ∏
j∈Lθε\Dτ

(
e−γθεj vj

(
Xj

θεj

))1{θε
j
≤τj} ∏

j∈Lτ\Dθε

(
e−γτjgj

(
Xj

τj

))1{τj<θε
j}


≥ φ∅(x)− E
[
1{θ̄ε<S∅}e

−γθ̄ε
(
φ∅

(
X∅

θ̄ε

)
− ζ
)
1{θ̄ε≤τ∅}

]
− E

1{θ̄ε≥S∅}1{τ∅≥S∅}

|VS∅ |−1∏
ℓ=0

e−γS∅
(
φℓ

(
X∅

S∅

)
− δ
)

− E
[
1{τ∅<θ̄ε∧S∅}e

−γτ∅
(
φ∅
(
X∅

τ∅

)
− η
)]

≥ φ∅(x)− E
[
1{θ̄ε∧τ∅<S∅}e

−γ(θ̄ε∧τ∅) (φ∅
(
Xx0

∅ (θ̄ε ∧ τ∅)
)
− ζ ∧ η ∧ δ ∧ ε

)]
− E

1{θ̄ε∧τ∅≥S∅}

|VS∅ |−1∏
ℓ=0

e−γS∅
(
φℓ

(
X∅

S∅

)
− ζ ∧ η ∧ δ ∧ ε

)
= φ∅(x)− E

 ∏
i∈Vθ̄ε∧τ∅∧S∅

e−γ(θ̄ε∧τ∅∧S∅)
(
φi

(
X∅

S∅

)
− ζ ∧ η ∧ δ ∧ ε

) .

Applying Ito’s formula to the r.h.s. of the previous inequality, we have

φ∅(x0)− E

 ∏
i∈Vθ̄ε∧τ∅∧S∅

e−γθ̄ε∧τ∅∧S∅
(
φi

(
X∅

S∅

)
− ζ ∧ η ∧ δ ∧ ε

)
= ζ ∧ η ∧ δ ∧ ε+ E

[∫ θ̄ε∧τ∅∧S∅

0
−L
(
∅, e−γs

(
φ· − ζ ∧ η ∧ δ ∧ ε

)) (
X∅

s

)
ds

]
.

Therefore, since

E

[∫ θ̄ε∧τ∅∧S∅

0
−L

(
∅, e−γs(φ· − ζ ∧ η ∧ δ ∧ ε)

) (
X∅

s

)
ds

]
≥ 0 ,

from (7.27) and the definition of θ̄ε, we can conclude that

v∅(x0)− E

 ∏
j∈Lµ

θε\Dτ

(
e−γθεj vj

(
X∅

θεj

))1{θε
j
≤τj} ∏

j∈Lµ
τ \Dθε

(
e−γτjgj

(
X∅

τj

))1{τj<θε
j}


≥ ζ ∧ η ∧ δ ∧ ε ,

for any τ ∈ SL. However, since ζ ∧ η ∧ δ ∧ ε > 0, we get a contradiction of (4.8).

32



7.2 Proof of Theorem 5.4

Before establishing the comparison principle, we present the following preliminary lemma. In this

result, we examine the alterations in the PDE (5.9) when a multiplicative penalization is applied

to the viscosity solutions. Take C > 1 and κ > 0, to be fixed later, and define ϕ : Rd × I → R as

ϕi(x) := C |i|(|x|2 + 1)κ , (7.30)

together with the following operator

L̃ : I × Rd × R× Rd × Sd × RN → R(
i, x, r, q,M, (rℓ)ℓ∈N

)
7→ 1

2
Tr
(
σ(x)σ⊤(x)M

)
+ b̃(x)⊤q

+ α(x)
∑
k≥0

pk(x)

∏k−1
ℓ=0 ϕiℓ(x)

ϕi(x)

k−1∏
ℓ=0

rℓ − (α(x) + γ̃(x))r ,

with

b̃(x) = b(x) +

(
σσ⊤Dϕ

ϕ

)
(x) γ̃(x) = γ −

(
b⊤Dϕ

ϕ

)
(x)− 1

2ϕ(x)
Tr
(
σσ⊤D2ϕ

)
(x) .

We observe that the function b̃ and γ̃ do not depend on the variable i ∈ I, although the function

ϕ does.

Lemma 7.1. Let {ui}i∈I (resp. {vi}i∈I) be a bounded nonnegative continuous viscosity superso-

lution (resp. subsolution) to (5.9). Then, the functions {ũi}i∈I (resp. {ṽi}i∈I) defined by

ũi(x) =
ui(x)

ϕi(x)

(
resp. ṽi(x) =

vi(x)

ϕi(x)

)
, x ∈ Rd ,

are bounded nonnegative viscosity supersolution (resp. subsolution) to

min
{
−L̃i

(
x, ṽi(x), Dṽi(x), D

2ṽi(x),
(
ṽiℓ(x)

)
ℓ∈N

)
; ṽi(x)− g̃i(x)

}
= 0 , (7.31)

with g̃i(x) = gi(x)/ϕ(x), for (i, x) ∈ I × Rd.

Proof. We prove the supersolution case, the subsolution case is proven with the same techniques.

Fix (i0, x0) ∈ I×Rd and some test functions φ̃i ∈ C2(Rd), for i ∈ I , and ¯̃φ ∈ C0(Rd) satisfying

(5.13) and

0 = (ũi0 − φ̃i0) (x0) = min
I×Rd

(ũ· − φ̃·) .

Therefore, for φi = ϕiφ̃i, for i ∈ I, with ϕ as in (7.30), we have

0 = (ui0 − φi0) (x0) = min
I×Rd

(u· − φ·) .

Moreover, the condition (5.13) is satisfied with respect to the function φ̄ = ϕ ¯̃φ. Therefore, the

functions (φi)i∈I satisfy (5.9). Dividing this equation by the positive function ϕ and applying the
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product rule, we get that the functions (φ̃i)i∈I satisfy (7.31).

Proof of Theorem 5.4. We assume to the contrary that there exists (z, j) ∈ Rd × I such that

uj(z)− vj(z) ≥ δ , (7.32)

for some δ > 0. Take ũi = ui/ϕi (resp. ṽi = vi/ϕi), for i ∈ I, with ϕ as in (7.30). We take the

constant C in ϕ satisfying C > 1 and (5.14)-(5.15). We have in particular that

sup
(i,x)∈I×Rd

ũi(x) ≤ 1 , sup
(i,x)∈I×Rd

ṽi(x) ≤ 1 .

Since ui and vi are bounded and the constant κ in the definition of ϕ is strictly positive, we have

lim
(|i|,x)→∞

(ũi + ṽi)(x) = 0 . (7.33)

Combining this with (7.32), together with the fact that ϕ > 0, there exists (i0, x0) ∈ I × Rd such

that

M̄0+ := sup
(i,x)∈I×Rd

ũi(x)− ṽi(x) =ũi0(x0)− ṽi0(x0) ≥ δ

ϕj(z)
> 0 . (7.34)

For n ≥ 1, consider

M̄n = sup
(i,x,y)∈I×Rd×Rd

ũi(x)− ṽi(y)−
n

2
|x− y|2 .

From (7.33), there exists (in, xn, yn) such that

M̄n =ũin(xn)− ṽin(yn)−
n

2
|xn − yn|2 .

From the definition of M̄n, taking x = y in the previous supremum, we obtain

0 <
δ

ϕj(z)
≤ M̄0+ ≤ M̄n ≤ 2 . (7.35)

This yields

n

2
|xn − yn|2 ≤2 . (7.36)

Using (7.35) and (7.33), up to a sub-sequence, we can take in = i∗, for some i∗ ∈ I and all n,

and (xn, yn) → (x∗, y∗), as n → ∞. Therefore, (7.36) yields

lim
n→∞

|xn − yn| = 0 and x∗ = y∗ .

Moreover, from (7.35), we obtain

lim
n→∞

n

2
|xn − yn|2 =0 .
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Without loss of generality, we can take the maximization point in (7.34) to be (i∗, x∗), i.e., (i0, x0) =

(i∗, x∗). Therefore, as (xn, yn) ∈ Rd × Rd is a maximizer of M̄n, we may apply Ishii’s lemma (see,

e.g., Theorem 8.3, Crandall et al., 1992) and Lemma 7.1. Therefore, there exist An, Bn ∈ Sd such

that

min
{
−L̃i0

(
xn, ũi0(xn), n(xn − yn), An,

(
ũi0ℓ(xn)

)
ℓ∈N

)
; ũi0(xn)− g̃i0(xn)

}
≤ 0 ,

min
{
−L̃i0

(
yn, ṽi0(yn), n(xn − yn), Bn,

(
ṽi0ℓ(yn)

)
ℓ∈N

)
; ṽi0(yn)− g̃i0(yn)

}
≥ 0 ,

and

−3n I2d ≤

(
An 0

0 −Bn

)
≤ 3n

(
Id −Id
−Id Id

)
.

If there exists a subsequence of {xn}n, still denoted {xn}n, such that ũi0(xn)− g̃i0(xn) ≤ 0, we

would get

[ũi0(xn)− g̃i0(xn)]− [ṽi0(yn)− g̃i0(yn)] ≤ 0 ,

for any n. This is, however, in contradiction with (7.35), the fact that (xn, yn) → (x0, x0) and the

definition of (i0, x0). Therefore, we must have

−L̃i0

(
xn, ũi0(xn), n(xn − yn), An,

(
ũi0ℓ(xn)

)
ℓ∈N

)
≤ 0 , (7.37)

−L̃i0

(
yn, ṽi0(yn), n(xn − yn), Bn,

(
ṽi0ℓ(yn)

)
ℓ∈N

)
≥ 0 , (7.38)

for n large enough. Using a telescopic sum and the fact that the functions ui and vi are positive

and bounded by C, we have

∑
k≥0

pk(xn)

∏k−1
ℓ=0 ϕiℓ(xn)

ϕi(x)

k−1∏
ℓ=0

ũi0ℓ(xn)−
∑
k≥0

pk(yn)

∏k−1
ℓ=0 ϕiℓ(yn)

ϕi(yn)

k−1∏
ℓ=0

ṽi0ℓ(yn)

= ∆n +
∑
k≥0

pk(xn)
k−1∑
ℓ=0

ϕiℓ(xn)

ϕi(xn)

ℓ−1∏
ℓ̄=0

ui0ℓ̄(xn)

 (ũi0ℓ(xn)− ṽi0ℓ(yn))

 k−1∏
ℓ̄=ℓ+1

vi0ℓ̄(yn)

 ,

with

∆n :=
∑
k≥0

(pk(xn)− pk(yn))

∏k−1
ℓ=0 ϕiℓ(yn)

ϕi(yn)

k−1∏
ℓ=0

ṽi0ℓ(yn) .
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Using that (i0, xn, yn) is a maximizer of M̄n and (7.35), we have

∑
k≥0

pk(xn)

∏k−1
ℓ=0 ϕiℓ(xn)

ϕi(x)

k−1∏
ℓ=0

ũi0ℓ(xn)−
∑
k≥0

pk(yn)

∏k−1
ℓ=0 ϕiℓ(yn)

ϕi(yn)

k−1∏
ℓ=0

ṽi0ℓ(yn)

≤ ∆n +
∑
k≥0

pk(xn)
k−1∑
ℓ=0

ϕiℓ(xn)

ϕi(xn)

ℓ−1∏
ℓ̄=0

ui0ℓ̄(xn)

 (ũi0(xn)− ṽi0(yn))

 k−1∏
ℓ̄=ℓ+1

vi0ℓ̄(yn)


On the one hand, since

|∆n| ≤
∑
k≥0

|pk(xn)− pk(yn)|Ck , for n ≥ 1 ,

applying Proposition 7.4 (ii), we have ∆n → 0 as n → +∞. We get

∑
k≥0

pk(xn)

∏k−1
ℓ=0 ϕiℓ(xn)

ϕi(x)

k−1∏
ℓ=0

ũi0ℓ(xn)−
∑
k≥0

pk(yn)

∏k−1
ℓ=0 ϕiℓ(yn)

ϕi(yn)

k−1∏
ℓ=0

ṽi0ℓ(yn)

≤ ∆n +

∑
k≥0

pk(xn)C
kC

k − 1

C − 1

 (ũi0(xn)− ṽi0(yn)) .

Since C > 1, from Assumption A2, we have

∑
k≥0

pk(xn)C
kC

k − 1

C − 1
≤ 1

C − 1

∑
k≥0

pk(xn)C
2k ≤ 1

C − 1

∑
k≥0

pk(xn) exp (2k log(C))

≤ 1

C − 1

∑
k≥0

pk(xn)
∑
ℓ≥0

(2k log(C))ℓ

ℓ!

≤ 1

C − 1

∑
ℓ≥0

(log(C))ℓ

ℓ!
2ℓMℓ ≤ M̄

C

C − 1
.

Note that

Dϕ(x)

ϕ(x)
=

2κx

|x|2 + 1
,

D2ϕ(x)

ϕ(x)
= 4κ(κ− 1)

xx⊤

(|x|2 + 1)2
+ 2κ

Id
|x|2 + 1

,

for x ∈ Rd. Therefore, b̃ is locally Lipschitz and γ̃ − γ is equal to a bounded function in Rd

multiplied by κ. This means that there exists κ small enough such that

γ̃(x)− α(x)

(
M̄

C

C − 1
− 1

)
≥ 1

2

(
γ − ᾱ

(
M̄

C

C − 1
− 1

))
> 0 ,
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for all x in the neighbourhood of x0. Applying then (7.37)-(7.38), we get, for n large enough,

(γ̃(xn)− α(xn)(M − 1))ũi0(xn)−
(
γ̃(yn)− α(xn)

(
M̄

C

C − 1
− 1

))
ṽi0(yn) ≤(

b̃(xn)− b̃(yn)
)⊤

n (xn − yn) +
1

2
Tr
(
σσ⊤(xn)An − σσ⊤(yn)Bn

)
.

Sending n to infinity, we obtain

0 ≥
(
γ̃(x0)− α(x0)

(
M̄

C

C − 1
− 1

))
(ũi0(x0)− ṽi0(x0)) .

However, from (5.15) and for κ small enough, the previous equation is in contradiction to (7.32).
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