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“Everyone should have the possibility to get access to Language Technologies
in their native languages, including indigenous languages™

Digital technologies, in particular Language Technology, content development and dissemination,
play a growing role in influencing societal development and contributing to the intergenerational
transmission of Indigenous languages in today’s world.

In this context, policy and decision makers, language technology developers, media and information
providers, and other relevant public and private stakeholders should be alert and sensitive to barriers
which impede the availability of new technology, content and services to Indigenous language users.
Provisions should take account of consent considerations and should, where possible, encourage
the application of solutions whose delivery is based on open standards — in particular advanced
technologies such as Artificial Intelligence.

In this document, Language Technologies (LTs) range from simple keyboarding technologies,
spelling/grammar checkers up to speech and speaker recognition, machine translation for text
and audio, speech synthesis, spoken dialog, text and document understanding, generation and
summarization, sentiment and opinion analysis, answers to questions, information retrieval and
knowledge access, sign language processing, etc.

Language Resources cover all types of data sets including audio/video recordings, with or without
human annotations, textual corpora, lexica in a machine readable format. They also cover other
modalities such as sign languages.

We assume that (1) the needs of each person should be fulfilled and (2) particular attention should be
paid to people with specific needs.

The first 10 statements from the Strategic Document Drafting Committee are:

1. In order to break the digital divide, all communities, particularly indigenous communities,
should have the possibility to get access to all Language Technologies (LTs) by easily accessing
- or producing - multilingual knowledge, communication and education material, and services,
in or using their native languages.

2. Native languages should be usable for communication between humans speaking different
languages. Cross-lingual LT solutions exist and should be extended to cover all languages,
as needed. This will improve mutual understanding while facilitating the access to foreign
cultures.

3. Today only 2% of the 7,000+ languages spoken in the world are LT-enabled. Consequently,
languages that are not LT-enabled are at risk of never getting access to the digital world and
those languages with some digital presence yet weakly LT-enabled may quickly face digital
extinction to the benefit of the few so-called “major” languages.

4. Communities should have the capability to define their own needs, expectations and
requirements. Today, 20% of the human languages spoken on the planet cover about 99% of the
population !. It is very likely that LT development efforts depend on the market and community
size. It is essential to join forces with experienced communities to pay particular attention to
the remaining 80% of the languages?, irrespective of any consideration on economic interest or
community demographics.

1https ://en.wikipedia.org/wiki/List_of_languages_by_number_of_native_speakers
https://www.ethnologue.com/statistics/size
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. In many geographical areas, internet access and digital literacy are strong barriers which

have to be seriously addressed, in agreement with the local communities. Deployment of LT
applications and services is mainly hindered by the lack of language policies that should foster
both collections of needed and sharable language resources and expertise. For instance, having
a writing system, which is often the first building block of many technologies, is not always
a pre-requisite and can be overcome by resorting to alternative approaches based on spoken
information.

Most of the key state of the art LTs exist today as open source packages that could be
customized and tuned for all languages, assuming that needed language resources and expertise
are available. Such trend should be supported and encouraged. Nevertheless, more research is
required and so are technology improvement, easy adaptation and portability methodologies,
which should be part of a shared research agenda for all languages. The research community
should pay attention to languages with no digitized data to undergird participation and decisions
about where to invest resources should carefully consider this perspective.

. Assessment of LT performance for a given language should be systematically conducted to

ensure its usability for actual services. LTs that are not mature enough and hence not usable
may lead to more confusion than to building actual and valuable services. It is important to
ensure that a clear information is conveyed for experimental technologies and prototypes that
could be released to the public in languages where performance is not yet demonstrated to reach
industry benchmark.

. Education is a human right. The availability of online courses (e.g. MOOC) on important

domains is a major trend that has developed recently but for a limited number of languages. LT's
can help develop and improve the access to these online learning programmes for a non-native
audience. Such access can build on all modalities such as audio, video, text, sign languages,
etc. By extracting resources from archives of texts and stories, from oral or written culture, LTs
can also support the development of educational resources in the native languages.

Language preservation is part of the culture preservation and human heritage. LTs allow the
curation of resources such as audio/video recordings, textual corpora, grammars, and lexica,
among others, that are representative of the culture and language use within the community.
Through the curation of resources, language documentation activities can be conducted to
the benefit of future generations as part of their cultural heritage. Documenting a language
also requires to analyse the content collected; LTs can accelerate this process, allowing more
resources and more languages to be processed.

The revitalization of languages, particularly endangered languages, can be promoted by
granting indigenous communities a better access to native resources and knowledge. LTs can
also directly help revitalize languages: we can think of using speech synthesis and computer-
assisted language learning to allow people in the communities to remain exposed to both the
language sounds and to an accurate pronunciation of the language.
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Introduction by the Organizers of the Thematic Tracks Achievements
and Challenges (Day 2 and Day 3)

Gilles Adda, Khalid Choukri, Irmgarda Kasinskaite, Joseph Mariani, Hélene Mazo, Sakriani Sakti

Information and knowledge in different languages is key to the achievement of sustainable
development. The production of new knowledge and adequate responses to emerging challenges, such
as poverty, climate change, the digital divide, uneven economic opportunities and social exclusion,
will require the preservation of knowledge accumulated in local traditions and practices through the
appropriate tools.

In today’s world, digital literacy, access to broadband connectivity and quality content, including
in local languages, are also prerequisites for the fulfillment of our human rights and fundamental
freedoms, as well as for our participation in the development of societies. The denial of such rights
and freedoms concerns access to knowledge and information in different languages.

Despite the policies implemented and the technological progress achieved, many language users,
particularly Indigenous peoples, still experience barriers to access information online. At school,
in the workplace, and in everyday life, they encounter obstacles in using the domain name system,
mobile phones, computers, applications and other tools in their own languages. These difficulties are
compounded by gender, disability, linguistic, economic, socio-political and digital divides.

In this context, Language Technologies (LT), greatly contribute to the promotion of linguistic
diversity and multilingualism in the digital world. These are moving outside research laboratories
into numerous applications in many different areas. They include keyboard technologies,
spelling/grammar checkers up to speech and speaker recognition, machine translation for text and
audio, speech synthesis, and spoken dialogue. They also include text and document understanding,
generation and summarization, as well as sentiment and opinion analysis, answers to questions,
information retrieval and knowledge access, sign languages processing, etc.

However, a small number of over the 7000 languages spoken around the world have associated
Language Technologies, with various levels of quality. The majority of languages can be referred
to as under-resourced or as not supported. This situation puts the users of many languages — a vast
majority of indigenous languages — in a disadvantageous situation, creating a digital divide, and
placing their languages in danger of digital extinction, if not complete extinction.

For over a decade, UNESCO has been committed to promoting a new vision of inclusive knowledge
societies, highlighting the importance of creation, dissemination, preservation and utilization of
information and knowledge using digital technologies. This approach acknowledges the increasing
role of information and knowledge in society, as powerful resources for the creation of wealth, social
transformation and human development.

Therefore, UNESCO considers that it is mandatory to support linguistic diversity and multilingualism
as essential pillars of fostering pluralistic, equitable, open and inclusive knowledge societies. The
Organization also recognizes linguistic diversity and multilingualism as a source of enrichment
for humanity and development. It also encourages its Member States to develop comprehensive
language-related policies, to allocate resources and use appropriate tools in order to promote and
facilitate linguistic diversity and multilingualism, including the Internet and media. In this regard, the
Organization through the Recommendation concerning the Promotion and Use of Multilingualism
and Universal Access to Cyberspace, promotes the development of multilingual content and
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systems, facilitation of access to networks and systems, development of public domain content and
reaffirmation of equitable balance between the interests of rights holders and the public interest.

Furthermore, UNESCO as a lead United Nations agency for the organization of the 2019 International
Year of Indigenous Languages has worked to raise awareness on the critical status of many indigenous
languages around the world, and to mobilize necessary resources for an immediate action as well
as the implementation of the Action Plan for organizing the 2019 International Year of Indigenous
Languages.

Based on the Roadmap towards UNESCO’s World Atlas of Languages, the Organization is already
developing the online platform that will contain data on languages, policies, regulations, technical
recommendations and best practices in this field. It is expected that a new globally accessible and
open online platform will be used for monitoring and promotion of the world’s languages online,
strengthen cooperation and knowledge sharing. This will be by using open and inclusive technological
solutions among international, regional and national language institutions, language users and other
public and private partners.

Key messages

The development of Language Technologies provides opportunities to improve the free flow of ideas
by word and image in different languages and should leave no one behind regardless of the users’ age,
gender, abilities, language or location.

All language users should have access to Language Technologies and be able to use them to provide
and receive appropriate content and services in their own language.

Equipping language users with the necessary tools to benefit from the latest digital developments
requires the joint and long-term efforts of all stakeholders, including governments, language users, in
particular Indigenous peoples, academia, civil society and the private sector.

Major objectives, expected outcomes and outputs

Within the framework of the 2019 International Year of Indigenous Languages, the 3-day International
Conference looks at the evolving environment of linguistic diversity and multilingualism which
plays an important role in our societies. The event also aims to identify recommendations on how
to harness technology for the preservation, support and promotion of languages, including lesser-
used and indigenous languages, as well as on how to increase and facilitate communication between
language users. The Conference will conclude its work with an Outcome Document in order to set
out the direction for future global actions in the area of Language Technologies.

With a view to provide access to information and knowledge to all language users and facilitate
their inclusion and participation in building sustainable knowledge societies, UNESCO, in close
cooperation with the Government of the Khanty-Mansiysk Autonomous Okrug-Ugra (Russian
Federation), the European Language Resources Association (ELRA) and its Special Interest Group
on Under-resourced languages (SIGUL), and in partnership with UNESCO Intergovernmental
Information for All Programme (IFAP) and the Interregional Library Cooperation Centre, as well
as with support of other public organizations and sponsors, has organized this conference with
the title ""Language Technologies for All: Enabling Linguistic Diversity and Multilingualism
Worldwide' at its Headquarters in Paris, France from 4 to 6 December 2019.
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The major objective of the event is to promote the human rights and fundamental freedoms of all
language users to access and create information and knowledge in language they best understand
and to encourage all relevant stakeholders to take concrete measures for the promotion of linguistic
diversity and truly multilingual internet and Language Technologies, with special focus on indigenous
languages within the context of the international normative instruments and international cooperation
mechanisms such as the 2019 International Year of Indigenous Languages (1YIL2019).

The specific objectives are to:

o Identify existing challenges and barriers for
language users to access and create information
and knowledge in different languages,

The expected outputs:

e Concrete recommendations to improve the
status of linguistic diversity and multilingualism
with regards to the role of language technologies

in increasing access to multilingual information

and knowledge,
e Explore the relationship between technologies

and languages from a scientific, technical,
cultural, linguistic, economic and political
perspective,

e Research and identification of good practices
and technical solutions for the promotion of
linguistic diversity and multilingualism

e More public-private stakeholders engaged
in the production of multilingual content, the
establishment of enabling environments and
further deployment of appropriate Language
Technologies for the promotion of linguistic
diversity and multilingualism,

e Look at the socio-cultural impact of
technologies on languages and their users,
with special focus on lesser-used, minority and
indigenous languages,

e Raise awareness of the significance
and complexity of linguistic diversity and
multilingualism, and the sense of urgency for
taking concrete measures and actions by all
relevant stakeholders,

The expected outcome:

e Long-lasting commitment of all stakeholders
to the development of new Language
Technologies, as an effective and necessary
means for promoting linguistic diversity and
multilingualism.

e Share good practices on existing technological
solutions to tackle the growing linguistic divide
between users of different languages.

New technology such as Artificial intelligence is used in systems that provide translations between
languages, documentation of languages and learning languages through natural language and voice
interface platforms. While technology is advancing in artificial intelligence, some languages are
disadvantaged by the economic models prevalent in such emerging technologies.

The International conference has therefore also taken stock of the technological state-of-the-art in
language technologies, including Artificial Intelligence methods such as Machine Learning, including
Deep Learning, and its need for linguistic data.

The 3-day conference was composed of keynote talks, oral and poster presentations, panel discussions
as well as reports, demonstration of systems and innovative applications, and experiences gained in
the deployment of technologies in promoting linguistic diversity and multilingualism. Innovative
solutions were presented at the exhibition specially installed during the event.
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The event will draw conclusions and recommendations in an Outcome Document resulting from the
presentations, panel discussions and written contributions.

The conference gathered UNESCO Member States, international bodies, regional governments and
administrations, academia, language technology researchers, linguists, industry, indigenous peoples’
and language policy and decision makers from around the world.

The participation to the conference was on invitation only. The conference was well attended by 400+
participants.

Committees

The International Conference was organized by UNESCO, Government of the Khanty-Mansi
Autonomous Area — Ugra and the European Language Resources Association (ELRA) and its Special
Interest Group on Under-resourced languages (SIGUL), in partnership with the UNESCO Information
for All Programme (IFAP) and Interregional Library Cooperation Centre.

The Conference was conducted by a Coordination Committee that is chaired by the Assistant
Director-General for Communication and Information of UNESCO. Other members of the
Organizing Committee include a representative from the:

e Government of the Khanty-Mansi Autonomous Area — Ugra (Mr Alexey Shipilov, First Deputy
Governor of the Khanty-Mansiysk Autonomous Area — Ugra),

e European Language Resources Association — (Mr Khalid Choukri, General Secretary,
European Language Resources Association ELRA, Mr Joseph Mariani, Honorary President
of ELRA, and Ms Sakriani Sakti, Secretary, Joint Special Interest Group on Under-resourced
languages, SIGUL),

e UNESCO Intergovernmental Information for All Programme (Ms Dorothy Gordon, Chair and
Mr Evgeny Kuzmin, Vice-Chair),

e Steering Committee for the organization of the 2019 I'YIL2019 (Ms Aili Keskitalo, Indigenous
Co-chair and Chair of the Ad-hoc group on Language Technologies),

e UNESCO Secretariat (Ms Irmgarda Kasinskaite-Buddeberg and Mr Jaco du Toit).

The Coordination Committee is supported by sub-committees for Day 2 and Day 3:

o International Honorary Advisory Committee,
e Program Committee,
e Organizing Committees,

e Outcome Document Drafting Committee.



International Honorary Advisory Committee for the thematic tracks Achievements and
Challenges:

Ahmed Boukous, Rector, Institut Royal de la Culture Amazighe (IRCAM), Morocco

Anténio Branco, Professor, University of Lisbon & President of the European Language
Resources Association (ELRA), Portugal

Nicoletta Calzolari, Research Fellow, Institute for Computational Linguistics "A. Zampolli -
CNR & Honorary President of the European Language Resources Association (ELRA) and
LREC General Chair, Italy

Myrna Cunnningham, President of the Fund for development of Indigenous Peoples of Latin
America and the Caribbean (FILAC) & Former Chair, UN Permanent Forum on Indigenous
Issue, Nicaragua

Lang Fafa Dampha, Executive Secretary, African Academy of Languages (ACALAN), African
Union Commission, Mali

Attie de Lange, Director, South African Centre for Digital Language Resources (SADiLaR),
South Africa

Véronique Delvaux, FNRS Research Associate, University of Mons & President, Association
Francophone de la Communication Parlée (AFCP), Belgium

Jill Evans, European MP for Wales, UK

Vigdis Finnbogadéttir, Former President of the Republic of Iceland & UNESCO Goodwill
Ambassador for Language Diversity, the Vigdis Finnbogadéttir Institute of foreign Languages,
University of Iceland, Iceland

Martine Garnier-Rizet, Head of Digital Technology and Mathematics Department, ANR,
France

Dorothy Gordon,Chair, Intergovernmental Council, UNESCO Information for All Programme
(IFAP), Ghana

John Hansen, Professor, University of Texas at Dallas & President, International Speech
Communication Association (ISCA), USA

Aili Keskitalo, President, Sdmi Parliament, Norway

Mark Liberman, Professor, University of Pennsylvania & Director, Linguistic Data Consortium
(LDC), USA

Joseph Lo Bianco, Former President, Australian Academy of the Humanities & Professor of
Language and Literacy Education, University of Melbourne, Australia

Sixto Molina, Head of Secretariat, European Charter for Regional or Minority Languages DGII
& Directorate of Anti-Discrimination, Council of Europe, France

Makoto Nagao, Professor Emeritus, Kyoto University, Member of the Japan Academy, Japan
Satoshi Nakamura, Professor, Nara Institute of Science and Technology (NAIST) & General
Convenor, Cocosda & Oriental Cocosda, Japan

Dina Ocampo, Former undersecretary, DepED (Department of Education) & Professor, College
of Education, University of the Philippines, the Philippines

Patrick Paroubek, Senior Research Engineer, LIMSI-CNRS & President, Association pour le
Traitement Automatique des Langues (ATALA), France

Adama Samassekou, Founding Executive Secretary, AU/ACALAN, President, WSIS PrepCom
for the Geneva Phase, President, MAAYA the World Network for Linguistic Diversity &
Former Minister of Education, Mali

Algirdas Saugardas, Former European Deputy & former Minister of Foreign Affairs, Lithuania
Paul de Sinety, Délégué Général a la Langue Francaise et aux Langues de France, DGLFLF,
France

Ming Zhou, Principal researcher, Microsoft Research Asia & President, Association of
Computational Linguistics (ACL), China
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Chengqing Zong, Research Fellow, Chinese Academy of Sciences & President, Asian
Federation of Natural Language Processing (AFNLP), China

Program Committee for the thematic tracks on the Achievements and Challenges:

Tunde Adegbola, Executive Director, African Languages Technology Initiative (Alt-i), Nigeria
Mirna Adriani, Dean, Computer Science Faculty, Universitas Indonesia, Indonesia

Shyam Agrawal, KIIT Group of Colleges, Gurgaon, India

Ahmed Ali, Qatar Computing Research Institute, Hamad Bin Khalifa University, Qatar
Fadoua Ataa Allah, Institut Royal de la Culture Amazighe (IRCAM), Morocco

Antti Arppe, Alberta Language Technology Laboratory (ALTLab), University of Alberta,
Canada

Kalika Bali, Microsoft Research, India

Nicholas Barla, Indigenous Peoples Forum Odisha (IPFO), India

Dorothee Beermann, Norwegian University of Science Technology (NTNU), Norway, Polytext
AS, Norway

Martin Benjamin, Kamusi Project International, Switzerland

Laurent Besacier, Laboratoire d’Informatique de Grenoble (LIG), France

Brigitte Bigi, Laboratoire Parole et Langage (LPL), France

Steven Bird, Charles Darwin University, Australia

Sonia Bosch, University of South Africa, South Africa

Karim Bouzoubaa, Department of computer science, Mohammadia School of Engineers,
Mohammed V, University in Rabat, Morocco

Alena Butryna, Google Research, USA

Chris Cieri, Executive Director, Linguistic Data Consortium (LDC), UPenn, USA

Franciska de Jong, Executive Director, CLARIN European Research Infrastructure for
Language Resources and Technology, The Netherlands

Emmanuel Dupoux, EHESS, France

Salwa el Ramly, President, Egyptian Society of Language Engineering (ESOLE), Egypt
Vicent Fenollar i Sastre, Policy and Outreach Manager, Network to Promote Linguistic
Diversity (NPLD), Belgium

Colleen Fitzgerald, Former Director for Documenting Endangered Languages (DEL-NSF),
University of Texas at Arlington, USA

Mikel Forcada, Universitat d’ Alacant, Spain

Philippe Gelin, Head of Sector Multilingualism, DG/CONNECT - European Commission,
Belgium

Paul Geraghty, University of the South Pacific, Suva, Fiji

Dafydd Gibbon, Bielefeld University, Germany & Jinan University Guangzhou, China

Lea Gimpel, Deutsche Gesellschaft fiir Internationale Zusammenarbeit (GIZ) GmbH, Germany
Thibault Grouas, Délégation Générale a la Langue Francaise et aux Langues de France
(DGLFLF), France

Ximena Gutierrez- Vasques, Universidad Nacional Autonoma de Mexico, Mexico

Dieter Halwachs, Plurilingualism Research Unit, University of Graz, Austria

Thomas Hanke, University of Hamburg, Germany

Mary Harper, USA

Mark Hasegawa-Johnson, University of Illinois, USA

Audur Hauksdéttir, The Vigdis Finnbogadéttir Institute of Foreign Languages, University of
Iceland, Iceland

Julia Hirschberg, Columbia University NYC, USA

Misako Ito, Regional Adviser for Communication and Information, UNESCO Bangkok,
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Thailand

Mustafa Jarrar, Computer Science Dept Birzeit University, Palestine

Kristiina Jokinen, University of Helsinki, Finland

Alexey Karpov, St. Petersburg Institute for Informatics and Automation of the Russian
Academy of Sciences (SPIIRAS), Russia

Sanjeev Khudanpur, Johns Hopkins University, USA

Sabine Kirchmeier, Vice-President, EFNIL (European federation of National Institutions for
Languages), and Danish Language Council, Denmark

Kate Knill, Machine Intelligence Laboratory, Cambridge University, UK

Andras Kornai, Computer Science Research Institute, Hungarian Academy of Sciences (MTA
SZTAKI), Hungary

Simon Krek, JoZef Stefan Institute, Slovenia

Terry Langendoen, University of Arizona, USA

Eirik Larsen, Political Advisor, Sdmi Parliament, Norway

Gina-Anne Levow, University of Washington, USA

Haizhou Li, National University of Singapore (NUS), Singapore

Aijun Li, Institute of Linguistics Chinese Academy of Social Sciences, China

Lydia Liu, Institute for Comparative Literature and Society (ICLS), Columbia University, USA
Sjur Ngrstebg Moshagen, Head of Sdmi language technology application development, UiT
The Arctic University of Norway, Norway

Shri Narayanan, University of Southern California, USA

Girish Nath Jha, Jawaharlal Nehru University (JNU), India

Graham Neubig, Carnegie Mellon University, USA

Ailbhe Ni Chasaide, Trinity College Dublin, Ireland

Nathaniel Oco, the Philippines

Nicholas Ostler, Chair, Foundation for Endangered Languages (FEL), UK

Win Pa Pa, University of Computer Studies Yangon (UCSY), Myanmar

Cecilia Piaggio, Founder, LatinoAmericaHabla, Argentina

Thierry Poibeau, Ecole Normale Supérieure Paris, France

Delyth Prys, Bangor University, Wales, UK

Georg Rehm, DFKI Berlin, Germany

Michael RieBler, University of Eastern Finland, Finland

Clara Rivera, Google Research, UK

Mike Rosner, Department of Artificial Intelligence, University of Malta, Malta

Priyankoo Sarmah, Indian Institute of Technology Guwahati, India

Yusuf Sawaki, Center for Endangered Languages Documentation (CELD), Universitas Negeri
Papua, Indonesia

Odette Scharenborg, Delft University of Technology, The Netherlands

Holger Schwenk, Facebook Al Research, France

Mandana Seyfeddinipur, SOAS Endangered Languages Documentation Programme,
University of London, UK

Tanja Schultz, Cognitive Systems Lab (CSL), Universitit Bremen, Germany

Claudia Soria, Istituto di Linguistica Computazionale "A. Zampolli"- CNR, Italy

Virach Sornlertlamvanich, SIIT Thammasat University, Thailand & Musashino University,
Japan

Juan Steyn, South African Centre for Digital Language Resources (SADiLaR), South Africa
Sebastian Stiiker, Karlsruhe Institute of Technology, Germany

Akatsuki Takahashi, Advisor for Culture at UNESCO Office for the Pacific States, Samoa
Nick Thieberger, The Pacific And Regional Archive for Digital Sources in Endangered Cultures
(PARADISEC), University of Melbourne The ARC Centre of Excellence for the Dynamics of
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Language, Australia

Charu Bikash Tripura, Regional Capacity Building Coordinator Asia Indigenous Peoples Pact
(AIPP), Thailand

Jan Trmal, Center for Language and Speech Processing (CLSP), Johns Hopkins University,
USA

Alexey V. Tsykarev, Chair, Center of Support of Indigenous People and Civic Diplomacy
"Young Karelia", Former Chair, UN Expert Mechanism on the Rights of Indigenous People
& Incoming Expert Member, UN Permanent Forum on Indigenous Issues, Russia

Francis Tyers, Indiana University, USA

Charl van Heerden, Saigen, South Africa

Zygmunt Vetulani, Adam Mickiewicz University in Poznan, Poland

Lining Wang, Center for the Protection and Research of Language Resources of China Beijing
Language and Culture University (BLCU), China

Daniel Willett, Amazon Alexa R&D, Aachen, Germany

Masahiro Yamada, National Institute for Japanese Language and Linguistics (NINJAL), Japan

Organizing Committee for the thematic tracks on the Achievements and Challenges:

Gilles Adda, LIMSI-CNRS, France

Khalid Choukri, ELRA, France

Irmgarda Kasinskaite-Buddeberg, UNESCO, France
Joseph Mariani, LIMSI-CNRS, France

Hélene Mazo, ELRA, France

Sakriani Sakti, NAIST/RIKEN AIP/SIGUL, Japan

Format and structure

The International Conference programme of three days, consisted of plenary oral and poster sessions,
introductory presentations and panel discussions in each session, as well as the exhibition on
innovative Language Technologies and supporting events (such as the Welcome Reception).

An Outcome Document will capture the main debates and discussions and will seek to draw concrete
recommendations and solutions for informed decision-making regarding international cooperation,
research and development. The document will be globally distributed among various stakeholders
and integrated into new follow-up activities, including to the 2019 International Year of Indigenous
languages.

Language Technology exhibition

The exhibition showcased Language Technology solutions by both public and private partners, with
relevance to the theme of the conference.
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Program Overview:

Day 1. CONTEXT. Multilingualism for building knowledge societies

Opening Session
Keynote address:
Moderator:

Oral Session 1:
Moderator:

Oral Session 2:
Moderator:

Oral Session 3:
Moderator:

Oral Session 4:
Moderator:

Adama Samassekou, H.E. Ibrahim Albalawi
Evgeny Kuzmin

The multilingual landscape and Indigenous Languages
Gilvan Muller de Oliveira

Languages and Communication in the 21 century
Alisher Ikramov

Language policies and globalization: challenges and opportunities
Anuradha Kanniganti

Multilingualism in education and research
Coetzee Bester

Welcome Reception

Day 2. ACHIEVEMENTS. Applying Language Technologies for linguistic diversity and

multilingualism

Opening Session
Keynote:
Moderators:
Rapporteur:

Poster Session 1:
Moderators:

Oral Session 5:

Moderators:
Rapporteur:

Poster Session 2:
Moderators:

Daan van Esch
Marko Grobelnik, Heather Souther.
Eugenia Urrere

Pacific Languages
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Opening speech from Dr Moez Chakchouk, Assistant Director-General
for Communication and Information of UNESCO (December 5, 2019)

Good morning,

e Excellencies
o Distinguished guests
o High Representatives of China, France, New Zealand, Norway

e Ladies and gentlemen

It is my great pleasure to address you again, on the second day of this International Conference.
Thanks to all of you for being here today, despite current transportation challenges.

I would also like to repeat our gratitude to:

e the Government of the Khanty-Mansiysk Autonomous Okrug-Ugra (Russian Federation);

e the European Language Resources Association (ELRA) and its Special Interest Group on
Under-resourced languages (SIGUL);

UNESCO Intergovernmental Information for All Programme (IFAP);

the Interregional Library Cooperation Centre;

as well as additional public and private organizations and our sponsors.

Your invaluable institutional and financial support has enabled this timely event.

This conference is organized in the context of the 2019 International Year of Indigenous
Languages, proclaimed by a UNGA resolution that appointed UNESCO as lead UN Agency for
its implementation. This international year has aimed to raise awareness about the critical status of
indigenous languages worldwide, and the need to mobilize stakeholders and resources to promote,
revitalize and support them.

In an increasingly digitalized world, such outcomes can only be reached if concrete efforts are made
to close the existing digital gap between dominant, official languages and minority, lesser-used and
indigenous ones.

Throughout this international year, nearly nine-hundred (900) events have been taking place all
over the world. More than eighty-one thousand (81,000) individuals have joined the global online
community of the dedicated website, as well as on social media.
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Throughout 2019, UNESCO has carried out a series of regional consultations to identify
recommendations for future actions. These have been integrated in the Global Strategic Outcome
Document for the International Year. This Document includes a key conclusion on Language
Technologies’ role in influencing development and contributing to intergenerational transmission
of indigenous languages. Now, as the International Year is drawing to a close, this international
conference at UNESCO represents a unique occasion to reflect on future actions in the area of
Language Technologies.

For our part, since several decades, UNESCO has recognized linguistic diversity and multilingualism
as a source of both enrichment for humanity and development. In 2003, our Member States’ agreed
on the only normative instrument that currently exists at the UN level for the promotion of linguistic
diversity. It is called the Recommendation concerning the Promotion and Use of Multilingualism and
Universal Access to Cyberspace. 1t is a call for governments to develop comprehensive language-
related policies, and to allocate resources and use appropriate tools, including the Internet and media.

There is indeed new potential today, thanks to technological advance. The engagement of major tech
and IT companies in the promotion of linguistic diversity and multilingualism is vital for the future
of inclusive communication that does not leave indigenous languages behind.

Let us therefore also keep awareness that relatively few Language Technologies have been developed
in lesser-used, minority, and indigenous languages, partly due to the unavailability of rich datasets
in these languages. Additionally, speakers of these languages do not often have the means and skills
to develop strategies to promote their own languages online, or their integration into educational
programs and cultural industries.

To understand and map the imbalances, in 2020, UNESCO will launch an online platform for the
World Atlas of Languages, as a repository for linguistic diversity and multilingualism. It will be based
on a global data collection initiated by UNESCO in close cooperation with the UNESCO Institute of
Statistics (UIS), and on the work of leading experts. Next year, we as UNESCO will also publish a
World Report on the status of languages, which will include new information and detailed data on
human languages, including official and unofficial, spoken as well as sign languages. We hope these
will be of use to you going ahead.

Meantime, [ am confident that you, the experts and professionals, gathered during these days will
devise strategies to address the many challenges to ensure the development and mainstreaming of
Language Technologies in minority, lesser-used languages, as well as the main ones. Such multi-
stakeholder partnership is one of the key pillars on which the Action Plan of the International Year is
based.

This spirit of co-operation should inform new research directions and business strategies to help
reduce the cost for developing language technologies, and to encourage an increase in knowledge-
sharing practices. This will be the role of the forward-looking Outcome Document of your
deliberations. Your recommendations in this Outcome Document will help shape cooperation,
research and development.

Your recommendations will also be significant in the light of the proposed declaration of a decade of
indigenous languages between 2022 — 2032, which will be decided by the United Nations General
Assembly (UNGA) later this month. In other words, the future is there for us to make.

I thank you for your attention and wish you fruitful deliberations.

Moez Chakchouk, Assistant Director-General for Communication and Information of UNESCO
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Speech from Dr Khalid Choukri, ELRA Secretary General (December
5,2019)

Excellencies
Ladies and gentlemen
Dear Colleagues

I am very honored to welcome you all on behalf of the European Language Resources Association.
Being a member of an indigenous community myself makes this conference a very special event.

I am very honored to be here today to share with you both our hopes, our plans and our objectives,
in organizing and supporting this first Language Technologies for All conference. We are confident
that we are setting a major sustainable milestone that we will develop for the years to come.

I am responsible for the operations of the European language Resources association and would like
to take this opportunity to share with you some of our visions.

The European language resource association (ELRA) is a non-for profit organization based in
Europe and acting globally, set up in 1995 (this year we celebrate our 25" anniversary) with the
primary mission to support the development of Language Technologies by making language resources
available and shareable.

ELRA is a membership-based organization and we are very proud to have among our 50+ members
some of the key players from industry and academia but also over 1000 individual members from all
areas of Language Technologies, worldwide.

When analyzing the main stream of Language Technologies, we see that today’s key paradigm, (and
we will review the situation over the next two days), is the data driven paradigm. Whether we talk
about Machine Learning, Deep Learning or simply Artificial Intelligence, the main fuel remains data,
and we often state that the best data is more data.

ELRA has managed to secure more than 1,400 resources covering. All modalities from Audio/visual,
to text, terminology, lexicographical data, sign language resources, data for OCR, and many more
modalities, to ensure that several Language Technologies can be developed.

Unfortunately, when I look through the ELRA language resources catalogue but also other data
centers, I see that the number of languages we serve is very low; not more than 100 and not all
of them with enough data for the development of real applications. This shows the efforts needed to
cover even very very partially the needs of the 7000 human languages.

To ensure that the identified resources are usable, we pay serious attention to the ethical as well as the
legal aspects when collecting and processing such data.

Our expertise in clearing all Intellectual Property Rights (IPR) helps our partners to have a legal
access to the resources they need but also ensures that the right holders get the right credit and
acknowledgment, in particular when resources are shared for free. Addressing these IPR issues at
the early stages of data collection and production foster the use and reuse of language resources.
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In addition to our mission of identifying language resources, negotiating the distribution agreements
and licenses, ELRA also produces resources on-demand both for research and commercial
applications, very often in partnership with our local colleagues.

To illustrate this production process I would like to highlight the role of public policies and exemplify
this through two cases.

Almost 20 years ago, the European Union decided to co-fund the development of speech resources for
most of the European Union languages. We established a consortium that collected data for telephony,
automotive, and entertainment applications, among others, and extended the language coverage to
Latin America, North Africa, and Asia. These resources are very likely an important trigger of some
of the today’s speech interaction and dictation applications we see on our smartphones.

The second scenario is also a European Commission funded project initiated a few years ago in the
framework of a European regulation called “Public sector information directive”. Under this directive,
all public data have to be made available both for research and industry. An important part of the
data that we collected with our partners of the European Language Resource Consortium consists of
parallel corpora with aligned multilingual texts that have been used to improve the performance of
the Neural-based Machine Translation services used by the European public bodies.

Why am I quoting these cases?

The main reason is to highlight the need for public policies but also for public-private partnerships
to produce the required resources. The production processes have gained a tremendous efficiency
and cost-effectiveness today compared to 20 years ago, which can be put forward as an argument for
investments in Language Resources.

In the first year of ELRA, while working together with another European network, ELSNET, we
introduced the concept of Basic LAnguage Resource Kit (BLARK), a Language Resource and
Language Technology package that would comprise a minimal set of resources that can encourage
researchers to tackle the needs of any language. ELRA advocates for open source policy, in particular
for the under-resourced Languages and the indigenous languages.

Another important achievement of ELRA is the set-up of a major conference, the Language
Resources and Evaluation Conference (LREC) that focuses on Language Resources and evaluation
of technologies. LREC, set up in 1998, takes place every two years. The next edition was due to take
place in May 2020, here in France, in Marseille. It will be held in Marseille in 2022.

Now, LREC steadily attracts 1300+ participants from all over the world, who discuss all issues
related to language resources I mentioned before, and more. ELRA brings together experts from all
Language Technology areas such as speech interaction, spoken dialogue, speech to speech translation,
machine translation, sentiment analysis, sign language issues, emotion and affective computing,
optical character recognition, text analysis, lexicography terminology, etc.

But in addition to the main conference, LREC makes room to a large number of satellite workshops
and tutorials which are smaller events (with 20 to 50 experts getting together) to discuss and explore
more specific topics from sign language issues to global lexicography to Arabic, Semitic, Indian,
African languages, etc.

During LREC we also cover topics that we will address today and tomorrow with sessions dedicated
to infrastructures or strategic roadmaping.
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ELRA is also partnering with other organizations to create more synergies. To this end, ELRA
and ISCA (international speech Communication association) have established a joint special interest
group on Under-Resourced Languages. The core mission of SIGUL, this Special interest Group,
is to support linguistic diversity through language technologies and promotes research activities for
languages that don’t benefit of substantial resources in the Digital world. The special interest group
organizes workshops and tutorials to develop its mission. With over 300 members from 34 countries
we are looking forward to high-value achievements in the near future.

ELRA feels very proud to see the hundreds of languages that have now access to technology and
measure how far we have come. But also foresees the road ahead, a long and difficult one, that will
require the involvement of all of us: citizens from indigenous populations, civil society/NGO, as
well as government and policy makers. Under a clear ethical statement that indigenous communities
should have the capability to define their own needs, expectations, and requirements.

We are very proud to join forces with UNESCO and Khanty-Mansi Region to bring in more experts
and language activists to help us draw attention to the requirements and the expectations of indigenous
peoples for the languages that don’t have all the resources needed by today’s technology.

I wish you, I wish us, a very fruitful Language Technologies for All conference.

Khalid Choukri, ELRA Secretary General and ELDA CEO
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Abstract

This paper presents four of the impact areas for applications in speech technology identified by the National Swedish Language Bank
(Sprakbanken) and currently being explored by the Speech Section of the Language Bank (Sprakbanken Tal). The four areas defined
are Cultural Heritage, Inclusion and Accessibility, Health and Aging, and Digitalization. In addition, the paper introduces Edyson, a tool
developed at KTH and used for accessing large quantities of speech data. Current use of Edyson in a research project relating to Cultural
Heritage and historical speech recordings is presented and discussed.

Keywords: speech annotation, speech browsing, cultural heritage recordings
Résumé

I detta dokument presenteras fyra viktiga omraden inom talteknologi som har definierats av Nationella Sprakbanken som angeldgna och
som kartliggs av Sprikbanken Tal. De fyra omrddena dr Kulturarv, Inkludering och Tillginglighet, Hilsa och Aldrande och
Digitalisering. Dessutom introduceras Edyson, ett verktyg utvecklat vid KTH och som anvinds for att fa atkomst till stora méngder
taldata. Nuvarande tillimpning av Edyson i ett forskningsprojekt som ror kulturarv och historiska talinspelningar beskrivs och diskuteras.

1. Introduction

The National Swedish Language Bank (Sprakbanken) was
inaugurated nearly half a century ago, in 1975, at the
University of Gothenburg’s Department of Swedish. It has
since been a nationally and internationally acknowledged
research unit with a focus on language resources and
language technology. In 2014, Sweden received funding
from the Swedish Research Council to join the European
language infrastructure Clarin ERIC, which supports
language technology in the humanities and the social
sciences, and SweClarin was formed. In 2018, the national
research infrastructure National Swedish Language Bank
(Nationella Sprakbanken) was awarded funding from the
Swedish Research Council, which also secured the
continuation of Swe-Clarin.

In addition to providing for the continued operation of the
original Sprakbanken (now Sprékbanken Text), Nationella
Sprékbanken adds two new branches: Sprakbanken Sam
(Eng. “Society”) and Sprakbanken Tal (Eng. “Speech”).
Sprakbanken Sam is operated by the Swedish Language
Council at the Institute for Language and Folklore (ISOF),
which supports research on the languages, dialects and
other parts of the intangible cultural heritage in Sweden;
and Sprakbanken Tal is operated by the Division of Speech,
Music and Hearing at KTH, which caters for resources on
speech, speech science, and speech technology.

This paper presents four of the impact areas identified as
important for the development of applications using speech
technology in Swedish: Cultural Heritage, Inclusion and
Accessibility, Health and Aging, and Digitalization.
Examples of current activities in each area are presented
including a more detail description of the tool Edyson, used
for accessing large quantities of speech data specifically
within the area of Cultural Heritage.

2. Four impact areas

2.1 Cultural Heritage

Cultural Heritage is an important area both on a national
and a European scale: according to EU Commissioner
Carlos Moedas (in charge of Research, Science and
Innovation) positions innovation in cultural heritage in “the
intersections between old and new, between physical and
digital, and between disciplines”. The European Strategy
Forum on Research Infrastructures (ESFRI) has identified
CLARIN ERIC (Common Language Resources and
Technology Infrastructure) as one of two Research
Infrastructures (RIs) of pan-European interest that meet the
long-term needs across all scientific areas including social
and cultural innovation. Speech technology has the
potential to play a key role in cultural heritage, an area
where speech is prevalent, but rarely approached with
objective and efficient tools.

One of the projects currently running at KTH is a project
that develops and makes available speech-to-text, or speech
recognition, that is specifically adapted to work on archive
materials. There are huge sets of speech and audio data in
Swedish archives that cannot be used because they cannot
be indexed, simply due to their size. The project produces
speech technology research impact in the Cultural heritage
area by making digitized audio materials truly available
digitally, and pushes Swedish speech recognition forward
by developing analysis and adaptation methods and by
experimenting with new, previously unavailable training
data. The application and tool, Edyson, presented in section
3 below, is an example of the innovative applications that
are being developed at KTH in this area.

2.2 Inclusion & Accessibility

Inclusion and Accessibility is a key area for a sustainable
and humane future society in a number of policies and
strategies. Among these, we find UN Resolution 70/1,
"Transforming our World: the 2030 Agenda for



Sustainable Development". The European commission’s
policy “Digital Inclusion for a better EU society” aims to
ensure that everybody can contribute to and benefit from
the digital economy and society through the development
of assistive technologies. The Swedish government has
published an action plan for agenda 2030, which again
points to inclusion as a key area. Among its directives, it
states that people's ability to participate in society shall not
be governed by their background, their needs, or their
preconditions. Speech technology plays a key role here, in
particular with respect to the wide range of people who for
whatever reason are excluded from written information.

A current project at KTH develops and makes available
Swedish text-to-speech, or speech synthesis, that is suitable
for reading aloud the kind of lengthy, complicated texts
found in books. Talking books and audio books are
notoriously expensive to produce, yet they are essential to
inclusion. The project has a special focus on designing and
testing innovative evaluation methods for measuring the
usability of speech synthesis for the general public and for
people with cognitive impairments. The ability to control
speaking style, speech rate and articulatory clarity to
optimally cater for different users and listening conditions
is also a research topic. The project produces speech
technology research impact in the [Inclusion and
Accessibility area by paving the way for making all books
available as talking books or audio books. It pushes
Swedish speech synthesis forward by researching methods
specifically targeting the particular difficulties that arise
when synthesizing read aloud books, as well as defining
currently non-existing evaluation criteria for such speech
syntheses.

2.3 Health & Aging

The Europeans Commission’s policy “Research and
innovation in digital solutions for health, wellbeing and
ageing” includes both innovating health systems and
promoting technology that supports healthy and
independent living for the elderly. The range of successful
speech technology applications in this area is growing at
significant speed. Examples include support systems for
the health sector, such as automatic transcription of
prescriptions; teaching and training applications; and
systems for diagnosis, prevention, treatment and
rehabilitation.

The project, “Dialogue for Rehabilition,” develops and
makes available methods for human-computer dialogues
designed to assist with (early) diagnosis, prevention, and
rehabilitation. There are a number of health care areas in
which relatively repetitive and simple dialogues are used
for these purposes (e.g. dementia, autistic spectrum
disorders, Parkinson). The project aims to research and
generalize these dialogues and to create a dialogue platform
that is specifically designed for their implementation.
Integrity issues pose a major hurdle here, as they make it
difficult, for example, to use commercial cloud based
solutions.  The project produces speech technology
research impact in the Health & Ageing impact area by
laying the foundation for a kind of patient-machine
dialogue that has already proven very efficient in
experiments. It pushes Swedish spoken dialogue system
research by providing a new clear and useful dialogue type

and connecting this to end users, and it will drive research
into speech anonymization methods.

2.4 Digitalization

The area of digitalization is highlighted by the European
Commission, by the Swedish government, and by KTH's
long-term strategy as important for providing new revenue
and value-producing opportunities in the process of moving
to digital business and customer services. Conversational
Al platforms using speech technology are seen to be among
the strongest instigators of investments that exploit Al in
the near future. This area of speech technology is one of the
key strengths of Swedish speech technology in general and
of KTH in particular.

At KTH we are building Conversational Al systems that
give non-experts easy access to advanced support and
guidance. In this project, we explore how conversational
systems can be improved through better use of interactional
data and by exploring additional modalities such as gaze
and breathing. We focus on methods that detect human
activities and affective states, and investigate how these can
improve conversational skills of e.g. social robots and
intelligent voice assistants. The project concerns the
digitalization of companies and their processes with the
help of speech technology.

3. Edyson

This section describes Edyson, a web-based framework for
browsing and annotating large amounts of speech and
audio data.

3.1 Temporally disassembled audio

Edyson is based on the notion of temporally disassembled
audio (TDA), which is the idea of deconstructing an audio
file along its temporal axis with the intent of producing a
set of unordered sound snippets of short duration (Fallgren,
Malisz, and Edlund, 2019a). Given a set of these short
sounds one could rearrange them, and as such listen to
them, in any order or manner one wants. Perhaps most
importantly, the sounds do not need be ordered in a
conventional 1-dimensional sequence, but could for
instance be arranged along two axes according to some
feature — as is the case of Edyson. The purpose of the
process is to remove the time constraints that typically
come with analyzing large audio files manually.

3.2 Audio processing

Given an audio file, the audio processing pipeline of
Edyson conceptually consists of three main steps. First, the
audio is temporally disassembled into snippets of equal
length, typically in the range of a few hundred milliseconds
to a couple seconds. Second, feature extraction is
performed for every snippet, as such representing the short
sound as a vector. The decision of what features to use is a
tough problem in itself, and depends on the nature of the
sound and the purpose of the analysis. MFCCs (Eyben,
Wollmer and Schuller, 2010) are, however, commonly
used for speech and are as such used as default in Edyson.
Third, the feature vectors are then run through a
dimensionality reduction algorithm, e.g. t-SNE (Maaten
and Hinton, 2008) self-organizing maps (Kohonen, 1982)
that maps every vector to two dimensions - effectively
generating a set of xy coordinates for every sound snippet.



3.3 Interface and functionality

The set of coordinates outputted by the audio processing
pipeline are visualized in a 2D plot. The distribution of
points, and potentially formed clusters, is based on the
nature of the feature space, along with whatever properties
of the sound the dimensionality reduction algorithm deems
most prominent. In other words, two points that are
similarly distributed in the plot should also have similar
acoustic properties.

The Edyson interface (see Figure 1) has a list of
functionalities of which only the essentials will be covered
here; for a more extensive list see (Fallgren, Malisz and
Edlund, 2019a) or the online documentation'. The most
important functionality is the listening function, which
allows the user to listen to the temporally disassembled
audio. This is done by simply hovering over a region of
points using the cursor, the system then samples randomly
from the selected points and plays the sounds with some
overlap which produces a blend of sounds. The parameters
of the listening function can be adjusted in real-time in the
Edyson interface. For more information on the listening
function see Cocktail (Edlund, Gustafson and Beskow,
2010; Fallgren, Malisz and Edlund, 2018). If the user finds
an interesting region they can assign a label to it by coloring
the points of interest; the timeline then provides
instantaneous feedback on where the colored region occurs
in the original audio. Furthermore, the dimensionality
reduction algorithm can be dynamically changed in real-
time which may give the user new information. Edyson can
also output any potential findings, specifically, the export
function temporally reassembles every sound snippet with
their respective label (color). The output can then be
imported into other software for further analysis.

3.4 Exploration and annotation

The reason for using Edyson is at least twofold. First, it is
an appropriate method for browsing some audio quickly
and as such a way for researchers to gain insight into the
nature of their data. This is a task that might seem trivial at
first, but it is often challenging given the large size of
modern audio collections. As an example, the National
Library of Sweden in Stockholm hosts many millions of
hours of audio-visual data. It is entirely conceivable that a
lot, if not most, of these data, are not properly labeled, as is
the case for other speech archives and audio collections.
The process of TDA allows for fast and efficient browsing
of audio which greatly facilitates many downstream tasks
within research and audio analysis.

Edyson can also be used for annotation; however, it should
be noted that its purpose is not to rival existing software
highly specialized for control and efficiency for annotation.
Rather, the annotation functionality in Edyson simply
serves to provide the user with a basic set of labels of their
findings, that for instance could be refined in further
analysis.

3.5 Previous results and application areas

Although Edyson is still a work in progress it has shown
potential for several different tasks. Fallgren, Malisz, and
Edlund (2018) presented an early version and found
evidence for the exploration aspect of the method.
Specifically, it was shown that the TDA approach could be
used to gain insight into different types of audio, e.g.
speech, short speech segments, music, and animal sounds.
Fallgren, Malisz and Edlund (2019b) conducted

experiments where participants explored and properly
labeled speech and applause segments in ~10 hours of
presidential speeches in a matter of minutes. Most

1l
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Figure 1 : Edyson interface during browsing of a 1 hour long presidential speech. 1) 2D plot, every point corresponds to a
1 second segment ; 2) Cursor, used for listening and coloring of points ; 3) Timeline, gives instant feedback when coloring.

' See github.com/perfall/Edyson for further information and
installation instructions.



importantly, the participants did not have any prior
knowledge of what the audio contained. Fallgren, Malisz,
and Edlund (2019a) provided further evidence for the
exploration and annotation aspect of Edyson by annotating
100 hours of noisy radio transmission data for speech
activity in less than 45 minutes. Furthermore, pilot results
have shown that the tool can be used to gain insights in
several areas of speech and audio analysis, e.g. vowel
detection, speaker separation, music browsing, noise
detection to name a few. Potential application areas are
mostly limited by the selection of features, as they carry the
information that may or may not capture certain aspects of
sound.

Currently Edyson is being used in the project TillTal (Berg
et al. 2016), that aims to make cultural heritage recordings
accessible for speech research. The Institute for Language
and Folklore (ISOF) is engaged in the project and hosts
more than 20,000 hours of speech recordings, most of
which are digitized. The technology presented here has
proven to be a fruitful resource regarding the task of
utilizing the large quantities of speech data at hand.

Another reason for using Edyson is that it is completely
language independent; one could even explore a recording
containing two different spoken languages with the hope of
finding similarities or distinctions. It may also help reveal
contents of one’s data that would otherwise not be found.
For instance, when browsing the contents of an hour-long
archived interview it was directly evident that there was a
minute-long violin-segment in the middle of the recording.
In many scenarios observations like this are important and
shed light upon the importance of human-in-the-loop
frameworks like Edyson.

4. Conclusion

There is currently a wide range of diverse activities in
Sweden, particularly at KTH, for research and development
of speech technology oriented to the Swedish language.
While much of this activity is specifically oriented to
Swedish, many of the resulting tools and applications, such
as the tool, Edyson, presented here, can be used or adapted
for use for any language.
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Abstract

Rapid Integrated Assessment (RIA) is a United Nations Development Programme procedure involving a comparison between a country’s
development policy documents and the UN-defined Sustainable Development Goals. In this paper, we present the Serbian AutoRIA
system that automates this procedure in Serbian, a resource-limited yet morphologically rich language. We discuss the issues regarding
the preprocessing of data for this task, and the general architecture and language-related specificities of the system. We also evaluate the
performance effects of various system settings using the results of a previous, manually completed RIA procedure for Serbia.

Keywords: social good, Sustainable Development Goals, semantic search, word embeddings, word2vec
Résumé

Brza integrisana procena (engl. RIA) je procedura Programa Ujedinjenih nacija za razvoj koja podrazumeva poredenje drzavnih strateskih
dokumenata o razvoju i ciljeva odrzivog razvoja koje su definisale Ujedinjene nacije. U ovom radu predstavljamo srpski AutoRIA sistem
koji automatizuje ovu proceduru na srpskom, jeziku sa ograni¢enim resursima, a razvijenom morfologijom. Razmatramo probleme koji
se ticu pretprocesiranja podataka za ovaj zadatak, kao i opstu arhitekturu i jezicke specificnosti sistema. Takode evaluiramo efekte

razli¢itih podesavanja sistema na njegove performanse koristeci rezultate ranije, ru¢no sprovedene RIA procedure za Srbiju.

1. Introduction

In September 2015, the United Nations adopted the Agenda
for Sustainable Development by 2030, which aims to direct
development policies globally. It contains 17 Sustainable
Development Goals (SDGs) divided into 169 SDG targets.
The Agenda addresses various global challenges, including
those related to poverty, inequality, climate, environmental
risks, cooperation, and peace and justice. In order to assess
a country’s readiness for SDG implementation, the UN
Development Programme (UNDP) created the Rapid
Integrated Assessment procedure (RIA). RIA involves a
manual examination of laws, plans, strategies, and other
relevant documents, with the aim of determining the degree
of alignment between a national development framework
and the goals and targets of the 2030 SDG Agenda.
Performing a Rapid Integrated Assessment requires
significant human expert labor, and is, thus, costly, in terms
of both time and finance. The required human expertise
includes not only a high degree of domain knowledge, but
also proficiency in the language in which the relevant
national documents are written, which may be prohibitive
factors for minor languages.

In this paper, we present a system that automates the RIA
procedure in Serbian, a morphologically rich yet resource-
limited language, using natural language processing (NLP).
This work was carried out within the scope of a UN
Development Operations Coordination Office innovation
project, led by the UN Country Team in Serbia. All the
resources and the programming code in Python are publicly
available at the Serbian AutoRIA GitHub repository!.

The remainder of the paper is structured as follows: in
Section 2, we review previous work on RIA automation, as

! https:/github.com/UNDP-Serbia/SerbianAutoRIA

well as related NLP work for the Serbian language. We also
outline a previous, manually completed RIA in Serbian. In
Section 3, we discuss the preprocessing of data in Serbian
and the architecture of the Serbian AutoRIA system, and in
Section 4 we evaluate its results. Section 5 contains our
conclusions and some potential avenues of future research.

2. Related Work

The first and, to the best of our knowledge, the only
previous effort in automating the RIA procedure was a
semantic search approach by Galsurkar et al. (2018). It is
centered on a semantic model that compares the meaning
of every SDG target description with the meaning of every
sentence/paragraph from a policy document. This model
was applied to data in English, using previously conducted
manual RIAs and national development plans for Bhutan,
Cambodia, Liberia, Mauritius, and Namibia.

Previous work on the semantic similarity of short texts in
Serbian has been limited. Furlan, Batanovié, and Nikoli¢
(2013) proposed a short-text similarity method based on
using string and semantic measures with term frequency
weighting, and evaluated it on the paraphrase detection
task. Batanovi¢, Cvetanovi¢, and Nikoli¢ (2018) presented
a corpus of sentence pairs in Serbian annotated with fine-
grained similarity scores, and used it to evaluate several
supervised and unsupervised semantic similarity models.
They found that combining term frequency weighting with
a part-of-speech weighting strategy proposed in (Batanovié
and Boji¢, 2015) yielded the best results.

A manual RIA for Serbia was conducted in 2018 by eight
policy experts working for close to three months. A total of
145 potentially relevant national documents were detected,
but an online document file was found for only 132 of them.



3. Serbian AutoRIA System

Due to the very limited scope and timeframe of the project
within which this research was undertaken, we focused
mostly on adapting the approach of Galsurkar et al. (2018)
to the resource limitations and morphological specificities
of Serbian, and verifying its viability in this setting. We will
first describe the particularities of preprocessing the data in
Serbian, and then the functioning of the AutoRIA system.

3.1 Data Preprocessing

We encountered three main data preprocessing issues —
limitations regarding data availability and readability,
script variation due to the digraphia present in Serbian, and
the high morphological complexity of the language.

3.1.1

Most of the 132 policy documents collected during the
manual RIA process for Serbia were in PDF format, while
some were in the form of Word or Excel files. File formats
became a major concern in the preparation of data for the
AutoRIA system, since NLP models operate on plain texts,
and the extractability of plain text from different file
formats varies greatly. A specific requirement regarding
text extraction was the preservation of correct separation of
distinct textual units, such as list items, table cells,
headings, paragraphs, etc. This was necessary, since policy
documents (e.g. action plans) often contain large tables and
lists, and a semantic match for an SDG target can often be
found in a single list item or table cell. Similarly, a target
match can be a particular document heading or paragraph.

Automatic text extraction from PDFs proved to be quite
problematic — no text extraction libraries we experimented
with (e.g. PDFMiner, PyPDF2, etc.) retained the correct
text formatting from the original documents. Instead, table
structure was lost in the output, with table cells converted
out of order, making it impossible to confidently determine
the boundaries between cell contents. Paragraphs were
broken into multiple text lines, often in the middle of a
sentence, depending on how many lines a paragraph was
visually separated into within the PDF. The same issue
occurred with longer list items, headings, etc. This made it
impossible to detect the boundaries between individual
textual units in the extracted plain text, preventing the
AutoRIA system from functioning properly, as it is based
on comparing the meaning of individual textual units with
the meaning of each SDG target. Moreover, though most
PDF files were generated via Word to PDF conversion,
some were actually collated page scans. The low quality of
these scans made proper text extraction using optical
character recognition infeasible. All these issues prompted
us to replace the PDF files with a more suitable file format.
We opted for Word files, since they are the most prominent
file type after PDFs in the legal domain in Serbia, and since
simple copying of their contents into plain text preserves
the original text layout as much as possible. We used two
main sources for procuring the replacement files:

e www.pravno-informacioni-sistem.rs — the web service of

the Official Gazette of the Republic of Serbia
e www.srbija.gov.rs — the official website of the
Government of the Republic of Serbia

In cases when these sources were insufficient, we searched
the websites of various government ministries, NGOs, etc.

Document Collection and Text Extraction

2 https://github.com/opendatakosovo/cyrillic-transliteration

However, despite our best efforts, Word file equivalents
could not be found for all policy documents. In such cases,
we turned to alternative file formats that are still superior
to PDF in terms of text extractability, like HTML and
Excel. In the end, out of the initial 132 documents, Word
files were found for 110, an Excel file for one, HTML files
for three, while no replacements were found for the
remaining 18 PDFs. Out of those 18, we used Adobe
Acrobat Pro’s proprietary plain text extraction module on
15, while three documents were discarded due to poor text
extractability. We found Acrobat’s implementation to be
superior to that of open source libraries, though still not
perfect, especially with regard to preserving the ordering of
table cells and footnotes in the extracted text.

The final policy document set therefore totaled 129
documents converted into plain text. The length of the
documents varied widely, from a minimum of around a
dozen pages, to a maximum of circa 1500 pages.

3.1.2  Writing Script Normalization

Serbian is a digraphic language with official use of both the
Cyrillic and the Latin script, so the policy document set
included documents in either script. Moreover, Latin script
letters were often found in Cyrillic documents, usually due
to a verbatim term from one of the European languages. To
avoid a model treating the same word written in different
scripts as distinct words, we transliterated all Cyrillic texts
into the Latin script using the CyrTranslit library?.

3.1.3

In order to reduce the effects of the morphological
complexity of Serbian on data sparsity, a morphological
normalizer was required. Previous work on comparing such
algorithms for Serbian on various semantic tasks
(Batanovi¢ and Nikoli¢, 2017; Batanovié¢, Cvetanovié, and
Nikoli¢, 2018) demonstrated that a stemmer for Croatian, a
closely related language, by Ljubesié¢, Boras, and Kubelka
(2007), is usually the best-performing option. We therefore
applied this stemmer, as implemented in the SCStemmers
package (Batanovi¢, Nikoli¢, and Milosavljevi¢, 2016), to
all extracted document texts and to the official translations
of SDG target definitions and indicators to Serbian.

Morphological Normalization

3.2 System Functioning

Per (Galsurkar et al., 2018), the semantics of an SDG target
are represented by the mean of word2vec embeddings
(Mikolov et al., 2013) of all words in its description.
Similarly, the semantic representation of a textual unit (list
item, table cell, paragraph, etc.) in a policy document is the
mean of the embeddings of words it consists of. Vector
scaling based on word TF-IDF scores is also an option. We
obtained the embeddings by training the word2vec model
using the gensim library (Rehiiek and Sojka, 2010) on our
corpus of 129 policy documents, as Galsurkar et al. (2018)
found such specialized embeddings superior to general pre-
trained ones when combined with TF-IDF scaling.

Detecting alignments between a policy document and SDG
targets is done by measuring the cosine similarity between
the semantic vector of each textual unit in the document
and the vector of each SDG target. These similarity
measurements produce a list of candidate matches for each
SDG target, ranked according to their semantic similarity
scores. The top-ranking candidate textual units can be given



over to human experts for closer examination, or compared
to existing manual RIA findings for system evaluation.
Galsurkar et al. (2018) proposed two ways of improving
this basic system setup by using previously completed
manual RIAs. Firstly, they suggested basing the semantics
of'an SDG target not only on its description, but on a “target
document” which also includes all textual matches for that
target found in previously completed RIAs. Secondly, they
experimented with calculating word TF-IDF scores using
the pool of such target documents, instead of the policy
document corpus. They found that these changes generally
improved system performance on English data, so we
decided to evaluate them on Serbian data as well.

4. Evaluation

We first describe the evaluation metrics and data and then
present the results of the Serbian AutoRIA system.

4.1 Evaluation Setup

The evaluation metric established by Galsurkar et al.
(2018) is the percentage of manually detected SDG target
matches that are also chosen as candidate matches by the
AutoRIA system. As the number of generated candidates
per target increases, this metric will tend to converge to
100%. Since there are numerous SDG targets, the main
metric we use is the average percentage of true RIA
matches identified by the system, across all SDG targets.
In order to perform this evaluation on Serbian data, we
relied on the previously completed, manual RIA for Serbia.
The true, manually detected SDG target matches had not
been extracted from the documents, so we manually copied
the textual units matching the first five SDGs — those under
the heading “People”. We extracted a total of 342 matches.
However, this data was also required to create the
aforementioned SDG target documents. Since the manually
completed RIA for Serbia was the only such resource in the
Serbian language, it was necessary to split the matched
textual units into a training set, used for target document
creation, and a test set, used for system evaluation.

The data had to be divided in terms of documents, with
some of them being placed in the training set, and others in
the test set. We tried to maximize the uniformity of SDG
target match distribution between the two sets, within the
range of a standard training/test split. This, however,
presented a rather difficult optimization problem, because
a single document often contained matches related to
several SDG targets. The matches relevant to SDGs 1-5
occurred in 42 documents. After careful consideration, 31
documents were placed in the training set and 11 in the test
set, dividing the data in a 75% — 25% split. Table 1 depicts
the resulting distribution of SDG target matches across the
two sets. As seen in the table, the overall balance of target
matches between the two sets closely follows the document
balance. There is some deviation from the overall balance
for some SDGs, but it is not excessive and is still within the

SDG Training set Test set Total
1 63 (77.78%) 18 (22.22%) 81
2 97 (78.86%) 26 (21.14%) 123
3 30 (65.22%) 16 (34.78%) 46
4 43 (70.49%) 18 (29.51%) 61
5 20 (64.52%) 11 (35.48%) 31

1-5 253 (73.98%) 89 (26.02%) 342

Table 1: The distribution of SDG target matches

desirable range for a training/test split.

In our evaluation, the cutoff limit for the number of

candidate matches returned for each SDG target was set to

300, per (Galsurkar et al, 2018), to enable some

comparability between the results on two different

languages. We examined the following system settings:

e Word embedding size — we considered the values of 300,
500, and 1000. Other word2vec hyperparameters were
set to values used by Galsurkar et al. (2018).

e Using stemming or not.

e Using TF-IDF scaling for word embeddings or not; we
also considered calculating TF-IDF scores using the
target documents, instead of the policy document corpus.

e Placing SDG target indicators from the 2030 SDG
Agenda in their respective target documents or not.

¢ Placing SDG target matches from the training set in their
respective target documents or not.

4.2 Evaluation Results

First, we found that increasing the embedding size does not
lead to performance gains, yet augments the computational
cost and the time required to complete the analysis. It is
thus optimal to use lower-dimensional embeddings, such as
the ones with 300 dimensions, for the Serbian AutoRIA.

We then kept the embedding size and the stemming option

fixed and considered the effects of other settings, and we

plotted and compared the different performances, as shown
in Figure 1. System designations are as follows:

e NBOW - the basic model — does not use TF-IDF scaling,
SDG target indicators, nor training set target matches.

e TFIDF — a model in which TF-IDF word scaling is used,
but SDG target indicators and training set target matches
are not. TF-IDF values are calculated using the entire
national policy document corpus.

e TFIDF + Ind — the same model as TFIDF, except it uses
SDG target indicators.

e TFIDF + TS — the same model as TFIDF, except it uses
SDG target matches from the training set.

e Target TFIDF + TS — the same model as TFIDF + TS,
but TF-IDF values are based on target documents only.
As seen in Figure 1, TF-IDF scaling generally improves
system performance. Placing SDG target indicators into the
target documents, however, proves highly detrimental. The
probable cause of this effect is that the indicators do not
describe the desired state of the world (which is the focus
of SDG targets), but rather the current state. Hence, their
use tends to mislead the model into choosing candidate
matches that may be related to the semantics of a target, but

are not relevant in the narrower context of RIA.

On the other hand, including training set target matches into

the target documents is indeed very useful, as claimed by

Galsurkar et al. (2018). However, contrary to their findings,

calculating TF-IDF scores using target documents, instead

of the entire policy document corpus, leads to a

performance drop. This divergence between English and

Serbian models is likely due to different amounts of data of

both types available in each language. The Serbian policy

document corpus is over twice the size of the English one,
but the target document set is much larger in English, as it
includes target matches from five RIAs and for all SDGs.

By contrast, the Serbian set is limited to the training portion

of target matches from a single RIA for only five SDGs.

The quality of TF-IDF weights greatly depends on the size

of the corpus used to estimate them, which is why target

document-based TF-IDF performs worse on Serbian data
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Figure 1: Effects of different settings on system results

than policy document-based TF-IDF.

In order to observe the effects of either using stemming or
not, we selected the best-performing models in both
settings (in both cases: TFIDF + TS) and we plotted their
performances across different cutoff points. Figure 2 shows
that on low cutoffs stemming does not necessarily lead to
performance improvements, but as the cutoff increases, the
benefits of stemming become more pronounced. At the
cutoff value of 300, the model that uses stemming
outperforms the one that does not by more than 10%.
While the results for the two languages are not directly
comparable, this best model for Serbian seems to perform
worse at lower cutoff values than the systems designed for
English (Galsurkar et al., 2018). Conversely, at higher
cutoffs, the system for Serbian is quite similar to the
average performance of the models for English, despite
being trained with much fewer previous RIA matches.

5. Conclusion

In this paper, we have presented a system for automating
the Rapid Integrated Assessment procedure in Serbian, a
language with limited resources yet rich morphology. We
have discussed the specificities of the Serbian AutoRIA
regarding data preprocessing, and the evaluation setup we
used to explore the effects of different system settings.

Our findings indicate that, with careful data preprocessing
and usage, promising results can be achieved even with
scarce manual RIA data. Enlarging the training set would
likely lead to even better performance, as would replacing
the context-free word embeddings with contextual ones. As
is, the current system cannot act as a substitute for human
experts, but it can be a tool for assisting them in checking
their findings and improving the coverage of their analysis.
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Abstract
This article describes innovative CALL solutions that support multilingualism and “nano” languages in the West-Nordic Region. The
non-language specific platforms are developed at the Vigdis Finnbogadoéttir Institute at the University of Iceland and include open curated
language courses for newcomers, www.icelandiconline.com, www.faroeseonline.fo and tools that enhance oral fluency and
communicative skills in Danish as a second and third language in the West-Nordic region. The tools include: www.talboblen.hi.is, that
focuses on oral language skills, www.talerum.is , an interactive game based program that promotes interaction, and www.frasar.net, a
resource that teaches the pragmatics of phrases.

Keywords: CALL, Language Education, Linguistic Diversity, Second Language Acquisition.
Utdrattur

i greininni er fjallad um nystarleg télvustudd ndmsgdgn, sem er @tlad ad studla ad fjéltyngi og vexti og vidgangi tungumala i 6rsméum
mélsamféldgum & Vestur-Nordurléndum, p.e. i Feereyjum, Granlandi og & islandi. Namsgdgnin hafa verid préud af starfsménnum
Stofnunar Vigdisar Finnbogaddttur vid Haskdla islands, en st pekking, sem hefur skapast, getur gagnast hvada tungumali sem er. Annars
vegar er um ad reda opin vefndmskeid i islensku - www.icelandiconline.com - og faereysku - www.faroese.fo - og hins vegar prju
malteeki, sem eru honnud med tilliti til kennslu dénsku sem erlends mals, og er &tlad ad studla ad tjaskiptahaefni nemenda, einkum hvad
vardar talmal. Maltekin eru www.taleoblen.hi.is, par sem meginahersla er 16gd & talmalspjalfun, gagnvirki tolvuleikurinn
www.talerum.is, sem reynir & notkun donsku i 6likum maladsteedum, og www.frasar.is, sem kennir ordasamboénd i donsku og islensku.

and efforts use to support multilingualism in the these

1. Introduction

The linguistic communities of the West-Nordic Region are
characterized by their diversity. The region includes four
countries: The Faroe Islands, Iceland, and Greenland and
Norway. All are part of The Nordic Countries or “Norden”,
which include Denmark, Sweden, Finland, Norway and
Iceland as well as the autonomous territories of the Faroe
Islands, Greenland and Aland, plus the Saami regions. A
total of over 27 million people live in the Nordic countries
today (Hauksdottir, Lund & Bdrestam 2016: 93). The
languages spoken in this area belong to three different
language families:

1. Germanic languages include Danish, Faroese,
Icelandic, Norwegian (bokmal and nynorsk) and
Swedish,

2. Finnish and Saami are Finno-Ugric languages,

3. Greenlandic is classified as an Eskimo-Aleut
language.

The Nordic region also comprises multilingual
communities, where some 200 non-Nordic languages are
spoken (Declaration on a Nordic Language Policy
2007:11). In this article we focus on efforts to support the
local languages spoken in Iceland, the Faroe Islands and
Greenland, and those who learn them as second languages

changing linguistic communities whose speakers must
increasingly  seek  information, education and
communication with the outside world in languages that are
not their first language; in most cases Danish and/or
English. These speech communities have in common that
the local languages have very few speakers. Greenlandic is
spoken by approximately 55.000 speakers, Faroese has
about 75.000 speakers and Icelandic is spoken by around
320.000 speakers (Norden i skolan).

The three languages which can be described as “nano”
languages are the majority and official languages of the
respective country and used in education and governance.
Official efforts are being mounted to sustain the languages
as first languages that cover all domains of language and at
the same time support newcomers in these speech
communities to learn the local language quickly and with
no cost. Supporting sustainability is important to prevent
language attrition and possibly language loss (Fishman
1996, Haugen 1972).

This article describes five Computer Assisted Language
Learning (CALL) projects developed at the Vigdis
Finnbogadottir Institute of Foreign Languages at the
University of Iceland. Two of the projects are aimed at
newcomers learning the local languages of Iceland and the
Faroe Islands, while three projects support Danish as a
second or third language instruction in the West Nordic
region. All the systems can be used to teach other



languages.

2. Background

Greenland has two official languages, Greenlandic and
Danish while in the Faroe Islands and Iceland, Faroese and
Icelandic are the sole official languages. Faroese, Icelandic
and Greenlandic have for centuries been in intense contact
with Danish. Politically, the Faroe Islands and Greenland
are part of the Danish Monarchy while Iceland became an
independent republic in 1944. Danish influence has thus
been robust in all three communities although this is seen
as decreasing. Today, English occupies an important and
growing role in the linguistic landscape of all three speech
communities. In all three countries, English has an official
status as a foreign language. Danish is considered a foreign
language in the Faroe Islands and Iceland although the
presence of Danish is more evident in the former.
Greenlandic and Faroese have several recognized
geographical varieties while in Iceland variation is
minimal.

The three countries are highly dependent on foreign
relations. Proficiency in foreign languages is therefore
vital. Language skills are the key to all communication
with the outside world and a prerequisite for study abroad
and more recently for study at local universities where a
majority of textbooks are written in foreign languages,
either in Danish (Hauksdottir 2012b) or in English
(Arnbjornsdottir & Ingvarsdottir, 2018).

Danish is a mandatory foreign language subject at the
primary school level in the Faroe Islands, Greenland and
Iceland, however the actual role of Danish in these
countries varies greatly. Due to their links with Denmark,
Danish plays a key role in Faroese and Greenlandic society,
while it is seldom used in everyday life in Iceland. Danish
is the first foreign language taught in Greenland and on the
Faroe Islands, but as a second foreign language after
English in Iceland. While Danish is taught as a foreign
language in secondary schools in the three countries, the
volume and goal of instruction varies. The stated main
purpose of Danish instruction in curriculum guidelines is to
enable learners to participate in the Nordic linguistic and
cultural community that encompasses more than 27 million
speakers of related languages who share a common cultural
heritage (Declaration on a Nordic Language Policy
2007:12). Teaching English is a priority in the Nordic
school system, both at the primary and secondary school
level. Increasingly Nordic universities are offering
programs for local students where English is a Medium of
Instruction and most textbooks at university level are in
English. The same is true for continuing education and
professional development. Without English it is difficult to
obtain advanced education in the three countries nor in the
Nordic countries in general (Arnbjornsdottir &
Ingvarsdéttir, 2018) The need for proficient users of foreign
languages is seen as significant for individuals and for the
possibilities of these countries to make their voices heard
in an international context.

The global spread of English through media and popular
culture has found its way to the West-Nordic region.
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Additionally, mobility related to educational and work
opportunities has increased the use of English as a Lingua
Franca in many areas where previously Danish served the
same purpose. The changing yet important role of Danish
and English in these countries has put pressure on the local
languages. For language communities with few speakers it
is important to enhance instructional material in the local
language for newcomers, and to support students who must
pursue their education in a language other than their first
and the one they used in primary school.

3. The CALL Projects

One of the main challenges for linguistic communities with
few speakers is the cost of developing adequate
instructional materials that meet modern standards.
Publishing costs are high and unsustainable in a very small
market such as in the West Nordic region. In many ways
teaching languages through computers or mobile devices
alleviates the need for printed materials. Computer assisted
language learning can also serve to motivate a new
generation of digital natives or learners who have grown up
with computers and the internet.

Web based language teaching offers excellent solutions for
small and less commonly taught languages. The Icelandic
Online platform and pedagogy are based on the notion that
adults who wish to learn languages, should be able to do so
at their own pace and on their own time. They also benefit
from material that has been curated for them especially, to
save them the time and effort to find the materials for
themselves on the internet. The development of the three
tools for supporting Danish described in this article was
guided by the same principles. Motivation serves as key as
the tools are game-based and use speech recognition to
enable individuals to work on their own language
development at their own pace. Because the tools cater to
the individual, they can be used across linguistic and
geographical boundaries where Danish serves different
roles and extramural exposure varies (Hauksdottir, 2004).

3.1 Teaching Icelandic and Faroese Online

In order to support newcomers residing, working and
studying in Iceland and the Faroe Islands, the Vigdis
Finnbogadéttir Institute has supported the development of
www.icelandiconline.com and www.faroese.fo. Both are
based on the same technology and pedagogy for teaching
the two different languages.

Icelandic Online.com has had over 270.000 visitors from
around the world with over 70.000 active users. About 25%
of users have IP numbers in Iceland. The six free and open
courses are structured, curated and based on a specific
pedagogy. A non-language specific course editor can
choose from over forty preprogrammed templates that
allow course developers to construct courses for different
purposes and target groups without the involvement of a
programmer. The courses have an in-built tracking system
that monitors students’ progression through the system.
The courses are offered on a multiplatform system that
includes smartphones and tablets.

Course content is based on a specific pedagogy that allows
the learner to develop accuracy and fluency gradually. This



is a skill-based course with emphasis on
grammatical and pragmatic skills.
www.Icelandic Online.com includes 6 courses. IOL 1 was
launched in 2004, IOL 2 | in 2005, IOL PLUS Tutor in 2006
blended, IOL 3 and 4 and IOL survival course for
newcomers in 2010 and IOL 5 in 2012.

lexical,

The pedagogy used in Icelandic Online is based on relevant
second language theories (Chapelle, 2001). The basic
premise is that adults learn language differently than
children and that they benefit from instruction, need
accuracy practice, have experience learning foreign
languages, have divers learning styles, and that are
motivated by interesting and relevant content to stay on the
course.

Computer Assisted Languages Learning (CALL) is often
said to be good for teaching accuracy, but not necessarily
fluency. This means that using computers can help learners
learn and understand target like language but is less
efficient in teaching speaking and writing. CALL is
therefore important for teaching morphologically complex
languages (Icelandic, Faroese and Greenlandic) especially
to adults. Complex morphology poses certain problems for
adults who are beyond the optimal age for language
development. In the case of Icelandic, nouns and adjectives
have many different forms and agree in gender, number and
case that are marked by different surface forms. The
challenge for CALL is to present the necessary morphology
up front in online beginner courses and still retain learners
(Arnbjornsdéttir, 2004).

Before programming a course, the development process
begins with the exact goal of the specific target group and
language and the ways in which these goals can be met. The
interactive pedagogy is adapted to each language
proficiency level. Survival courses focus on pragmatics
based on the reality in which immigrants in Iceland and the
Faroes find themselves; advanced beginner courses have
very highly structured and scaffolded materials with
glossaries; IOL 3 and 4 have longer texts - written and oral
based on every-day life in Iceland. Scaffolding is gradually
removed and more emphasis is placed on authentic texts
including expository texts, IOL 5 focuses on Icelandic
literature.

The European Benchmarks determine proficiency levels:
IOL Survival (A1), IOL 1 and 2 Al - A2) and IOL 3 and 4
(B1 - B2), while IOL 5 is at the C1 level (CEFR).

Icelandic Online’s technology and pedagogy are
thoroughly tested and has received very positive feedback
from users and teachers. 10L is currently offered in three
different modes of delivery: Open online courses, blended
learning and distance learning with an online tutor. IOL is
used by lecturers of Icelandic abroad, in secondary schools,
by immigrants, and heritage speakers. Approximately 1/3
of those who enrolled are active learners and gender
division is equal. Most of the learners are University
students - and most of them come from 10 countries. But
learners also come as far away as Burkina Faso and
Malaysia. Of the current users, 69% are under the age of 31
years.

IOL has been tracking learners since 2006. The tracking
system logs the position of the user as he or she navigates
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through a course and then creates text files that are stored
on a server. Findings indicate that when measured from the
15% juncture in the course rather than from the beginning,
retention is high, and few students drop out. Results show
clearly that the mode of delivery matters in retention —
where the blended mode is most effective. The tracking
system revealed signs of dropout bundles at the same
specific junctures in all the courses. Upon comparing these
junctures to the course content, preliminary indications are
that a “storyline” in a course may be important in retaining
learners and that assignment submission may both explain
why students stay and leave (Fridriksdottir &
Arnbjdrnsdattir, 2015).

3.2 Teaching Danish through CALL in the
West-Nordic Region

The lexicon of a language includes lexical phrases such as
idioms, collocations and pragmatic phrases (Nattinger &
DeCarrico, 1992; Wray, 2002). The website
www.frasar.net is developed with Icelandic learners of
Danish in mind. It contains 7560 idioms and pragmatic
Danish phrases and their equivalent in Icelandic, when an
equivalent exists. The tool offers different search options,
including a whole or part of a phrase, its meaning as well
as pragmatic information. Information on the meaning of
the phrases can be obtained in both Icelandic and Danish,
explaining variation in form and inflection. Idioms are
sometimes problematic for foreign language learners, since
their meaning typically is not transparent, or their usage can
be specific and even at odds with more common use of the
words in the target language. Due to their opacity, idioms
can be difficult to understand, and due to their
unpredictability, language learners are often unsure of their
form. Sometimes the same idioms are used in many
different languages for the same or similar meaning. This
is especially true for related languages, such as Danish and
Icelandic, but they often differ in unpredictable ways.
Pragmatic phrases can also be relevant and necessary to
certain situations of spoken and written language and are of
great importance for target like use of language. For
example, while greeting formally or informally, making
requests or asking for assistance in a shop or in other
everyday circumstances. Because of the similarity of the
two languages, appropriate use of idioms and pragmatic
phrases can be confusing for Icelandic students. In order to
make www.frasar.net as practical as possible, the use of the
phrases can be examined in context both with constructed
examples and as they appear in a large corpus on which the
tool is based (Hauksdottir 2012a, 2014a).

Taleboblen is partly based on www.frasar.net, and contains
over one thousand common phrases from a corpus of
Danish everyday speech with the equivalent phrase in
Greenlandic, Icelandic and Faroese. If there is no
equivalent, an example and explanation of the Danish
phrase is provided with an audio example. Taleboblen
offers a variety of exercises for practicing oral proficiency
and pragmatics in certain linguistic situations such as on
the train or bus. Students listen to the pronunciation of
Danish lexical phrases and they can record their own
pronunciation of the words and phrases and then listen to
their own voice. Taleboblen includes a tool for practicing
intonation and rhythm in pronouncing phrases. Students
receive immediate feedback on their pronunciation and
their progress (Henrichsen & Hauksdottir, 2015).



Talerum is a conversation-based game for learning
Danish. It is aimed at students in the upper level of
primary education in the West Nordic region. The game
can also be used to teach Danish as a second language.
The learner/user is an exchange student within the game
and has a Danish host family that picks him up at the
airport at the start of the game. The game includes a
variety of tasks or challenges including going to the store
to buy food or clothing. The students advance in the game
only by using the language to perform the tasks they are
assigned. There are many different scenarios in the game
and the user’s task is to solve puzzles gleaning
information from conversations and thereby navigating
through to the end of the game. Each scene has a theme
e.g. Dagligstuen (e. Living room). Some scenes are
independent, and it is not necessary to finish all the scenes
in a specific order. But there are scenes that need to be
finished before others. In the conversation scenarios, the
user is prompted with a question. To answer the question
correctly the user has to include one of many accepted
keywords for that particular question in his answer. If a
question is not correctly answered, the user is asked
another question. When a user finally includes a correct
keyword, the scene changes and the learner advances to
the next set of questions. A speech recognition tool
enables learners to hear what is being written in the game.
The speech recognition tool is still in development, and
Talerum will be Beta tested in schools in the West-Nordic
region in early 2020.

4. Conclusion

The platforms upon which the projects described in this
article are based are specifically developed for teaching
language but are not language specific. They are not
content management systems. They are also built on a
specially developed pedagogy appropriate for online
language learning. The technology and pedagogy can serve
any language and any course. The positive reviews that the
courses have received attest to this. Future projects include
Icelandic Online for children in the beginning stages of
second language literacy.
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Abstract

In this paper we briefly describe the European H2020 project “Prét-a-LLOD” (‘Ready-to-use Multilingual Linked Language Data
for Knowledge Services across Sectors’). This project aims to increase the uptake of language technologies by exploiting the
combination of linked data and language technologies, that is Linguistic Linked Open Data (LLOD), to create ready-to-use multilingual
data. Prét-a-LLOD aims to achieve this by creating a new methodology for building data value chains applicable to a wide-range of
sectors and applications and based around language resources and language technologies that can be integrated by means of semantic
technologies, in particular the usage of the LLOD.

Keywords: Linguistic Linked Open Data, Standards, Infrastructure
Résumé

Dans cet article, nous décrivons brievement le projet Européen «Prét-a-LLOD» («Données multilingues prét a I'emploi pour les services
de la connaissance dans tous les secteurs»). Ce projet vise a accroitre I'utilisation des technologies langagieres en exploitant la
combinaison de données liées et de technologies langagieres, a savoir les données linguistiques ouvertes et liées (LLOD), pour créer des
données multilingues prétes a I'emploi. Prét-a-LLOD vise a atteindre cet objectif en créant une nouvelle méthodologie pour construire
des chaines de valeur de données applicables a un large éventail de secteurs et d'applications et reposant sur des ressources linguistiques
et des technologies langagiéres pouvant étre intégrées au moyen de technologies sémantiques, en particulier I’utilisation du LLOD

resource providers. Finally, the project provides tools to
1. Introduction combine language services and resources into complex
pipelines by use of semantic technologies. This leads to
sustainable data offers and services that can be deployed to
many platforms, including as-yet-unknown platforms, and
can be self-described with linked data semantics. Our
approach is being validated in four pilots.

Language technologies increasingly rely on large amounts
of data and better access and usage of language resources
will enable to provide multilingual solutions that support
the further development of language technologies in
Europe and in the world. However, language data is rarely

‘ready-t0-use’ and language technology specialists spend | the following sections we present briefly the Linguistic
over 80% of their time on cleaning, organizing and | jnked Open Data cloud and the OntoLex-Lemon
collecting language datasets. Reducing this effort promises  yepresentation model for lexical data, two of the main
huge cost savings for all sectors where language jnjtiatives upon which Prét-a-LLOD is building on. We
technologies are required. An essential part of the Extract-  tnen discuss briefly some of the objectives of the project
Transform-Load process currently needed involves linking  methodologies put in place in order to reach them, showing
datasets to existing schemas, yet few specialists take  giso their relevance for less-resourced languages.
advantage of linked data technologies to perform this task.

The Prét-a-LLOD project® aims at increasing the uptake of 2. Linguistic Linked Open Data Cloud
language technologies by exploiting the combination of oo I .
linked data and language technologies, that is Linguistic ~ The Linguistic Linked Open Data (LLOD) cloud? is an
Linked Open Data (LLOD), to create ready-to-use initiative, which was started in 2012 by a group of the Open
multilingual data. Prét-2-LLOD aims to achieve this by ~ Knowledge Foundation®. The aim was to break the data
creating a new methodology for building data value chains ~ silos of linguistic data and thus encourage NLP
applicable to a wide-range of sectors and applications and  applications that can use data from multiple languages,
based around language resources and language = modalities (e.g., lexicon, corpora, etc.) and develop novel
technologies that can be integrated by means of semantic  algorithms. Looking at the current state of the LLOD,
technologies. The project develops novel tools for the displayed in Figure 1, one can see that the data sets
discovery, transformation and linking of datasets and apply  published in this cloud are classified along the lines of six
these to both data and metadata in order to provide multi-  categories:

portal access to heterogeneous data repositories. A goal is o Corpora

also to automatically analyse licenses in order to deduce

how data may be lawfully used and sold by language e Terminologies, Thesauri and Knowledge Bases

e Lexicons and Dictionaries

! https://www.pret-a-llod.eu/ 3 See (McCrae et al., 2016) for a description of the development
2 See https://linguistic-lod.org/llod-cloud for more detail. of the LLOD.
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e Linguistic Resource Metadata

e Linguistic Data Categories

e Typological Databases
Not all the date sets are equally linked to each other, and
our project can contribute in better linking the data sets in
the fields of Terminologies, Thesauri and Knowledge
Bases and those in the fields of Lexicons and Dictionaries.

Figure 1: The Linguistic Linked Data Cloud

3. OntolLex-Lemon

The OntoLex-Lemon model, which is resulting from a
W3C Community Group?, was originally developed with
the aim to provide a rich linguistic grounding for
ontologies, meaning that the natural language expressions
used in the labels, definitions or comments of ontology
elements are equipped with an extensive linguistic
description.® This rich linguistic grounding includes the
representation of morphological and syntactic properties of
lexical entries as well as the syntax-semantics interface, i.e.
the meaning of these lexical entres with respect to an
ontology or to specialized vocabularies.

The main organizing unit for those linguistic descriptions
is the lexical entry, which enables the representation of
morphological patterns for each entry (a multi word
expression, a word or an affix). The connection of a lexical
entry to an ontological entity is marked mainly by the
denotes property or is mediated by the LexicalSense or the
LexicalConcept classes, as this is represented in Figure 2,
which displays the core module of the model. OntoLex-
Lemon builds on and extends the lemon model (Cimiano et
al. (2016)). A major difference is that OntoLex-Lemon
includes an explicit way to encode conceptual hierarchies,
using the SKOS® standard. As can be seen in Figure 2,
lexical entries can be linked, via the ontolex:evokes
property, to such SKOS concepts, which can represent
WordNet synsets. This structure is paralleling the relation

4 See https://www.w3.0rg/2016/05/ontolex/

5 See (McCrae et al., 2012), (Cimiano et al., 2016)

6 SKOS stands for “Simple Knowledge Organization System”.
SKOS provides “a model for expressing the basic structure and
content of concept schemes such as thesauri, classification
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between lexical entries and ontological resources, which is
implemented either directly by the ontolex:reference

property or mediated by the instances of the
ontolex:LexicalSense class.
Concept Form Word
Set eprasentaton
enRep
LohoneticRep
lencalf orm Multiword
CANONICHIF orm Expression
omerf orm
s Lexical
ovohesASEvokecBy Enlrry Affix
morphoiogicaiPatiern 2|
e
Lexical
Sense

denotes/

oo rsDenctecBy

retecence/sReferenceOr

Figure 2: The core Modules of OntoLex-Lemon.
Graphic taken from https://www.w3.0rg/2016/05/ontolex/.

More recently, OntoLex-Lemon has been used also as a de-
facto standard in the field of digital lexicography and is
being applied for example in the European infrastructure
project ELEXIS (European Lexicographic Infrastructure)’.

4. Main Objectives of Prét-a-LLOD

The first goal of this project is to allow for multilingual
cross-sectoral data access that supports the rapid
development of applications and services to be deployed in
multilingual cross-border situations. This is realised by
providing data discovery tools based on metadata
aggregated from multiple sources, methodologies for
describing the licenses of data and services, and tools to
deduce the possible licenses of a resource produced after a
complex pipeline.

A second goal consists in developing a new ecosystem to
support the development of novel linked data-aware
language technologies, from basic tools such as taggers to
full applications such as machine translation systems or
chatbots, based on semantic technologies that have been
developed for LLOD to provide interoperable pipelines.
We apply state-of-the-art semantic linking technologies in
order to provide semi-automatic integration of language
services in the cloud

A third goal is concerning sustainability. The sustainability
of language technologies and resources is a major concern.
We aim to solve this by providing services as data , that is,
wrapping services in portable containers that can be shared
as single files. Language data also eventually becomes
valueless as the documentation and expertise for processing
esoteric formats is lost, and apply the paradigm of data as
services, where services can be embedded in multi-service
workflows, that demonstrates the service’s value and

schemes, subject heading lists, taxonomies, folksonomies, and
other  similar  types  of  controlled  vocabulary”
(https://www.w3.0rg/TR/skos-primer/).

7 See http://www.elex.is/ for more detail.



supports long-term maintenance through methods such as
open source software. Furthermore, we build supporting
tools to measure and analyse the validity, maintainability
and licensing of the data and services. This increases the
quality and coverage of language resources and
technologies by ensuring that services are easier to archive
and reuse, and thus remain available for longer. In
particular, this goal is important for minority and under-
resourced languages, where the precious effort to develop
resources is often lost.

5. Methods

The project implements methods for discovery,
transforming and linking linguistic data so that they can be
published in the LLOD.

Prét-a-LLOD provide a flexible discovery method that can
search over both language resources and services. As many
real challenges can only be handled by a combination of
multiple datasets and services, the project develops a new
workflow system that supports chaining of multiple
services using semantic service descriptions and
containerization to avoid becoming a “walled garden”
ecosystem.

A key challenge for this is the chaining of services and data
from heterogeneous sources. To this end, we apply linking
to develop a transformation component which uses a novel
three-step process whereby data from multiple sources is
combined by means of RDF (Resource Description
Framework, the representation language needed to publish
data in the LLOD, linked and then harmonized using
semantic and language technologies. The resulting
discovery and search platform consists in a single and user-
friendly portal.

An integrated methodology has been designed for the
transformation of language resources. The goal of the
transformation is either OntoLex-Lemon model (briefly
introduced above) for lexical data or any RDF vocabulary
supporting the representation of language data. This is an
important aspect for less- or under-resourced languages, as
they have the same “representation dignity” as other
languages, to which they can be linked to, in the LLOD
ecosystem.

Finally, the project is developing (semi-)automated linking
mechanisms. This concerns both conceptual level of
language descriptions as also the lexical data. We are
working both in a mono- and in a cross-lingual set up.

As stated above, Prét-a-LLOD is also concerned with the
issue of detecting and “chaining” licensing conditions for
the language resources and services that can be combined
in complex pipelines. So that additionally to the three basic
methodologies described just above, the project is dealing
with the automated execution of smart policies for
language data transactions.

All those steps need for sure to be carefully designed and
integrated in a workflow. Prét-a-LLOD is therefore
designing a protocol, based on semantic markup, that is

8 See https://www.w3.0rg/2019/09/lexicog/
9 https://www.w3.org/community/ontolex/wiki/Morphology
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aiming at enabling language services to be easily connected
into multi-server workflows.

6. Standards

Prét-a-LLOD members are involved in a series of
standardisation activities, mainly related to the de-facto
standard OntoLex-Lemon. We would like to mention here
the new module on lexicography (“lexicog”)® on a more
precise description of morphological phenomena® and on
the topics of FRequency, Attestations and Corpus data
(“frac”)!. Those new modules are extending the expressive
power of OntoLex-Lemon, and also very important for the
inclusion of less- and under-resourced language data in the
LLOD, as the scope of the de-facto standard is extended to
corpus data, besides the coverage of lexical data.

7. Conclusion

We presented the current state of the Prét-a-LLOD project,
which is aiming at further extending the Linguistic Linked
Open Data cloud infrastructure and making more language
data interoperable, also with sustainable semantic
description approaches.
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Recent developments in deep learning for natural lan-
guage processing have opened up opportunities to de-
velop tools and libraries for multiple languages simul-
taneously and also for low resource languages. Here
we describe these advances as well as our experiments
that show that one can build a multilingual named en-
tity recognition system that works well on multiple lan-
guages, in addition to being able handle unseen lan-
guages.

1.

Natural language processing is a scientific discipline
as well as a field of software engineering which pro-
vides a structured, statistical interface to written human
language. A well-known, well-established and early
application of this field is machine translation where
the goal is to translate text in one language to another
via a computer program without any human interven-
tion. A more recent application with many commercial
and scientific uses is sentiment analysis, which detects
whether some statement or review is favorable, unfa-
vorable or neutral toward some subject with many dif-
ferent shades of granularity in terms of both subject
matter and sentiment.

An application that lies more in the background but is
no less important is information extraction which com-
prises named entity recognition, relation extraction and
coreference resolution. Named entity recognition de-
tects the proper nouns in texts such as "The UN will
hold its General Assembly in New York soon. It is
expected to increase traffic significantly in Midtown”
where the named entities (and one pronominal men-
tion) are in italics. Relation extraction labels any rela-
tions that may exist between such named entities such
as the fact that the General Assembly will be in a valid
textual relation with New York that we will label here
to take place in. Coreference resolution is the compo-
nent which links together all the textual mentions in a
text that refer to the same entity, in this case General
Assembly and It. These three components are usually
packaged together and is called an information extrac-
tion system, with wide uses in many areas that require
a structured or simplified representation of large, un-
ruly natural language corpora such that it can be pro-
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cessed uniformly and quickly by downstream applica-
tions such as databases, text analytics engines and au-
tomated decision making.

All the above applications require a substantial amount
of text that humans have labeled with appropriate in-
formation so that the underlying statistical models used
by the NLP components have idealized output that it
may adopt without having a human engineer manu-
ally encode millions or possibly billions of individ-
ual behaviors. The time and cost involved in creat-
ing this labeled data is still considerable and beyond
the reach of most language communities outside a
handful of the most commonly used languages such
as English and Chinese. Two recent developments
in deep learning for NLP give us reason to hope that
the pipeline for creating tools for low resource lan-
guages is about to be greatly both simplified and im-
proved at the same time. Namely, these are the trans-
former architecture (Vaswani et al., 2017) and mul-
tilingual Bidirectional Encoder Representations from
Transformers (Devlin et al., 2018).

2. Prior Work

Here, we provide a brief overview prior work in NLP
that relates to deep learning and multilingual NLP.
Named entity recognition and its successor, mention
detection, have a vast history in NLP - a full descrip-
tion is beyond the scope of this paper. We will touch
on the deep learning research that is directly related to
the results presented here.

Collobert and Weston (2008) was the first modern ap-
proach to sequence classification, including NER, that
used a convolutional neural network architecture, ad-
vancing the state-of-the-art (SotA) in English CoNLL.
Lample et al. (2016) introduced — what has become the
standard baseline — Bidirectional LSTM (Bi-LSTM)
networks to advance the SotA NER performance on
the CoNLL datasets, building 4 models, one for each
language.

2018 saw the introduction of strong language-model
pretrained models, first with ELMo (Peters et al.,
2018), then with BERT (Devlin et al., 2018). These
models excel by using large amounts of unlabeled data
to train neural networks that learn the structure of the



System En Es De NI
BERT-SL”" 0-shot | 91.2 | 73.6 | 69.4 | 78.6
BERT-SL 91.2 | 87.5 | 82.7 | 90.6
BERT-ML 913 | 879 | 833 | 91.1
Table 1: Single and multi language F; on

CoNLL 02, CoNLL'03 .

language by playing guessing games: predict the next
word, predict a missing word in context, predicting the
next sentence. Then, they are then used as pretrained
networks to various NLP tasks, resulting in state-of-
the-art results.

Vaswani et al. (2017) is the most important new devel-
opment in neural network architectures for NLP which
relies solely on attention mechanisms while dispens-
ing entirely with recurrence and convolution. A partic-
ular instantiation of this architecture is BERT (Devlin
et al., 2018) which trained a transformer-based archi-
tecture on large amounts of unlabeled text, with a cloze
and next sentence prediction objectives, then feeding
the sentence/paragraph embeddings to a linear feedfor-
ward layer, again surpassing the SotA in many tasks.
Akbik et al. (2018) extends the ELMo framework by
computing Bi-LSTM sequences at character level for
the entire sentence, then combines the token aligned
pieces to feed into a bidirectional LSTM layer, together
with the word embeddings, and obtaining SotA results
on CoNLL and OntoNotes.

Multilingual Work

The resource problem or the fact that a considerable
amount of time and money has to be spent in creat-
ing human labeled corpora to be used as training data
for each given domain, language and NLP component
has been plaguing the field since the earliest statistical
models were defined and developed. As such, there
has been much interesting cross-lingual induction of
NLP tools, i.e. harnessing existing work in machine
translation or cross-lingual dictionaries to induce NLP
tools in a language without such tools from a language
that does have such tools. An important early work is
Yarowsky et al. (2001).

Following the development of pretrained word embed-
dings, interest has shifted to using these word embed-
dings in a multilingual setting (Ruder et al., 2017). Sil
et al. (2015) trained a joint mention detection model
on English and Spanish, resulting in better perfor-
mance on the Spanish data. Akbik et al. (2018) did
experiments by training Flair on all CoNLL’02 and
’03 languages and providing one model on their github
page of their system, Flair Github (2019). Xie et al.
(2018) aligned monolingual embeddings from English
to Spanish, German, and Dutch, and then translated the
English CoNLL dataset into these languages, and built
a self-attentive Bi-LSTM-CRF model using the trans-
lated languages, creating 0-shot NER systems. Pires

System En Ar Zh
BERTZ™ 0-shot | 87.9 | 10.7 | 65.2
BERT SL 87.9 | 68.7 | 72.9
BERT ML 88.3 | 69.9 | 74.1

Table 2: Comparison of Monolingual and Multilingual
RE performance (F} score).

System En | Pt | De | Es | It | Ja | Fr | Ar
SIRE 87 |82 76 | 85 | 77 [ 82 | 74 | 61
BERTE™ 93 | 77| 73 | 80 | 72 | 62 | 66 | 36
BERTML | 93 | 87 | 84 | 89 | 82 | 84 | 81 | 74

Table 3: Performance on the KLUE dataset, 8 languages.

et al. (2019) used multilingual BERT and techniques
similar to our zero-shot baseline to obtain SotA num-
bers for zero-shot on all four CoNLL languages.
Conneau et al. (2018) developed a task specifically for
the multilingual setting where NLP practitioners could
test knowledge transfer across languages in an unsu-
pervised manner on a problem known as natural lan-
guage inference. This is a problem where an NLP sys-
tem must decide when given two sentences whether
the second sentence entails the first, contradicts the
first or is neither. Usually, a system would train only
on labeled English sentence pairs and then be evalu-
ated on sentence pairs from 14 difference languages
that are not English such as French, Chinese, Urdu,
etc. The knowledge transfer is implemented by har-
nessing machine translation systems that either trans-
late non-English languages into English during decod-
ing or translate the English training data into the target
language so that a new language specific system can be
trained.

3. Multilingual Named Entity
Recognition
3.1. Data and Framework

We experiment on the Dutch, English, German and
Spanish CoNLL data sets (Tjong Kim Sang, 2002;
Sang and Meulder, 2003), the OntoNotes dataset
(Weischedel et al., 2011), and the KLUE dataset, a
multilingual NER dataset used in Watson NLP, and use
the multilingual BERT embeddings provided by (De-
vlin et al., 2018). One main advantage of this method
is that they create a universal vocabulary that spans the
most frequent 104 languages in Wikipedia, effectively
allowing us to feed many languages as input to the sys-
tem.

To evaluate our hypotheses, we run two types of ex-
periments: one in which we only train the system on
the English dataset from each corpus (which is typi-
cally the largest) and then test on the other languages,
and the second in which we train on all the datasets.
We compare the results with the systems obtained by
training on each individual language separately, as it is
the common practice nowadays.



3.2. Results

Table 1 shows the results on the CoNLL dataset. The
first line shows the 0-shot performancel, which is the
system trained only on English. The system that was
trained on data from all languages outperforms each
system trained only on its own language by an average
of 0.4 F, which is the standard measure for NER - the
hyperbolic mean of precision and recall. The 0-shot
system is behind language-specific systems by 13 F,
which is not too bad, given that the system was not
exposed to the languages at all.

Table 2 shows the results obtained on the OntoNotes
corpus. The interesting part here is that the languages
do not share the script at all. Surprisingly, the English-
trained system performs very well on Chinese, only be-
ing 7.5 Fi behind the language-specific system, basi-
cally delivering 90% of the performance. The multi-
lingual system is again better than the single-language
systems by 0.9 F1, including 0.4 in English, which
shows that even the dataset with the largest data size
can be improved using this approach.

Finally, Table 3 shows the results of running the BERT
multilingual across 8 languages: English, Brazil-
ian Portuguese, German, Spanish, Italian, Japanese,
French, and Arabic. We compare here against a
feature-based system developed at IBM Research -
SIRE (Statistical Information and Relation Extraction)
(Florian et al., 2004), which is not deep-learning based,
and is representative of the best non deep learning sta-
tistical systems.

The multilingual BERT outperforms SIRE by a large
margin - 10.7 F; on average. The English-trained
BERT system is behind SIRE by 8.2 F) absolute
(89.5% relative) and 14.4 F} (82.8% relative) behind
the multitrained system, even though it did not have
access to any of the foreign language labeled data.

3.3. Observations and Comments

These results show that if one does not have the re-
sources to create labeled training data in a large vari-
ety of languages, they can build the data in English,
and then use the trained BERT system to also have the
capability of processing other languages. If one has
the resources, then they can train a truly multilingual
system that will perform very well across languages.
We also note that this technique is applicable to most
NLP problems, not only named entity recognition - we
have applied it successfully, for instance, to sentiment
classification and relation extraction as well.

4. Conclusion

Multilingual pretraining in the form of multilingual
BERT opens up exciting opportunities and hints at a
new modus operandi for low resource languages and
multilingual NLP in general. As we have shown here,

'0-shot is used in literature to mean the system did not
have any training data in that category.
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one can obtain very good performance with a sys-
tem that was trained only on English, and even better
performance if the system is trained on multiple lan-
guages.

On three datasets, the multilingual BERT system out-
performed the language-based BERT systems, and was
much better than a feature-based statistical approach
(SIRE). As a proxy for a single-language system, the
English-trained BERT system performed at about 80-
90% of the full multilingual BERT system, showing
that, in cases where the resources are not there to
build multiple language datasets, this is an effective
approach to build a system that can tackle multiple lan-
guages at once.

We are looking forward to more research into better
representation of languages that will lead to even better
performance across all NLP tasks.
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Abstract

Tons of educational videos are available online. It is a big burden for learners to figure out the videos they need in the preferred time and
language. Not all videos are suitable for learning according the length and presentation components. According to the Sweller’s cognitive
load theory, the working memory in learning process is very limited, the learner must be selective to what information from sensory
memory to pay attention. In the connective learning, we effectively apply NLP approach to refine the video subtitle in archiving,
translating, summarizing, classifying, and labelling the relevant keywords to create the multi-lingual learner-friendly environment.

Keywords: Connective Learning, Multi-lingual, Educational Video
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1. Introduction

Video View Growth on Facebook and YouTube, by Genre : marketing
(Quarter-over-quarter growth rate in Q2 2018) Liiil charts

The number of educational video titles drastically increases
and covers a wide area of study. Many learners are seeking Businers E—————————————— .
for additional learning materials to complement their ]l
understanding about lessons just learned in the classes. Byl L
These educational videos are also intentionally used by the Entertainment LD, ;..

. Food & Drink |G W Facebook
lecturers to complement the lessons taught in the classes. ——— T « YouTube
However, it is not easy to search and scan the tremendous
files from the collections. Though they are classified by
topics or the tags, it still consumes a lot of time to watch
the whole bunch of the applicable videos. If learners do not
watch the videos, they cannot learn from them. According
to the Guo et al.’s survey, learner engagement drops off

Film & Movies m a2
Science & Tech [ 5o 1+
sports LA, 110
Beauty L.
Cars, Trucks & Racing [ 10.0x
Fashion & Style L ey 1212
Kids Entertainment | biiummn 123%

Dat: Tubular

when the video length is getting longer. The median
engagement time with 9-12 minute videos is about 50% and Figure 1: Video view growth on Facebook and Youtube in
the median engagement time with 12-40 minute videos is 2018

about 20%. The maximum median engagement time for a
video of any length was six minutes. Making videos longer
than 6-9 minutes is therefore likely to be wasted effort. Our
proposal is to archive the open license available videos and
prepare them in the form to promote learner engagement
and ready to learn.

When there is high demand, the amount of supply that
produces video for learning is higher too. It increases likely
much more according to the increasing needs of online
learning. There are two explicit types of online learning
available on the internet. The first one is the direct learning
in the system of education through the E-learning system
of educational institutions such as TUXSA, the online
Master degree of Thammasat University and Spillane
Company  (https://www.skilllane.com/academic/tuxsa?),
Chula Mook of Chulalongkorn University (https:
//mooc.chula.ac.th/courses). The second one is an
additional learning from open courses such as Khan
academy (https://www.khanacademy.org), Udemy
(https://www.udemy.com), Fast Al (https://course.fast.ai),
Coursera (https://www.coursera.org) as well as videos that
are commonly distributed on YouTube. As the big volume
of the growth of online learning, video collection services
are introduced and available for learning from various

2. Availability of Educational Videos

The growth of educational videos, nowadays, is leaping
forward measuring in either the number of videos produced
and presented on the internet or the number of users’ visits.
The statistics from the market survey in 2018 by Marketing
Charts, as shown in Figure 1, illustrates that video
viewership on Facebook and YouTube increased by up to
51.6% for business on Facebook and 23.4% on YouTube.
In the educational field, there is also a significant increase
0f 10.2% on Facebook and 11.2% on YouTube, which is the
third-highest in comparison statistics report (Erickson D.
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sources and for accessing easily, with the public license of
YouTube, such as the Open Culture
(http://www.openculture.com)  where  videos  are
categorized by academic field and accessibility. As a result,
learners are able to find the exact learning video they need
to learn.

3. Cognitive Load

Cognitive Load Theory, proposed by Sweller et al. (2011),
suggests that memory has several components as shown in
Figure 2. Sensory memory is transient, collecting
information from the environment. Information from
sensory memory is selected for temporary storage and
processing in working memory, which has very limited
capacity. This processing is a prerequisite for encoding into
long-term memory, which has virtually unlimited capacity.
Because working memory is very limited, the learner must
be selective about what information from sensory memory
to pay attention to during the learning process, an
observation that has important implications for creating
educational materials.

Verbal/Auditory o
Channel Thinking and
Process
\ Attention/ Encoding/
Selection . Retrieval

Sensory p | Working Long-term

memory memory memory
Verbal/Pictorial Limited Unlimited
Channel Channel Channel

Figure 2: Components in memory based on Mayer
(2003), and Mayer and Moreno (2007)

Cognitive Load Theory, proposed by Sweller et al. (2011),
suggests that memory has several components as shown in
Figure 2. Sensory memory is transient, collecting
information from the environment. Information from
sensory memory is selected for temporary storage and
processing in working memory, which has very limited
capacity. This processing is a prerequisite for encoding into
long-term memory, which has virtually unlimited capacity.
Because working memory is very limited, the learner must
be selective about what information from sensory memory
to pay attention to during the learning process, an
observation that has important implications for creating
educational materials.

However, the educational videos available on Youtube are
not always appropriate for learners. According to the
Cognitive Load theory, initially articulated by Sweller and
colleagues (Sweller et al. 1988, 1989, 1994), suggests that
memory has several components as shown in Figure 2.
Because working memory is very limited, the learner must
be selective about what information from sensory memory
to pay attention to during the learning process, an
observation that has important implications for creating
educational materials. The video length is one of the
significant factors that affect the learner engagement and
memory as well as the structure and content of the video.
This research, therefore, aims to propose a set of text
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processing techniques to collect, categorize and modify the
videos to be suitable for human learning processing in
terms of video length, video relativity and content structure
according to the Cognitive Load theory.

Based on this model of memory, Cognitive Load theory
suggests that any learning experience has three
components. Those are,

1. Intrinsic Cognitive Load — This is the load
imposed by the task itself. This is effectively fixed,
but we should try and reduce it by ‘chunking’
breaking the task down into smaller parts.

2. Extraneous Cognitive Load — This
environment and the way we present
information. We should try and minimize this.

3. Germane Cognitive Load — This is the processing
that takes place comparing the new information to
what we already know and encoding new learning
to the long-term memory as schema. The more we
know about something the lower the Germane
Cognitive Load will be as thoughts and processes
are automated.

is the
the

The efficient learning, as shown in Figure 3, can occur
when Working Memory Capacity is greater than the sum of
Extraneous Cognitive Load, Germane Cognitive Load, and
Intrinsic Cognitive Load (Sweller et al. 2010). Reducing
extraneous load by helping novice learners with the task of
determining which elements within a complex tool are
important, and it can also increase germane load by
emphasizing the organization of and connections within the
information. Managing intrinsic load, and it can also
increase germane load by emphasizing the structure of the
information.

o { J i E

.g D

g

o |

=

=]

2

Q

=

/m Reducing Increasing Managing

Extraneous Germane Intrinsic
Cognitive Cognitive Cognitive
Load Load Load

Figure 3: Working memory in learning process based on
Sweller (2010)
Following the Cognitive Load theory, we propose a set of
effective NLP techniques to manage the educational video
resources by

1. Shortening the video length not to exceed six minutes
based on the Guo et al. (2014) survey that student
median engagement time for videos less than six
minutes long is close to 100%.

2. Categorizing the videos for better accessibility.

3. Providing video synopsis for better structure.

4. Extracting keywords for better representation of the
content.

5. Indexing the content for keyword search and scene
search.

6. Summarizing the content for quick view of the
contents.

Unlimite



7. Linking from one video to other related videos for
total understanding.

4. Connective Learning Scheme

The system is experimentally implemented in the public
cloud system. The target videos are collected with the
subtitle files and archived in the cloud database. The
subtitle text files are translated to any the target languages
(such as Japanese, Chinese, and Thai) by Google Translate
APL The resulting translation files are manipulated as
source files for each language processing. Keyword
extraction, summarization and video synchronization are
conducted in parallel with a relating unique ID to realize
the video multilingual services.

@ System Architecture
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Figure 4: Connective learning system architecture

Figure 4 shows the system architecture of the proposed
connective learning. The flow is started from video files
crawling from the publicly open video sources available in
the Internet according to their open pubic license. Video
subtitles are extracted and processed in accordingly to their
video contents. Text processing techniques are applied to
extract the keywords, summarized and indexed.

At the same time, the video files are analyzed to detect the
objects and scene representations. The preliminary
experiment on video analysis is conducted to support video
summarization and scene search. Finally, video
recommendation based on learner view history and profile
can be considered, and the instructor curriculum fulfillment
function can be extended.

The system efficiently provides video playback, summary,
word cloud annotated with a hyper link, scene search under
the multilingual service environment. As a result, a learner
can browse the summary and word cloud to understand the
structure of the content before starting the video playback.
A hyper link to external webpages supports the additional
explanation. Scene search can direct the learner to the
desired scene. The available learning videos are finally
connected to realize the efficient learning environment.

Figure 5 shows one possible service of the proposed
connective  learning  for  multi-lingual  learning
environment.
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Figure 5: Connective learning system for multi-lingual
service

5.

The proposed connective learning is a result of connecting
the analyzed learning video by summarizing the contents
into a well-structured form of keywords, linked to external
source of information. The translated contents helps
reducing the inequality in education. The efficient learning
can be realized by the NLP refinement based on the
cognitive load theory accordingly, i.e. summarize to reduce
extraneous cognitive load, scene search and external link to
increase Germene cognitive load, and classify to mange
intrinsic cognitive load.

Conclusion
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Abstract

Thai named entity (NE) corpus is rarely found though the named entity recognition (NER) task can make a big contribution in processing
the huge amount of available texts. We propose an iterative NER refinement method using BILSTM-CNN-CRF model with word, part-
of-speech, and character cluster embedding to clean up the existing NE tagged corpus due to its inconsistent and disjointed annotation.
As a result, in the newly generated corpus, we obtain 639,335 NE tags, much larger than the original size of 172,232 NE tags. The
generated model by the newly generated corpus also improves the NER F1-score 16.21% to mark 89.22%.

Keywords: name entity, Thai language, corpus, NE corpus
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1. Introduction 2. Thai Computational Corpus

The performance of IE depends on many NLP  Thai is an isolate and analytic language which is spoken
preprocessing subtasks including word segmentation, POS and written by 65 million of population inside and outside
tagging, and especially, named entity recognition  Thailand. Thai language has 44 consonant characters and
(NER). NER task is to identify and classify the particular 18 vowel characters with 5 tones (4 tonal symbols). Word
proper nouns in focus texts automatically. order in sentences is the essential way to illustrate syntactic
role and convey the meaning. In the writing system, Thai
has no explicit word and sentence boundary as occurred in
English nor the capital letter used for beginning the
sentence or name entity.

Continuously, there have been researches on NER for many
languages with various approaches. But NER for Thai
language were still limited. There are several challenges in
Thai NER. Firstly, unlike English or other European
languages, there is no word boundary in Thai language. Although the Thai language has a limited number of users,
Thai words are implicitly recognized and some depend on there is a continuous development of corpus and tools for
the individual judgement. Incorrect word identification  analysis and research in the field of Thai Linguistics and
certainly affects other upper recognition than word level. Natural Language Processing. But there is still a limited
As well as in NER, incorrect word segmentation will lead  number of releases for public usage. Starting from
to false named entity recognition. Secondly, there is no =~ ORCHID in 1997, the first Thai POS tagged corpus which
capitalization in writing system to identify named entities. is the collaborative research between the Communications
Even though, there are some markers in some cases  Research  Laboratory and the  Electrotechnical
identifying proper nouns like person name or institution Laboratory of Japan and NECTEC of Thailand (Thatsanee
name. et al., 1997). Now, Thai-English Parallel Corpus, Thai
Speech Corpus, Thai Character Image Corpus are also
publicized by NECTEC wunder Creative Commons
Attribute 3.0 License. Thai National Corpus, initiated by
Chulalongkorn University in 2006, provides the collection
of current written Thai text marked up with TEI P4 standard
as well as word boundaries and romanized transcription.
At present, some Thai Natural Language Processing
Resources including corpus, lexicons and software
libraries, have been collected by Thai NLP group and can
be accessed online (Kobkrit, 2019). However, the size of
the corpus provided is still limited.

Moreover, once words are segmented and marked with
named entity tags, consistency of NE tags throughout the
corpus is also the important considerable issue. Since
inconsistency is going to cause the failure in further
processes. This paper proposes a method to clean up the
existing named entity (NE) corpus and verify its
consistency in creating a model for the Thai named entity
recognition (NER) task. As a result, the BKD (Bangkok
Data) NE corpus is newly released as an NE silver standard
corpus.
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3. Challenges in Thai Name Entity
Construction

Conforming to the Thai Name Entity (NE) Corpus, it is still
limited either in number or size. THAI-NEST (THAI-
Named Entities Specification and Tools) is only the open
general Thai corpus with word segmentation and name
entity tags. The corpus consists of over 300,000 Thai online
news articles on seven major categories from twenty-one
publishers which were word-segmented and tagged with
seven name entity categories including person name,
organization name, place name, date, time, measurement,
and name (Theeramunkong et al, 2010). Figure 1 depicts
NE corpus provided by THAI-NEST.

<teiHeader>

awiu  </publisher>

<pubPlace>http://www.nanager.co.th/daily </pubPlace>
<date>2009-02-25 21:19:00 </date>

<sourceDesc>
ttp: //ww. BaNBGEr-. CO. th/Daily/Viewt </bibl>

</sourceDesc>
</tiledesc>
9 </teiteader>

Figure 1 : THAI-NEST Corpus

From the corpus, some attempts are undertaken for NE
tagged annotation. Nevertheless, some challenges can be
found from the original tagged NE corpus version 0.1
(N/A). The challenges occurred during the process of NE
tagging includes the correctness of word segmentation, the
correctness of NE tag assigning, and the consistency of NE
tag assigned along the corpus. Incorrectness of word
segmentation and POS assignment sometimes have been
found on the abbreviation such as “#.a." [March] or “aus.”
[Provincial Administration Organization]. Once they
occur, as a result, some NE tags are assigned inaccurately
too. Figure 2(a) and 2(c) illustrate examples of
incorrectness of NE tag assignment. aendas/VACT/O in
Figure 2(a), and unwaamed/NPRP/O and gluiia/NPRP/O in
Figure 2(c) should be tagged as NE-PER and NE-NAM
respectively instead, as shown in Figure 2(b) and (d).

W.n.2./NCMN/B-PER
<space>/PUNC/I-PER
#3/NPRP/I-PER

W.0n.2./NCMN/B-PER
<space>/PUNC/I-PER
713/NPRP/I-PER

<space>/PUNC/O <space>/PUNC/O
/2nd29/VACT/O #0n409/NPRP/I-PER

(a) (b)
WNULTALA25/NPRP/O wNULAA25/NPRP/B-NAM
<space>/PUNC/O <space>/PUNC/O
#/fin/NPRP/O #/l1in/NPRP/I-NAM
<space>/PUNC/O <space>/PUNC/O
wrn{an/NCMN/B-NAM wrndan/NCMN/O
nanN1a/NCMN/O 0an1a/NCMN/O
a4a/VATT/O aga/VATT/O

(©) (d)

Figure 2 : Incorrect and correct tag assignment.
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113//VACT/O aufl/RPRE/O
1/ VACT/O We/NCMN/B-TIM
LLﬁ"J/ XVAE/O AW VACT/I-TIM
Awus/RPRE/O <space>/PUNC/O
e/ NCMN/O
AWVACT/O

(a) (b)

Figure 3 : Inconsistency of Common Noun and
NE-TIM tag assignment.

The consistency of the tagging throughout the corpus is one
another challenge. From the original corpus, we found that
there are some inconsistencies of tag assignment between
NE and other categories, as shown in Figure 3 (a) and (b),
“tfiee” is tagged as Common Noun (NCMN) and NE-TIM.
In addition, Figure 4 (a) and (b) illustrate the examples of
inconsistent and incorrect NE tag assignment between
Number (DONM), Proper Name (NPRP) and NE-DAT.

Fufl/NCMN/O Aufl/NCMN/B-DAT
23/DONM/O 1/DONM/I-DAT
<space>/PUNC/O <space>/PUNC/I-DAT
fl9/RPRE/O WonAN/NPRP/I-DAT
<space>/PUNC/O
31/NCNM/O
<space>/PUNC/O
noun1AN/NPRP/O

(a) (b)

Figure 4 : Inconsistency of Number, Proper Noun and
NE-DAT tag assignment.
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Figure 5 : Thai Name Entity Tagging Cleaning up Process

4. Thai Name Entity Tagging

We combined to create the BILSTM-CNN-CRF model (Ma
and Hovy, 2016) for predicting named entity tags. The
character-level representation of each word is calculated by
the CNN, as shown in Figure 5. From each embedding step,
we obtain the vector representations of the words, POS
tags, and character clusters. These vectors are concatenated
before being fed into the Bi-LSTM layer. We apply dropout
layers to both the input and output vectors of Bi-LSTM to
prevent overfitting and to regularize the model. The
dropout works by randomly dropping out nodes from the
network during training. Finally, the output vectors of the
Bi-LSTM layer are passed through the CRF layer and



decoded via the Viterbi algorithm to select the most
possible sequence of the NE tag.

5. Bangkok Data Name Entity Corpus

In this part, the proposed schema and the characteristics of
Bangkok Data Name Entity Corpus 2019 are described.

5.1

There are 2 types of markers proposed to the original NE
corpus, these are 1) file information markers, and 2) line
number and special markers. Table 1 below displays the
mark-up schema of the file information.

Corpus Mark-up Schema

Mark-up Description

Y%Title: Title of the document/file

YDescription: Detail/Information of the original
Text

%Number of sentence: | Total amount of sentences in the file

%Number of word: Total amount of segmented words in
the file

%Number of named Total of NE tags found in the file

entity tag:

YoDate: Date of running the NE tagger

Y%Creator: Name of person who create or run the
tagger

YoEmail: Email address of person who create or
run the tagger

YoAffiliation: Organization of the creator

Table 1: The Mark-up Schema of File Information

Number of Line and Other Special Mark-
up Schema

There are 2 types of number of line marker, number of
paragraph and number of sentences, as shown in Table 2
And Table 3 shows the special markers used in the corpus
to convey the additional information and tags.

5.2

Mark-up Description
#P[number] Paragraph number of the text.
The number in the bracket indicates
the sequence of the paragraphs within
a text.
#S[number] Sentence number of the paragraph.

The number in the bracket indicates
the sequence of the sentences within a

paragraph.
Table 2: The Mark-up Schema of Line Number

Mark-up Description
\ Line break symbol.
/! Sentence break symbol.
/[POS] Tag marker for appropriate POS

annotation of the word.

/[NE] Tag marker for appropriate NE
annotation of the word.
Table 3: The Special Mark-up Delimiters
5.3 NE Tag Annotation

According to part of speech annotation, we follow the POS
tagset provided by ORCHID. NE tagset provided in the
corpus consists of Date, Location, Measurement, Name,
Organization, Person and Time, as displays in the Table 4.
Additionally, BIO format is brought out to identify the
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chunk or component of NE in the sentence. “B” indicates
the beginning of the chunk, and “I” presents the position of
NE occurred within the chunk. While “O” is marked to
identify that the word does not involve in any types of NE.
Figure 6 and 7 illustrate the current Thai NE corpus in Thai
and English translation.

Category Tag Description Example
Date B-DAT | Beginning of Date #uit (Date)
Name
I-DAT | Inside of Date Name | [ unsau
(January 1)
Location | B-LOC | Beginning of Janda
Location Name (province)
I-LOC | Inside of Location Unusil
Name (Pathumthani)
Measure- | B-MEA | Beginning of e (Three)
ment Measurement Name
I-MEA | Inside of fAu (Car)
Measurement Name
Name B-NAM | Beginning of Proper | fin (League)
Name, except
Location,
Person and
Organization Name
I-NAM | Inside of Proper aam
Name (La Liga)
Organiza- | B-ORG | Beginning of v3m (Corp.)
tion Organization Name
I-ORG | Inside of g
Organization Name (Sermsuk)
Person B-PER | Beginning of Person | 1w (Mrs.)
Name
I-PER | Inside of Person qun iengusso
Name (Suthep
Thaugsuban)
Time B-TIM | Beginning of Time | 1% (Ten)
I-TIM | Inside of Time Tus (O’clock)
Other (6] Does not belong any
types

Table 4: The Thai Name Entity Tagset

6.

We adopted a collection for NE corpus originally prepared
by THAI-NEST and undertook POS and NE tagged by
N/A, by verifying the annotation consistency and
iteratively re-annotated it with the created model. We
extensively conducted the cross annotation among the
seven NE tagged files of THAI-NEST to increase the
number of NE tags and to prepare for additional NE tag
context capturing in NER model development. The newly
generated corpus consists of 639,335 NE tags. The revised
NE tagged corpus with the BiILSTM-CNN-CRF model
with word, part-of-speech and character embedding
approach improves the NER Fl-score 16.21% to mark
89.22%. Our next step is to undertake the NE tagging to
ORDHID and distribute for research purpose.

Conclusion



%Title: BKD-7 corpus

YDescription: This corpus based on the original THAI-NEST corpus
and combined seven types of entitiess DATe, LOCation,
MEAsurement, NAMe, ORGanization, PERson, TIMe

%Number of sentence: 419

%Number of word: 53,319

%Number of named entity tag: 11,891

Y%Date: July 31,2019

YCreator: Kitiya Suriyachay and Virach Somlertlamvanich

%Email: m5922040075@gsiittacthand virach@sitttu.acth

Y%Aftiliation: Sirindhom International Institute of Technology,
Thammasat University

#S14
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1<space>6/DONM/I-DAT
<space>/PUNC/I-DAT
nweAn/NCMN/I-DAT
<space>/PUNC/O
w.an/NTTL/B-PER
la21/NPRP/I-PER
<space>/PUNC/I-PER
ynaey/NPRP/I-PER
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1450/ VSTA/O
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<space>/PUNC/I-MEA
312/CNIT/I-MEA
<space>/PUNC/O
wir/NCMN/O
nia/VSTA/O
#/RPRE/O
151a/NCMN/O
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%Title: BKD-7 corpus

Y%Description: This corpus based on the original THAI-NEST corpus and
combined seven types of entities: DATe, LOCation, MEAsurement,
NAMe, ORGanization, PERson, TIMe

%Number of sentence: 419

%Number of word: 53,319

%Number of named entity tag: 11,891

Y%Date: July 31,2019

Y%Creator: Kitiya Suriyachay and Virach Somlertlamvanich

%Email: m5922040075@gsiit twacthand virach@siittu.acth

%Affiliation: Sirindhom Intermmational Institute of Technology,
Thammasat University

#S14

At 13.00 hrs., on May 6, Pol. Col. Chaiyos Mukdahan, Deputy Director of
Nakhon Chai Si Police Station, Nakhon Pathom, was informed that a ten-wheel
truck accident collided with a car. There are 2 people injured in the accident.
The accident occurred at the Inbound of Petchkasem Rd., Village No. 5, Sisa
Thong Subdistrict, Nakhon Chai Si District, Nakhon Pathom Province. /

at/JSBR/O
time/NCMN/O
<space>/PUNC/O
13.00/DCNM/B-TIM
<space>/PUNC/I-TIM
0’clock/CMTR/I-TIM
<space>/PUNC/O
day/NCMN/B-DAT
<space>sixth/ DONM/I-DAT
<space>/PUNC/I-DAT
May/NCMN/I-DAT
<space>/PUNC/O
Pol.Col/NTTL/B-PER
Chaiyos/NPRP/I-PER
<space>/PUNC/I-PER
Mukdahan/NPRP/I-PER

man/PPRS/O
was/VSTA/O
injured/VSTA/O
<space>/PUNC/O
2/DCNM/B-MEA
<space>/PUNC/I-MEA
person/CNIT/I-MEA
<space>/PUNC/O
accident/NCMN/O
occur/'VSTA/O
at/RPRE/O
area/NCMN/O

I/

Figure 6: Thai Name Entity Corpus (Thai)
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Abstract

Advances in language technology research led to the rise in popularity of conversational interfaces that allow human users to carry on
natural-like conversations with the software agent during task performance. Children comprise a sector of society who can benefit from
interacting with these agents, particularly to enhance their language acquisition, literacy skills and emotional development. Stories
dominate the everyday conversations of children. They learn about themselves and their environment through sharing of stories. In this
paper, we describe our conversational storytelling agent that can support children in constructing a story, reflecting on story events, and

expressing their emotions.

Keywords: conversational interfaces, conversational agents, collaborative storytelling, joint story reading, dialogue

1. Introduction

The rising popularity of conversational interfaces, notably
voice assistants such as Apple’s Siri, Amazon’s Alexa,
Google Assistant and Microsoft Cortana, is geared toward
setting up a more natural interface wherein the human user
and the computer are able to interact meaningfully when
carrying out certain tasks. Despite the achievement of these
technologies in terms of the number of available skills and
actions (Dale, 2019), their capabilities are still limited to
specific goal-oriented functions, such as searching for
information to answer user queries, recommending a route,
reminding users about upcoming events, playing the user’s
favorite music, and scheduling appointments for the user.

Fay (2014) believed that these voice assistants cannot yet
engage their human users in everyday conversations akin
to natural human discourse. A key missing ingredient, he
noted, is the conversational agent’s capacity to understand
and generate stories, which is inherently embedded in the
human thought process. Everyday human conversations are
marked by features of storytelling, becoming free-flowing
exchange of information on one’s life events and
experiences. Narrative intelligence affords people the
ability to organize a given series of events into stories
(Blair and Meyer, 1997).

As computers become more ubiquitously involved in our
day-to-day activities, software agents used in
conversational interfaces should embody some form of
narrative intelligence to enrich their conversations with
human users. Storytelling strategies can be used to elicit
further details regarding a user's needs, and to analyze user
requests in the context of his/her environment.

Recent advances in language technologies can support the
development of conversational agents exhibiting
storytelling abilities, with applications in collaborative
child-agent storytelling and joint story reading, to
encourage children to express their ideas while developing
their linguistic and literacy skills. The agent can function
as a facilitator, a tutor, or a learning peer, thus providing
opportunities for itself and the human user to augment each
other’s storytelling abilities. In this paper, we describe our
conversational storytelling agents, discuss the challenges
we encountered during their development, and recommend
further work to extend their capabilities.
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2. Related Work

Conversational agents are virtual agents designed to mimic
human capabilities and attributes, and to collaborate with
human users to facilitate thinking and decision-making
during the performance of specific tasks. They utilize
various means of communication, from written text to
voice inputs, in order to “engage in dialogues, and negotiate
and coordinate the transfer of information” (Coen, 1995).

2.1 Roles of Conversational Agents

Conversational agents are currently predominantly found
in commercial applications as personal voice assistants and
service-performing agents. Designed primarily to provide
customer support, they can assist in product search, answer
customer queries, and perform simple well-defined tasks
requested by the user.

Since conversational agents’ roots can be traced to
intelligent software agents, they can also take on various
roles depending on the types of interaction expected from
them, as shown in previous research. These include
counselor, critic, facilitator, tutor, and peer.

As a counselor, the agent promotes certain behaviors and
practices, such as in healthcare. The work of Bickmore et
al. (2013) describes a health counselor agent that uses
conversations to promote healthy behaviors among its
users, specifically performing physical activities, and
consuming fruits and vegetables. A study by Fitzpatrick et
al. (2019), on the other hand, investigates how Woebot’s
cognitive behavior therapy skills can help users exhibiting
symptoms of anxiety and depression.

As a critic, the agent is assigned to "look over the shoulder"”
of the users as they perform their tasks, and to offer
appropriate advice as the need arises (Terveen, 1995).
Critics simulate human problem-solving strategies to
identify and inform users of potential concerns during task
performance and offer alternative perspectives. The critic
must be able to present "a reasoned opinion about a user's
product or action", and must "recognize and communicate
issues concerning a product” (Fischer et al., 1991a). The
critic should also be able to engage the user in problem-
solving tasks to resolve issues, and to provide alternative
solutions by presenting their advantages and limitations for
consideration (Fischer et al., 1991Db).



In learning environments, conversational pedagogical
agents can vary their level of intelligence and the manner
by which they communicate with the learners. These
abilities allow them to function not only as experts (Baylor
and Kim, 2005), tutors (Graesser et al., 2005) and mentors
(Zakharov et al., 2007), but also as learning companions
(Cassell et al., 2005) and teachable agents (Zhao et al.,
2012). In the latter two cases, the pedagogical agents serve
as peers that exhibit collaborative behavior in learning
activities through conversations and coaching (Ryokai,
Vaucelle and Cassell, 2002), in order to promote a two-
way exchange of knowledge.

Because people are inherently social beings, research has
also been devoted to developing chatbots that can be
interact socially and can engage in empathic conversations.
One example is Microsoft Xiaolce, whose main goal is to
build a long-term emotional connection with its users.
Studies conducted by Zhou et al. (2018) showed that with
continued use, users would eventually consider Xiaolce as
a friend, frequently engaging in daily conversations with
the chatbot by sharing their hobbies and interests.

2.2 Dialogue

A dialogue is defined as a two-way communication activity
between two entities, usually with the intent of seeking
information, negotiating, persuading, and deliberating in
highly contextual tasks and discussions. To facilitate
human-agent interaction, both entities must express their
intentions through a series of dialogue exchange.

Dialogue exchange 1is characterized in terms of
communicative goals or speech acts. Common speech acts
include: inquiry or direct question to solicit additional
information; informing to respond to a request for
information; elaboration to provide additional definitions
or descriptions; justification to explain actions; motivation
to persuade someone to carry out an action; exemplification
to demonstrate how the task can be carried out, and repair
to resolve misunderstanding.

During storytelling, the dialogue exchange between the
conversational agent and the user may center around the
story itself and its elements, such as characters, setting and
plot events, or everyday events that are interesting for the
user and that may or may not be directly related to the story.
The participating entities can retell story events, describe
character attributes, justify character actions and
motivations, imagine possible outcomes resulting from
character actions or variations of existing stories, and
reflect on the relevance of story events to one’s daily
experiences. This “ability to imagine, solve problems and
make decisions”, according to Fay (2014), is what makes
“story generation play a vital role in intelligence”.

3. Conversational Storytelling Agents

Collaborative storytelling entails a two-way exchange of
ideas, feedback and suggestions regarding a story. Co-
authoring through taking turns to generate story content can
also occur during the collaboration. Written text or voice-
based interfaces can be wused as the medium of
communication, both with their respective advantages and
constraints as reported in (Ong et al., 2019).

28

3.1 Orsen, the Storytelling Peer

Orsen is a collaborative storytelling peer with input
understanding and text generation abilities designed to help
children create their own stories. It uses Google Firebase as
the text-based interface, and Google Home and Amazon
Alexa as voice-based interfaces. It utilizes a number of
dialogue moves to formulate an appropriate response for a
given user input. Pumps, such as “I see, what happens
next?” and “Tell me more about <character>.”, are used
to elicit additional details regarding a story element. Hints,
e.g., “Then Salie went to market.”, allow Orsen to suggest
content in order to help a child who is stuck and does not
know how to proceed with his/her story.

A collection of commonsense concepts and their relations
extracted from children’s stories, described in (Ong et al.,
2018), is used by Orsen to process user input and to
generate a response. This gives children the perception that
they are collaborating with an intelligent storytelling peer
who understands concepts and their interrelationships
normally present in the physical human world. In this way,
Orsen can augment the human writer’s limited knowledge
by offering prompts that could lead to writing ideas.

Because storytelling is a mutual learning process for the
entities involved, Orsen also behaves as a teachable agent.
It leverages on the principle of learning by teaching (Zhao
et al., 2012) when it encounters an unfamiliar concept, i.e.,
a concept that is not in its knowledge repository. In this
situation, Orsen switches to a learner role and generates
inquisitive responses such as “I want to hear more about
bandages.” This knowledge acquisition strategy helps in
expanding the agent’s knowledge base, but may also lead
to learning new assertions that are not necessarily true or
acceptable to all users. To address this, Orsen makes a
suggestion in subsequent dialogue turns to verify the
validity of its acquired knowledge. For example, to verify
that a “swing” can be found in the “park”, the agent can ask
“Did she see a swing?” in response to the child’s input text
“The princess walks to the park.”

Analysis of conversation logs showed that stories shared by
children vary depending on their interests and reading
habits. Traces of everyday experiences are evident in some
stories, expressed through character actions and events.
Retelling of popular fables and fairy tales manifest in
others. The length of the stories are constrained by the
child’s linguistic skills and personality. Some children
willingly share their stories with Orsen, while others
struggle with writer’s block. The mode of communication
also affected the interaction. Text-based interfaces require
correct grammar and spelling, while voice-based interfaces
require appropriate pronunciation and accent; otherwise,
communication breakdowns would emerge due to Orsen’s
inability to understand the user’s input (Ong et al., 2019).

Most language technologies are based on English, which is
also one of the main languages comprising the bilingual
nature of most everyday conversations in the Philippines.
While Orsen is currently designed to process and generate
English text, the presence of common Filipino words, e.g.,
tita (aunt) and /ola (grandmother), has been detected in a
handful of the stories.

Design challenges include establishing the size of the
knowledge base to make the agent act intelligently;
determining the domain of the assertions comprising this



knowledge base to adequately cover the wide variety of
topics that children may share; designating the mode of
communication to be used in interacting with children (text
or voice); and handling communication failure. Recent
advances in language technologies may be able to address
speech synthesis issues, produce agent responses free from
grammar errors, and correct parse user inputs to properly
identify story elements regardless of misspellings and
mixed language insertions. A balance must be achieved
between a highly intelligent agent capable of following any
story topic conceived by the children, and an agent that
simply utters “That’s interesting, please tell me more!” (to
hide its inability to generate a relevant story content), but
still leaves enough space for children to take center stage in
the story creation process.

3.2 Towards Emotional Intelligence with Eren

Although stories created with Orsen ultimately remain
fictional in nature, children may have drawn from personal
experiences to craft their narrative. It was observed that
some children shared stories about real-life events that
affected them emotionally. On the basis that children can
be asked to talk about their emotions freely through
storytelling (Denham et al., 1996), this then paves an
opportunity for developing emotional intelligence (EI). EI
involves recognition of one’s emotions, sensitivity to other
people’s emotions, and control of raging emotions.

Built on top of Orsen, Eren is a conversational agent that
treats stories shared by children as accounts of their
personal experiences. Based on the extracted characters,
objects and events from the child’s input, Eren identifies
the associated emotion using the OCC Model (Shaikh et al.,
2009); validates this with the user; then prompts the user
to reflect on his/her actions. Eren adapts Orsen’s dialogue
moves using the emotion coaching model of Gottman et al.
(1996) to help children understand and resolve their
emotions during storytelling. In contrast to Orsen’s free-
flowing dialogue controlled by the child, Eren follows a set
sequence of phases in its dialogue. This is necessary so that
the conversation flows from emotion recognition, to cause
identification, to action reflection (“Do you think what
<character> did was right?”), and lastly to post-
evaluation (“What did you feel after telling me this?”).

Combining Al with an emotion-aware agent poses certain
design challenges. Eren’s emotion recognition ability is
not perfect; at times, it may fail to identify the emotion from
the child’s input. Thus, it requires a confirmation dialogue
(“You seem <emotion>, is that right?”’) to validate the
detected emotion proceeding to the next phase of the
conversation. This, however, has led to situations wherein
the child indicated that he/she does not feel anything.

Certain pumps from Orsen — particularly those that ask for
character and object descriptions, such as “How old is
<character>?" and “How big is <object>?" — were found
to distract the child from focusing on the emotional impact
of actions and events taking place in his/her story. Because
they do not support the agent’s listener role, these types of
pumps were subsequently removed from Eren.

Results from end user feedback showed that most children
acknowledged Eren as a human (““I feel like talking to a real
human”), a friend (“Like a friend who won’t judge you”) or
a therapist (“therapist vibe). Children also identified the
preservation of privacy as an important factor in deciding
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to share their personal stories with a conversational agent
(“(Eren) won't share my story with others” and “Not a
person so it won't judge me”). This affirms the findings
reported by Fryer and Carpenter (2006) that people tend to
be more willing to disclose emotional stories to a
conversational agent since it does not lose patience and
does not judge.

3.3 Charm, a Chatbot for Joint Story Reading

Soriano and Ong (2016) explored how emotional changes
could be elicited from the learner through the use of text-
based conversation involving system-generated questions
and user responses. By disrupting and shifting the learner’s
negative affect to a more positive perception toward
learning, the software agent was envisioned to indirectly
encourage the learner to complete the learning task at hand.
A key design issue revealed in this work, however, was that
the virtual peer evokes a conversation only when the
learner is taking the reading comprehension test, which is
the last part of the learning activity. But end user testing
showed that the learners would have preferred an earlier
intervention, specifically during the reading task itself.
Such results motivated the development of Charm.

Charm is a conversational agent designed to mimic the
dialogue exchange that takes place during story reading
between an adult and a child. It aims to address three levels
of concerns — comprehension, relevance and engagement —
which affect the child’s motivation to finish a given reading
material. These concerns in turn are supported through
three types of dialogues: cognitive dialogue to facilitate
comprehension of the text; reflective dialogue to relate
story events to the reader’s personal life; and elaborative
dialogue to promote engagement with the story by focusing
on the key characters and events (Chan and Ong, 2018).

While the user has control over the conversation flow,
Charm formulates its response following the mental model
and proposition theories of Gunning (1996). Except for
who and where questions, the agent does not give direct
answers to other types of questions posed by the user.
Instead, Charm rephrases the questions and throws them
back to the user, encouraging the latter to seek answers to
his/her own question by recalling story elements. Question
formulation uses the question circles strategy (Tofade et al.,
2013) to construct subject matter questions as well as
external reality questions (Chan and Ong, 2018).

Mixed feedback was received from participants (Chan and
Ong, 2018). On a positive note, Charm was found to be
“easy to talk to” despite the need to use the English
language which reduces the pleasantness when compared
to conversing with a classmate or a friend in mixed
languages. The uniqueness of the experience also piqued
the interest of the participants, which they said is very
different from having a face-to-face conversation.
However, the participants’ inherent lack of eagerness to
read the story cause major usability issues, in particular, as
the agent would keep asking the users to think of the answer
on their own; some participants started feeling disappointed
and even frustrated with the agent.

As an intelligent agent, Charm’s library is currently limited
to only one reading material. It has a manually-built
computational model of the major scenes and characters
involved in the story. It then uses this model to retrieve
answers to who and where questions, and to formulate



what, why, how and do-you-think questions about character
actions and events. Advances in language technology could
enable Charm to automatically extract relevant elements
from a given input story text.

4. Conclusion and Future Work

Stories abound in everyday human conversations. We
explored the potential applications of voice assistants and
chatbot interfaces in collaborative storytelling to provide
interactive spaces for children to create their own stories,
share personal experiences, and introspect/reflect on
emotions. We encountered design challenges that affected
how children perceived the usability of these agents. Issues
concerning effective speech synthesis particularly for
bilingual and multilingual users, usage of correct grammar
structures in composing written and oral text, and the
adequacy and extent of the capabilities of existing language
technologies need to be addressed in future work to enrich
the child-agent interaction.
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Abstract
There is a lack of understanding on the qualities of texts that children can read, especially in Philippine languages. Text quality should
be informed by an analysis of text difficulty, which can be measured by the linguistic properties of text such as word density, concept
load, and phonological weight. The SukatWika analysis tool was developed to automate the extraction of this information for texts
written in Filipino, English, Sinugbuanong Binisaya, and Ilokano languages. The results obtained from this software can be used as an
aid in the creation of instructional materials which will support reading development among learners.

Keywords: text analysis software, linguistic properties, Philippine languages, literacy assessment

Buod
Mayroong kakulangan sa pag-unawa sa kalidad ng tekstong nababasa ng mga bata, lalo na sa mga wika sa Pilipinas. Dapat nakahango
ang kalidad ng teksto sa pagsusuri ng antas nito, na maaaring sukatin mula sa mga katangiang panlinggwistika ng teksto tulad ng
haba at dami ng salita, concept load, at sa mga uri ng tunog na nakapaloob sa mga salita. Ang SukatWika ay binuo upang mabilisang
makuha ang mga impormasyong panlinggwistika ng tekstong nasa wikang Filipino, Ingles, Sinugbuanong Binisaya, at Ilokano. Ang
impormasyong maibibigay ng SukatWika ay makatutulong sa paggawa ng mga kagamitang panturo upang malinang ang kakahayan ng
mga mag-aaral sa pagbasa.

1. Introduction lis, 2018), faster learning of a second language (Monje et

o ) al., 2019), and increased academic achievement (Nguyen,
Mother Tongue-Based Multilingual Education (MTB- 2017).

MLE) is an education program for children wherein they
learn to read and write first in their mother tongue (MT) and
then use their MT as they learn to understand, speak, read,
and write in other languages (UNESCO, 2018). MTB-
MLE programs may be for maintenance, for transition, or
for enrichment (Lin and Man, 2009). In the Philippines,
the MTB-MLE program is implemented from Kindergarten ~ 1.1. Multi-Literacy Assessments for Filipino

Because the MTB-MLE program has only been recently
implemented in the Philippines, many aspects for improve-
ment have been observed (Monje et al., 2019). Cordero
(2019) for example, includes the availability of assessment
tools and resources among topics that need more research.

to Grade 3. The program is transitional as the goal is to Learners

provide learners with the support they need to gradually  Multi-Literacy Assessments for Filipino Learners is a bat-
and effectively move from MT instruction to mostly Fil-  (ery of assessment tools which will measure learners’ skills
ipino and/or English instruction (Department of Education, in various literacy domains. It is part of a larger research
2019). Learning literacy in the mother tongue serves as the  agenda investigating lifespan literacy development of Fil-
foundation for learning literacy in other languages (Cum-  jpinos. For its first phase, it aims to develop assessment
mins, 2003). tools for early literacy in Filipino and English and the
The Department of Education released several policies for ~ mother tongues Sinugbuanong Binisaya and Ilokano. The
its implementation, with one released in 2009 to institu- literacy skills to be assessed include oral and written lan-

tionalize the program for Kindergarten to Grade 3, and two  guage development, alphabet knowledge, spelling, decod-
others in 2012 and 2013 containing the guidelines and the ing, and listening and reading comprehension.

list of official languages, including Filipino, English, Sin- Among the initial steps of development was to conduct an
ugbuanong Binisaya, and Ilokano. Section 5 of Republic  inventory of existing assessment tools made by researchers
Act (RA) 10533 or the Enhanced Basic Education Act of  of the university and secure their permission to adopt/adapt
2013 stipulated the features of the K to 12 curriculum and  their tool. A priority step in the assessment package devel-
mandated that it adhere to the principles and framework of ~ opment process was to find a way to ensure that test items

MTB-MLE. The most recent policy was released in 2019, in the tools were drawn from texts and books that typical
which articulated provisions further, including a guide for ~ Kindergarten to Grade 3 elementary students in the Philip-
possible classroom scenarios. pines ordinarily encounter.

Many studies discuss the advantages of the use of the MT in . .

schools including increased classroom participation, pos- 2. SukatWika Analysis Tool

itive affect, and increased self-esteem (UNESCO, 2004), In line with the goals of this project, the SukatWika (Fil-
flexibility with learning strategies (Dahm and De Ange- ipino: lit. “Measure Language”) program was developed to
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create a corpus of children’s language and texts and to facil-
itate the analysis of linguistic properties in Philippine texts.
Specifically, it automates the counting of various metrics at
the sub-word, word, and sentence level which are typically
used to assess the surface difficulty levels of reading and
instructional materials.

2.1.

As of Version 1.0, SukatWika is capable of analyzing texts
written in four Philippine languages: Filipino, English, Sin-
ugbuanong Binisaya, and Ilokano. Given a text document
in these languages, the program then provides the lengths
and frequencies of lexical and grammatical units, as well as
an interface for searching lexical units within the text.
Paragraph length counter. This displays the total number
of paragraphs in the text, and enumerates the frequency
of paragraph lengths, answering the question “How many
paragraphs contain n sentences?”’

Sentence length counter. This displays the total number
of sentences in the text, and enumerates the frequency of
sentence lengths, answering the question, “How many sen-
tences contain n words?”

Phoneme counter.  This displays the total number of
phonemes in the text, tabulates the frequency of appearance
of individual phonemes, and enumerates the frequency of
word lengths by phoneme, answering the question “How
many words contain n phonemes?” It also gives a list
of unique words in the text, ordered by the number of
phonemes in each word.

Word frequency counter. This displays the total number of
words in the text, tabulates the frequency of appearance of
unique words in the text, and sorts the words alphabetically
and by frequency.

Word length counter. This displays the total number of syl-
lables in the text, and enumerates the frequency of word
lengths, answering the question “How many words contain
n syllables?” It also gives a list of unique words in the text,
ordered by the number of syllables in each word.

Word searcher. This allows the user to input a string of
characters, and gives a list of words containing the string.
It also provides options to filter the words displayed by the
number of syllables contained in the word, as well as the
position of the string in the word (i.e. start, middle, or end
of the word).

Functionality

2.2. Orthography

For the Philippine langauges supported by the program,
the rules for syllabication and phonemic transcription of
individual words were based on official orthographies for
Filipino (Almario (Ed.), 2014), Sinugbuanong Binisaya
(Akademiyang Bisaya, 2011), and Ilokano (Komisyon sa
Wikang Filipino, 2012). For English, phonemic transcrip-
tions were extracted from the CMU Pronouncing Dictio-
nary (Carnegie Mellon University, 2014), while syllable
counts were performed by simply counting the number of
vowels in the phonemic transcription, since each syllable
in an English word is known to contain only one sonant or
vowel sound (Malone, 1957).

Tokenization rules were identical for all four languages:
words were tokenized based on whitespace, while sen-
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tences and paragraphs were tokenized based on end-of-
sentence and newline characters. The parsing rules for each
type of analysis were then encoded as Python functions and
used in the succeeding scripts to produce the necessary out-
puts.

2.3. User Interface

In order for the functions to be user-friendly and to be able
to visualize the results, a graphical user interface was cre-
ated based on PyQt5. PyQt5 is a comprehensive set of
Python bindings for Qt5. Qt is set of cross-platform C++
libraries that implement high-level APIs (Application Pro-
gramming Interfaces) for accessing many aspects of mod-
ern desktop and mobile systems. Shown in Figure 1 is the
starting window wherein no text has been analyzed yet.

pRpr——.

MiIISUKATWIKA| B o

Figure 1: Starting window of the SukatWika user interface

Each of the tabs that can be seen in the lower part of the
user interface displays each of the features mentioned in the
previous section. For example, the test results of the word
length counter can be seen in Figure 2. Also seen below
the tabs is the status bar which displays the path to the cur-
rent analyzed file, the language selected, and instructions
to export the results. The full SukatWika analysis can be
exported to a comma-separated values (.csv) file when the
‘Export as .csv’ button is clicked. The .csv file can then be
opened in a text editor or spreadsheet application.

o s - x
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List of words by syllable and frequency count:
Loyti: 2o 5

Evotas v

Word Lengths

Total syllables in

text: 22959

Figure 2: Tab of the word length counter showing the re-
sults of the analysis of SukatWika

An added feature that serves as an aid to users is the
Phoneme Reference Guide for the English text analysis



based from the CMU Pronouncing Dictionary. This can
be accessed by clicking the ‘Open Reference for English
Phoneme Counter’ button found in the upper right portion
of the user interface.

Version 1.0 of SukatWika can only support Microsoft Word
(.docx) files as input and is compatible with the Windows
Operating System. All dependencies are already included
in the distribution of SukatWika v1.0.

3. Evaluation of Texts

Learner’s materials specific for each language and grade
level were gathered and collated into one file. These files
were then uploaded into the program for analysis with the
analysis results discussed in the succeeding section. Fil-
ipino and English versions of the tools were developed
first and will serve as the basis for the Sinugbuanong Bin-
isaya and Ilokano versions. Table 1 shows the number of
learner’s materials analyzed which were downloaded from
the DepEd Learning Resources Portal. They are a varied
collection of learner’s materials made by DepEd and its
partners.

Filipino English
Kinder 9 No texts available'
Grade 1 20 6
Grade 2 17 12
Grade 3 16 12

Table 1: Texts analyzed per grade level

3.1.

Syllable counter results for both English and Filipino show
the progression of the length of words encountered by
learners as they moved from one grade level to another. Ta-
ble 2 shows the results generated by SukatWika in terms
of the number of 1- to 3-syllable words in Kindergarten to
Grade 3 texts.

Table 2 shows that learners in all grade levels are mostly
exposed to 1-syllable words for both Filipino and English
texts. The table also shows that the number and percentage
of 2- and 3-syllable words increase substantially as learners
go on to the next grade levels, signifying increasing com-
plexity of texts.

This is supported by the data from the phoneme counter
presented in Tables 3 and 4. Though the tables only show a
specific portion of the results, the increasing frequencies
of the phonemes from Kindergarten to Grade 3 can still
be clearly observed, confirming the increasing level of text
complexity shown by the syllable counter data.

The same trend of increasing text complexity can also be
observed in the sentence and paragraph length counter re-
sults. Table 5 shows part of the sentence length counter
results while Table 6 shows part of the paragraph length
counter results.

Text Analysis Results

'The mother tongue is the mode of teaching and learning in
Kindergarten.
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3.2. Using Text Analysis Results

3.2.1. Development of the Multi-literacy Assessments

for Filipino Learners

Though an increase in text complexity is expected as learn-
ers moved from one grade level to another, SukatWika re-
sults provide the necessary details to make sound decisions
on items to be included in the assessment tools. For ex-
ample, the results of the phoneme counter, word frequency
counter, and word length counter influenced the choice of
words to be included in phonics and word reading, and
spelling assessments. It enabled the assessment materials
to provide a progression of word length and complexity
based on the data generated by the SukatWika analysis.
In identifying the list of words for the word reading test,
the frequency counter results served as the basis for inclu-
sion into the assessment tools. When listing the words for
the word reading assessment, the syllable counter results
and phoneme counter results validated the words that were
included in the test. For example, the phoneme /ng/ was
excluded from the Kindergarten assessment tools because
SukatWika analyses showed that this phoneme occurred
more frequently in Grade 1 materials indicating that learn-
ers had more experience with this phoneme at that level
(See Table 3). It would not have been judicious to include
the phoneme /ng/ in Kindergarten tools because the learners
at this level can be assumed to have insufficient exposure to
it in printed texts.

3.2.2. Other Uses

Sentence and paragraph length counter results may also be
used as criteria for those who may want to create stories
for a specific grade level. Story writers would simply need
to write within the target grade level’s analysis results to
ensure that target readers will be able to read the text accu-
rately.

SukatWika may also be utilized to determine an existing
text’s readability level. Existing stories and other learner’s
materials may be uploaded into the tool and the results of
the analysis could then be compared with the results gen-
erated from the DepEd learner’s materials to establish the
material’s reading level.

When planning spelling and reading lessons, teachers could
also use the word search capability of SukatWika to gener-
ate words with the specific consonant blends, digraphs, or
phonograms which they are studying in class. This may be
especially helpful for reading remediation classes.

4. Conclusion

SukatWika enabled the development of assessment tools
based on text and word properties that learners encountered
in school. Since the tools are drawn from materials which
learners use in school, it will yield accurate assessment re-
sults based on the exposure of learners to the printed mate-
rials.

Aside from those listed in this paper, SukatWika will have
many other possible uses for teaching and assessment. It
will be useful for many contexts and will hopefully open
more opportunity to support reading development of all Fil-
ipino learners.



Filipino English
1-syllable | 2-syllable | 3-syllable | 1-syllable | 2-syllable | 3-syllable
words words words words words words
Kinder | 2,999 1,582 871 No texts available’
Grade 1 | 11,230 6,250 4,118 13,487 3,041 612
Grade 2 | 23,503 13,969 9,384 14,689 3,627 776
Grade 3 | 29,482 23,128 13,813 64,549 20,274 5,494

Table 2: Number of 1- to 3-syllable words in Kindergarten to Grade 3 Filipino and English texts generated by SukatWika

Filipino
Kindergarten Grade 1 Grade 2 Grade 3
Phoneme | Frequency | Phoneme | Frequency | Phoneme | Frequency | Phoneme | Frequency
n 2,432 n 7,907 n 23,276 n 32,618
Consonant t 1,494 ng 6,635 ng 16,045 ng 21,887
phonemes 1 1,334 S 5,402 t 13,181 t 17,790
s 1,288 t 4,741 S 12,455 S 17,709
k 1,208 1 4,304 m 11,092 1 15,891
a 7,480 a 25,115 a 69,417 a 89,617
Vowel i 1,942 i 8,225 i 21,404 i 32,624
phonemes | U 954 0 3,811 o 11,295 o 15,877
0 868 u 3,280 u 10,342 u 12,449
e 323 e 1,380 e 2,805 e 4,863

Table 3: Phoneme counter results for Filipino texts

Potential improvements to the software include support for
additional Philippine languages, text normalization for spe-
cial characters such as numbers and mathematical symbols,
language identification for bilingual texts, and compatibil-
ity with other input file formats and operating systems.
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Abstract

Preservation of the cultural heritage by means of digital methods became extremely popular during last years.
After intensive digitization campaigns the focus moves slowly from the genuine preservation (i.e digital archiving
together with standard search mechanisms) to research-oriented usage of materials available electronically. This
usage is intended to go far beyond simple reading of digitized materials; researchers should be able to gain new
insigts in materials, discover new facts by means of tools relying on innovative algorithms.In this article we will
describe the workflow necessary for the annotation of a dichronic corpus of classical Ethiopic, language of
essential importance for the study of Early Christianity

Rezumat (Romanian)
Conservarea patrimoniului cultural prin intermediul metodelor digitale a devenit extrem de popular in ultimii ani.
Dupa campaniile intensive de digitizare, atentia cercetatorilor se deplaseaza incet de la conservarea autentica
(adica arhivare digitald impreund cu mecanisme de cautare standard) la utilizarea orientata spre cercetare a
materialelor disponibile pe cale electronica. Aceasta utilizaredoreste sa patrunda mult dincolo de simpla citire a
materialelor digitizate; Cercetatorii ar trebui sa poata descoperi noi elemente, prin intermediul instrumentelor care
se bazeaza pe algoritmi inovativi. In acest articol vom descrie fluxul de lucru necesar pentru adnotarea unui corpus
diacronic in Ge'ez, limba etiopiana clasica , o limba de importanta esentiala pentru studiul crestinismului timpuriu.

Keywords: annotation, classical Ethiopic, south-semitic language3
lexicography, morphology and style. The annotated texts
1 Introduction belong to different periods and genres of Ethiopic literature
(text-critical  editions). The project employs a
Although of major importance for the understanding of ~ Multidisciplinary approach, involving methods from
Christian Orient, the Go‘oz language was up to now linguistics, philology and digital humanities. Major results
somehow neglected by the new research directions in  expected to bring Go'az in the digital era are:
Digital Humanities. Substantial material in digital form
exist, but there are no tools which allow a deep analysis of
the language and the content.

* a(deep) annotated corpus linked with

* alexicon (first digital lexicon for Go‘az)

Improving our knowledge of the Gooz language is crucial
in order to refine our philological and text-critical methods
as well as for advancing our understanding of thought and

* tools for the annotation, analysis, and
visualization of the corpus, and browsing the

literature expressed in Goaz. lexicon.
This implies a substantial enlargement of the data by: In this paper we will focus on the description of the
annotation tool. We will explain the requirements and the
*  seizing Classical Ethiopic texts in digital form challenges these requirements imply for the tool
. L L . development, and we will present its components, the
*  adding significant linguistic information underlying data structure as well as the linguistic -set.

*  collecting metadata

2 Challenges of Go‘az language for digital

*  providing tools to interpret all this information. tools
The project TraCES' (From Translation to Creation: The digital annotation and analysis of any corpus,
Changes in Ethiopic Style and Lexicon from Late Antiquity implies several steps:
to the Middle Ages) aims to fill this gap by providing a - The identification of punctuation marks

collection of reliable and extensive linguistic data based on
annotated of diachronic corpus of Go'z. The annotation and
the developed tools will enable analysis at the level of

- The identification of independent tokens
(Tokenisation). By token we denote the smallest

! Funded thought the ERC Research Grant 2014-2019
(http// https://www.traces.uni-hamburg.de/about.html)
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unit to which one can assign a part-of-speech
(PoS).

- The division of the text in sentences.

- The construction of a linguistic tag-set (PoS +
possibly attached features and their values)

- The annotation of these features as well as
attaching to each word a lemma, and a link to a
language lexicon

The Ga‘az language belongs for the moment to the
group of “very low resourced languages”, i.e.
languages which face a significant lack of resources
(corpora , lexicons, terminological data bases,
Thesemantic networks) and tools.(Maegard and
Krauwer 2006) defines the minimum set of such
resourced and tools which are necessary to insert one
language on the digital map. Usually the problematic
of (very) low resourced languages is solved through
adaptation of existent material for other languages
within the same family. In the case of Ga'az this is not
possible due to several issues:

- Within the semitic language family the situation
is better for Arabic and Hebrew. However
classical variants of these languages are as well
under-ressourced. The particularities of Go‘az
writing system (alphabet, left-right writing) make
impossible any adaptation

- From the point of view of the writing system
Ambaric seem to be the best next candidate for
an adaptation. Amharic lacks itself language
resources and tools. Additionally the
morphological structure differs in many points
from that one of Gaaz

There are a number of tools which claim to be
language independent. These are tool developed with
a statistical paradigm: very large language corpora are
used and linguistic feature are learned from those. This
paradigm cannot be followed for the moment for Go‘az
as there exist no statistically relevant Corpus for
classical Ethiopic Additionally machine learning
methods are quite performant when the number of
features to be learned is rather small. This is not the
case of Go'az, for which we identified over 30 0PoS
(Hummet and Druskat 2017) together with various
features to be annotated.

An additional challenge is the absence of an electronic
dictionary (lexicon) for Go‘oz. Usually this is the first
electronic resource to be developed for a language.
Lexicons give important information about the lemma,
the root as well as morphological features. The
TraCES project builds the lexicon and the annotated
corpus in parallel. This means that there is a
bidirectional link between these 2 resources: already
existing lemmas are marked in the lexicon but also new
found words from the corpus are inserted (together
with lemma and morphological information) into the
lexicon.

A fully automatic annotation process is therefore for
Go‘oz impossible at this stage. We adopt a 2-stage
workflow:
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1. Ina first stage a manual deep-annotated corpus is
built. The manual Annotation is speeded-up by a
controlled semi-automatic component, which
will be explained in section 3

In a second stage the deep annotated corpus will
be used as training material for a machine
learning algorithm.

The complete architecture, including also the links to
the lexicon component is presented in figure 1.

During last years several language-independent,
respectively language customizable annotation tools were
made available for researchers in humanities. Among those
the most used are WebAnno (de Casthilo et. al 2014)) and
CorrA (Bollmann et al. 20174) However a certain
specificities of Ga ‘oz made not possible the usage of these
tools. In this section we will list these specificities and
explain how they influenced the decisons taken for
Annotation.

i)
As mentioned the final goal of the TraCES project is
to provide a framework which makes possible a
diachronic analysis of this language. As usually
variations in language occur at the micro and not the
macro level, we need to perform a deep annotation
which implies: a fine-grained PoS tag-set together with

very precise and detailed features for each PoS. We
defined a set of 30 PoS, grouped as follows:

PoS Tagset

*  Nominals

- Nouns: Common Noun, Proper Name

- Pronouns: Independent Personal
Pronoun, Pronominal Suffix, Subject
Pronoun Base, Object Pronoun Base,
Possesive Pronoun Base, Demonstrative
Pronoun, Relative Pronoun,
Interrogative Pronoun, Pronoun of
Totality Base, Pronoun of Solitude Base

- Numerals: Cardinal Numeral, Ordinal
Numeral

- Verb



- Existentials: Existential Affirmative
Base, Existential Negative Base
e Particle
- Adverbs: Interrogative Adverb,
Other Adverb
- Preposition
- Conjunction
- Interjection
- FurtherParticles: Accusative
Particle, Affirmative Particle,
Deictic Imperative Particle,
Interrogative Particle, Negative
Particle, Presentational Particle
Base, Quotative Particle, Vocative
Particle, Other Particle
*  Foreign material
*  Punctuation

The inclusion of different types of particles like
Prepositions and Conjunctions or relative pronouns
makes imperative a splitting of Go‘az word units in
tokens e. g.

The word unit H&ALO: (zafilyas) will be split in H:(za)
as relative pronoun and &Afq: (filyas) as proper noun.

A more challenging issue is the annotation of
pronominal suffixes which can be in fact marked just
in the transliteration like in the following example:

The word unit N%w4.: transliterated as ba ‘@suru has
the following tokens: ba (Preposition), ‘@sur (common
noun) and u (pronominal suffix). However the
pronominal suffix u is part of transliteration of the
Go‘oz letter (4-). Thus an annotation of such part of part
of speech can be done only on transliterations.

The linguistic annotation is just part of a more complex
annotation as several layers (text structure, editorial
marks, named entities like persons, places, date) some
of them being more appealing if they are inserted in
the original script.

The annotation tool must handle in parallel the text in
its original form (fidal) and transliteration

ii)
Given the motivation under i) we need for all texts
their transliterated version. Time constraints make
impossible a manual transliteration. On the other hand
a fully automatic transliteration cannot handle (without
apriori knowledge) phenomena like disambiguation of
6" grade (9) or gemmination. There are no clear
linguistic rules which could cover all cases. Moreover,
even some rules my imply linguistic information,
which at the moment of the transliteration is not
available to the system. Unsupervised machine
learning approaches (without training material) will
not perform satisfactory as we do not have any big
corpus in both fiddl and transliteration.

Transliteration process

Thus the annotation tool may support a kind of
controlled semi-automatic transliteration 2 stages: first
a rough transliteration, based on the general accepted
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The data model of the GeTa Tool follows

transliteration rules is performed automatically. I-n a
second stage corrections are done in a semi-automatic
manner. We will explain this in section 4.

The gemmination or disambiguation of 6™ grade are
linguistic motivated processes. From the technical
point of view the linguistic annotation is preceeded by
a tokenisation process (splitting or word units in
tokens). As consequence a gemmination (e.g.) may
occur only after the PoS and its features are decided.

3 Underlying DataModel

an object-

oriented approach. Each object can be located by a unique

Id. There are
types

two

of Figure 2 GeTa Data -model Objects:

Annotated Objects namely: Graphical Units, Tokens, Go°z-

characters and Transcription-letters.

Textstructure-Element, Level 4

ID: TraCES-LATSUN-W3

il
Token 1

—

i

‘

1]

NE (Person, Date, Place ..)

1. 1]

Token 2

‘ Token 3

Textstruct.-
Annotation

Linguistic
Annotation

Edition

11

e Annotation Objects (spans) which are attached

to one or more Annotation-Objects; these are:
morphological annotations, text divisions,
editorial annotations.

Links between Annotated- and Annotation-
Objects are ensured through the Ids. In this way
the model enables also the annotation of
discontinuous elements (e.g. a Named Entity
which does not contain adjacent tokens).

A Graphical Unit (GU) represents a sequence of
Go'z-characters ending with the Go'z-separator
(:). The punctuation mark (:) is considered
always a GU. Tokens are the smallest
annotatable units with an own meaning, for
which a lemma can be assigned. Token objects
are composed of several Transcription-letter
objects

e.g. The GU- Object @& L.4°: contains

the 4 Go°z —letter objects ; @, &, 1, fe. Each of these objects
contains the corresponding Transcription-letter objects,

namely:

e @ contains the Transcription-letter objects: w and

a



e ¢ contains the Transcription-letter objects: y and
2

e (1, contains the Transcription-letter objects: b and
e

e (v contains the Transcription-letter objects: / and
0

Throughout the transliteration-tokenisation phase three
Token-objects are built: wa, yabel, and o

Finally, the initial GU-Object will have attached two labels:
og0A and wa-yabel- o. For synchronisation reasons we
consider the word separator (:) as property attached to the
Go“z-character object (.

Each Token-Object records the Ids of Transcription-letter
object which he contains.

Morphological annotation objects are attached to one
Token-object. They consist of a tag (the PoS e.g. Common
Noun) and a list of key-value pairs where the key is the
name of the morphological feature (e.g. number). In this
way the tool is robust to addition of new morphological
features or PoS tags.

As the correspondences between the Go“z-character and the
transcriptions are unique, the system stores just the labels
of the Transcription-letter objects. All other object labels
(Token, Ga‘z-character and GU) are dynamically generated
throughout a given correspondence table and the Ids. In this
way the system uses less memory and it remains error prone
during the transliteration process. In figure 3 we present the
entire data model, including also the other possible
annotation levels.
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Abstract

This paper presents FarSpeech, QCRI’s combined Arabic speech recognition, natural language processing (NLP), and dialect identifi-
cation pipeline. It features modern web technologies to capture live audio, transcribes Arabic audio, NLP processes the transcripts, and
identifies the dialect of the speaker. For transcription, we use QATS, which is a Kaldi-based ASR system that uses Time Delay Neural
Networks (TDNN). For NLP, we use a SOTA Arabic NLP toolkit that employs various deep neural network and SVM based models.
Finally, our dialect identification system uses multi-modality from both acoustic and linguistic input. FarSpeech presents different
screens to display the transcripts, text segmentation, part-of-speech tags, recognized named entities, diacritized text, and the identified
dialect of the speech.

Keywords: Arabic, Automatic Speech Recognition, Natural Language Processing
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1. Introduction cessing, because ASR output may contain recognition er-
rors and the recognized text may contain a mix of Modern
. oo - ) ) Standard Arabic (MSA) and dialects. Farasa is optimized
a variety of applications such as information extraction  , N\ISA. The final screen shows Arabic Dialect Identifica-

and machine translgtior}. In this paper, we present Fhe tion (ADI) results, which attempts to label the input speech
FasSpeech web application, which couples QATS, our live as either MSA, Egyptian, Gulf, North African, or Levan-

Arabic Automatic Speech Recognition (ASR) system(0),  ine This is the first system that combines ASR, NLP and

and Farasa, our natural language processing pipeline (0), 0 giyjectic identification in a live streaming setup.
perform a variety of NLP tasks on live speech. FarSpeech

is designed to show more than the plain text speech tran- 2. System architecture
scripts. Farspeech has five different screens. The first four
screens show the output of different Farasa NLP processors,
namely; (1) Segmentation, which involves breaking words
into its constituent prefix(es), stem, and suffix(es) and is
essential for a variety of applications such as text retrieval
and machine translation; (2) Part-of-Speech (POS) tagging,

Downstream processing of transcribed speech can enable

The Farspeech system is composed of four independent
components, namely: the web application, the QATS ASR
server, the Farasa NLP toolkit application server, and the di-
alect identification system. The complete system workflow
diagram is shown in Figure 1. It performs the following

1 :
where we color code POS tags such as nouns, verbs, and Steps
adjectives using different colors; (3) Named-entity recog- e Capture input from a user’s microphone through the
nition (NER), which builds on segmentation and POS tag- interface.

ging to identify named entities that include persons, orga-

nizations, and locations; and (4) Text Diacritization, which e Spawn a worker that sends raw audio to the QATS

involves the automatic recovery of short-vowels, a.k.a. di- ASR server.
acritics, that are typically omitted in Arabic text, including e Get transcribed output from QATS and send it to
in speech recognition output. ASR complicates NLP pro- Farasa web server.
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Figure 1: FarSpeech System Overview

e Retrieve Farasa results and display segmentation, POS
tags, recognized named entities, and diacritized text.

e Send audio to dialect identification systems.

e Display output on Farspeech.

Since this is a live speech system, steps 1-6 are continu-
ally repeated as more audio input is received from the user.
The data stream is continuously sent to the ASR server, and
the incremental output is fetched to the Farasa web API for
further processing allowing the different components to op-
erate independently of each other.

2.1. The Web Application

The web application is comprised of a front-end and a back-
end. The front-end presents the users with an interface to
initialize their microphone and to record their audio input
with the possibility of cancelling their session at any point.
The front end is primarily built with the Bootstrap' frame-
work. To handle speech we used Wavesurfer? and the Dic-
tate’ javascript library to enable microphone initialization
and audio capture. Dictate converts the audio from WAV
to raw binary audio file, which is then passed to the web
application back-end that is built using the Tornado Web
Server*. The Tornado application spawns workers which
take care of each user’s session. A worker passes the raw
audio input to the ASR server and receives back the tran-
script as an output. Once the transcribed output is received,
the data is sent to the Farasa web server through its web
API, which returns processed text, including segmentation,

"https://getbootstrap.com/
2https://wavesurferfjs.org/
*http://kaljurand.github.io/dictate. js/
*https://www.tornadoweb.org/

POS tags, named entities, and diacritization. The raw au-
dio together with its text transcripts is also sent in paral-
lel to the dialect identification system which in turns return
the mostly likely region from which the dialect originated.
These steps are repeated for each partial audio input that
the application receives from the user microphone input.

2.2. Speech transcription

We use the QATS Speech-to-text transcription system that
we built as part of QCRI’s submission(0) to the 2016 Arabic
Multi-Dialect Broadcast Media Recognition (MGB) Chal-
lenge(0). The key features of the transcription system are
as follows:

Acoustic Models: We experimented with various acous-
tic models; Time Delayed Neural Networks (TDNNs)
(0), Long Short-Term Memory Recurrent Neural Networks
(LSTM) and Bi-directional LSTM (BiLSTM) (0). Though
the performance of the BILSTM acoustic model in terms
of Word Error Rate is better than the TDNN, TDNN has a
much better real-time factor while decoding. Therefore, we
opted to use the TDNN acoustic model. More model details
are available in Khurana et al. (0).

Language Model: We built a Kneser Ney smoothed tri-
gram language model. The vocabulary size is restricted
to the 100k most frequent words to improve the decoding
speed and in-turn the real-time factor of the system. The
choice of using a trigram model instead of a recurrent neu-
ral network model, as in the QATS offline system, was es-
sential for keeping the decoding speed at a reasonable fast.

2.3. Natural language processing

For Arabic text language processing, we used our in-house
Arabic NLP toolkit called Farasa’ (meaning chivalry in
Arabic). The pipeline includes segmentation, POS tagging,

5http://farasa.qcri.org
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NER, a diacritization, spell checking, lemmatization, and
dependency and syntactic parsing. Though Farasa is tuned
for MSA, particularly for the news domain, it can handle
other genres along with classical and dialectal Arabic, but
at reduced accuracy. This is possible because of the large
overlap between MSA and other varieties of Arabic. Farasa
fills an important gap in the span of available tools. It is
the only comprehensive suite of Arabic tools that is both
open source and whose internal sub-components are com-
petitive with the state of the art. In FarSpeech, we employ
the segmenter, POS tagger, NER, and diacritizer.

3. Conclusion

This paper presents FarSpeech, the QCRI system for live
speech, NLP processing, and dialect identification. Cur-
rently, the system works very well for Arabic including fre-
quent dialectal words. For future work, we aim to improve
the system in several ways including having a tighter in-
tegration between ASR and NLP, and to extend its use to
other applications such language learning.
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Abstract

Technology has played a vital role in advancing our understanding of prosody in human languages. In many languages, tones distinguish
lexical meanings and variations of other prosodic features carry semantic or pragmatic information. Although deep learning and end-to-
end technologies have been increasingly used in speech applications, challenges in technology for handling prosody and tone languages
are still significant, especially in less familiar languages and dialects. In this squib, we will present as a case in point the study of tone,
intonation and other prosodic features in Chinese and its relevance to speech technology.

Keywords: tone, intonation, prosody, prosodic modelling
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1. Introduction prosodic annotations for speech corpora with different

accents automatically or semi-manually.

Tones can be defined as pitch variations that change either T this end, in this squib I will focus on presenting as a case
the lexical or grammatical meaning of a word. A language iy point the study of tone, intonation and other prosodic
in which the meaning of a word depends on its tone is  featyres in Chinese, including phonetic and phonological
known as a tone language. The aspects of speech that  gescriptions of tones, tone sandhi and tonal coarticulation,

extend beyond individual vowels and consonants are  typological study on intonation, intonation modeling and
known as suprasegmentals or prosody. Narrowly speaking,  prosodic annotations.

prosody is sometimes used as a synonym only for . . L
intonation, which refers to the use of suprasegmental 2. Phonetic and Phonological Despcriptions
features to convey post-lexical or sentence-level pragmatic of Tones

meanings in a linguistically structured way (Ladd, 1996). In the first comprehensive explication of the sound system

Tone languages can have either register tones or contour ~ in Chinese found in a Chinese rhyme dictionary called
tones. The vast majority of languages spoken in Africaare  ~Qieyun”, created in 601 during the Sui Dynasty (581-618),
register tone languages, such as Igbo, Shona, Yoruba, and @ total of 12,000 character entries were arranged
Zulu, to name just a few. In a contour tone language, pitch correspondlng to the four tonal categories, referyed to as
movement, instead of pitch level, serves to distinguish ~ Ping”, “Shang”, “Qu”, and “Ru” in the philological
word meaning. Many of the languages spoken in Southeast tradition. A new phase was initiated in the experimental

Asia — including Mandarin Chinese, Chinese dialects, Thai, ~ Study of tone when the kymograph was used in the
and Vietnamese — are contour tone languages. measurement of tones in Chinese dialects by Liu Fu, Wang

Li and Yuen-Ren Chao. Chao was also the inventor of
Speech prosody is a systemic structure of various linguistic ~ “tone letters” used in International Phonetic Alphabets
components in an utterance or multiple connected  (1pA) for the transcription of tones, in which the total pitch
utterances, which conveys linguistic, paralinguistic and  range is divided into four equal parts, marked by five pitch
even nonlinguistic information via suprasegmental features levels, numbered 1, 2, 3, 4, 5, with 1 being the lowest pitch
(Fujusaki, 1997). As aresult, prosody is not only related to and 5 the highest (Chao, 1930).

tone, intonation, stress and rhythm, but also to discourse- . . .
information, as well as interlocutor’s emotions and Presently, there are ten major dialect groups of Chinese
attitudes. spoken in China (Maps of the languages in China, 2012),
) ) which exhibit great variations in phonology, syntax and
Deep learning and end-to-end technology are widely used other aspects of grammar.
in speech application systems. However, challenges are .
plentiful for technology in handling prosody and tone ~ Southern dialects generally have more complex tonal
languages in real-life intellengent systems, to wit, how to  Systems than northern dialects in terms of the number of
describe complex tonal systems phonetically and ~ tones and contour shapes. While most southern dialects
phonologically; how to model tone and intonation froma  Nave between 6 and 13 tones, northern dialects have about
typological point of view; how to model contextual 2 t0 5 tones. Mandarin dialects are not known for having

prosody in interaction; and how to apply technology in  t00 many tones, except those spoken in the lower reaches
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of Yangtze River. Most of them have 5 to 7 tones, due to
partly influences from the neighboring Wu dialects. On the
other end of the spectrum, the Lanyin variety of Mandarin,
which is spoken in the western part of China, has 2 to 4
tones, fewer than most other Mandarin dialects due to its
direct contact with non-tonal minority languages over a
long period of time. According to Ran (2018), the dialect
with the most tones is a Gan dialect called the Jinxian
dialect, which has 13 tones; and the dialect with the fewest
tones is the Honggu dialect, with only 2 tones.

One area focused on the analysis of acoustic features such
as f0, duration and amplitude of tones in isolation and in a
sequence (e.g. Lin and Yan, 1992; Wu, 1982). An
interesting development in recent years has been the study
of phonation types such as modal voicing, breathy voice or
creaky voice. Evidence was presented to show that lexical
meanings can be distinguished on the basis of both pitch
and phonation types, not just pitch alone as previously
assumed for tone languages like Chinese (Kong, 2001; Zhu,
2012).

Phonological systems to represent tones have been
proposed for Mandarin and other Chinese dialects. Two
earliest studies (Wang, 1967; Wu, 1979) both distinguished
register and contour features of tones. The earliest study
concerning the representation of tones is Wang (1967). He
distinguished three level features and a redundant contour
feature. For example, a tone can be in the high or low
register of pitch and it can take the shape of a level or
contour pitch movement such as rising or falling. The
dichotomy of register and contour is widely adopted in
more formal treatment of representation of tones (Bao,
1990; Chen, 2000; Duanmu, 1990; Li, 2003; Yip, 1989,
2000). In a comprehensive study of tonal systems, Liu
(2004) surveyed 1,186 Chinese dialects from published
documentations. Tones in her study are transcribed with the
tone letters system of Chao. She proposed register and
contour feature to classify tone systems of Chinese dialects
and accounted for contour variations using downtrend of
pitch.

Zhu (2012) departed from previous systems of tonal
features and proposed a new notational system, based on
his own field work. According to him, in Chinese dialects
some tones are not only cued by pitch movement, but also
by phonation types. Therefore, phonation types and pitch
movement are both relevant in defining three pitch registers
and six pitch levels. He proposed a framework of tonal
typology in which each tone can be defined by four features
which are register, duration, level, and contour.

3. Tones in Context: Tone Sandhi and
Tonal Coarticulation

Changes can happen as a result of two tones in
juxtaposition. Tone sandhi is generally known as the
process of tone change due to the influence of the other.
The best-known tone sandhi in Mandarin is the third tone
sandhi: in the combination of two syllables in Tone 3, the
first syllable changes to Tone 2. In other words, Tone 3 +
Tone 3 become Tone 2 + Tone 3. It is a macro change of
tonal identity and is easily noticeable by fluent speakers.
Tonal coarticulation, on the other hand, refers to much
more subtle changes, caused by interactions of different
articulatory gestures. It does not involve changes of tonal
categories.
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Major issues in the study of tone sandhi include the
relationship between tone in isolation and in tone sandhi,
the domain in which tone sandhi happens and the types of
tone sandhi. Tone sandhi patterns can be classified in terms
of direction, manifestation and domain. For example, the
Shanghai dialect and other Northern Wu dialects exhibit
the left-dominant tone sandhi pattern in which the left-most
syllable in the tone sandhi domain — lexical compounds in
this case — keeps its underlying tone and spreads its tone to
the other syllables in the domain. Phrasal structures follow
different patterns, though. The right-dominant pattern is
illustrated in the third tone sandhi in Mandarin above: The
Tone 3 in the right-most syllable triggers the tone sandhi in
the previous syllable. A third pattern is called tonal
substitution. An often-cited example is the southern Min
dialect spoken in Xiamen (also known as Amoy). The
right-most syllable keeps its tone and the other syllables in
the same domain are replaced with other tones in a circular
way, forming what is known as the Min circle (Chen, 1987).
Chen (2000) provides in-depth analyses of tone sandhi
patterns across Chinese dialects. It has been so far the most
comprehensive study of tone sandhi in Chinese dialects.

Determination of tone sandhi domain has been challenging
as it involves syntax, rhythm and tempo. Take the third tone
sandhi in Mandarin as an example. The tone sandhi patterns
can be quite complex when three or more third tones are
present in the same domain and across two domains. As
mentioned above in passing, compounds and phrasal
structures in Wu dialects follow different set of tone sandhi
rules.

Formal analyses of tone sandhi are often given in tonal
features such as H (high) and L (low). Different theories
have been proposed for tone sandhi patterns in different
dialects, but there are still remaining issues that have yet to
be fully accounted for.

Tonal coarticulation happens between adjacent tones, but it
does not cause changes of tonal categories. Effects of tone
sandhi in Mandarin have received intensive attention since
the 1990s (Peng, 1997; Shen, 1990; Shih, 1986; Xu 1994,
1997, 1999). Both carryover and anticipatory effects have
been identified in the production of connected tones. For
example, in Mandarin when the Tone 3, a low tone, is
preceded by the other three tones and itself, the pitch
trajectory of the low tone is greatly affected by the
preceding tones. Specifically, its high point is the highest
at the syllable boundary when preceded by a high level tone.
The carryover effect in Mandarin is primarily assimilatory.
The anticipatory effect, much smaller in scale than the
carryover effect, is seen in the raising effect of the low tone
on the preceding tone. For example, the high f0
(fundamental frequency) of the falling tone in Tone 4 is
realized higher after Tone 3 than the other three tones, ergo
the effect is mainly dissimilatory.

In addition to four tones in Mandarin, there is a special
category called the neutral tone. A syllable is said to be in
neutral tone when it does not carry one of the four lexical
tones in Mandarin. Neutral tone has received ample
attention in research, but its status in the Mandarin
phonological system has been controversial as to whether
the neutral tone is a tonal category, or it is related to stress.
According to Chao (1979), neutral tone is related to weak
stress. When a syllable is in weak stress, its tonal range is
almost reduced to zero and its duration significantly



shortened. Lin (1957, 1962) used the term “weak stress” to
capture the metrical property of syllables in neutral tone.
Lu and Wang (2005) distinguished “neutral tone” from
“weak stress”, reserving the former as neutralized tone in
the tonal system and the latter as unstressed syllable in the
metrical system. Their view resonates with Chao’s. Li
(2017) approached the neutral tone by considering the
effects of prosodic boundary and information structure in
the acoustic analysis, and examined its pitch and durational
properties in different prosodic contexts.

4. Typological Study on Intonation

After the emergence of the prosodic or intonational
annotation system such as INTSINT (Hirst, 1998) and
ToBI (Silverman et al. 1992), a number of studies have
been conducted within these frameworks, in which the
view of local typology is widely assumed. Intonational
typology does not merely compare intonation structures of
different languages, but is also relevant to theoretical issues,
among which question intonation and the interplay between
intonation and lexical prosody such as tone are most
discussed. The difficult development of intonational
typology is due to the complexity of intonation as well as
the lack of a widely accepted annotation system. Moreover,
the researchers still do not reach a consensus as to the
parameters of cross-linguistic comparisons of intonation.
Jun (2005, 2014) present analyses of intonation in 27
languages, including Mandarin, and describe how
intonation is constructed out of tones or accents that are tied
to stressed syllables and syllables at the end of a prosodic
domain, following the autosegmental-metrical (AM)
approach to intonation (Ladd, 1996, 2008).

The interplay of tone and intonation in Chinese has been
most intriguing in intonational phonology. Since the
seminal work of Yuen-Ren Chao (Chao, 1932, 1933), arich
body of research, both descriptive and experimental, has
been produced to advance our understanding of the
linguistic functions and physical properties of tone and
intonation in Mandarin Chinese, especially regarding the
interaction of tone and intonation. Chao came up with two
metaphors that have been widely known in characterizing
how tone and intonation interact: the “rubber band effect”
and the “small wave and big wave” theory. According to
the latter theory, tone and intonation are related in the form
of superimposition — either successive or simultaneous —
just like small waves sitting on top of big waves.

The study of intonation in Chinese dialects is still in its
infancy, but has shown great potential in making
meantinful contributiongs to the typological study of
intonation. More comprehensive studies other than
Mandarin can only be found in Cantonese (Fox et al., 2008).
The study of Cantonese intonation started early in 1970s,
when Vance investigated the tone and intonation in
Cantonese (Vance, 1973). Other studies in the early days
include those of the Chengdu dialect (Chang, 1958),
Toishan (Lee, 1986), Cantonese (Johnson, 1986) and
Changsha (Shen, 1991) dialects.

The study of Cantonese treated different aspects of
intonation: the focus structure (Man, 2002), the effect of
question intonation on lexical tone (Lee, 2004; Ge, 2018),
the interaction between sentence final particles and
intonation (Wu, 2008), and the modeling of Cantonese
intonation using the command-response model (Gu, 2004).
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The most notable property of Cantonese intonation is the
rising question intonation, as it has been demonstrated in
several studies on acoustics (Lee, 2004; Ge, 2018) and
perception (Mai, 2000). Another noteworthy phenomenon
is its rich inventory of sentence final particles (SFPs). As is
shown by Wu (2008), the pitch manifestations of SFPs
combine the effects of intonation and lexical tones.

There are a few of studies of intonation in other Chinese
dialects lately, such as the Tianjin dialect (Zhang, 2018),
and the Kaifeng dialect (Wang, 2018). Several other studies
also looked at the focus structure in other dialects, such as
Teochew (Hsu et al., 2018) and the Shanghai dialect (Ling
and Liang, 2017). The focus structure of some Shandong
dialects has also been investigated by Jia and colleagues
(Jia, 2011; Duanmu et al.2013; Duanmu and Jia, 2015). As
in Mandarin, PFC is found prevalently in many Chinese
dialects, except Cantonese. Cantonese distinguishes nine
lexical tones (including three checked tones), and it does
not show the PFC effect. Another dialect that has been
shown to lack this phenomenon is Taiwanese (Chen et al.,
2009). More work is in need in this area.

5. Tone and Intonation: Modeling and
Beyond

Following the footsteps of Chao, many were engaged in
developing models of intonation in Mandarin to account for
the interaction of tone and intonation. Wu (2004), who
inherited and expanded Chao’s theory, proposed the
“transposition model” of intonation, which accounts for
obligatory and optional tone sandhi patterns in Chinese.
Shen (1992, 1994) characterized intonation in terms of the
upper line and lower line of fO that define a pitch register
and argued that the two lines can be manipulated
independently of each other in different intonation patterns.
Xu (2004) proposed the Parallel Encoding and Target
Approximation (PENTA) model of speech prosody, which
is a framework for conceptually and computationally
linking communicative meanings to fine-grained prosodic
details, based on an articulatory-functional view of speech.

In a monograph on the experimental study of tone and
intonation in Chinese, Lin (2012) took Chao’s insights as a
point of departure and explicitly adopted the
autosegmental-metrical (AM) model of intonation. In his
model, focal prominence and boundary tone are the two key
elements in describing intonation in Chinese. For example,
the difference between declarative intonation in statements
and interrogative intonation in questions without sentence-
final question particles resides in the boundary tone, which
is realized acoustically as pitch register and slope of the
contour. Shi (2013) looked at intonation from a broader
perspective and proposed a systematic method to define an
“intonation pattern” with three parameters — fO contours,
pause-lengthening ratio and sound intensity. In his study of
declarative and interrogative intonations in Putonghua
Cantonese and Korean, Shi was trying to figure out cross-
linguistic patterns in intonation in terms of the quantifiable
measurements of fO, duration and intensity.

Focus was probably given the most attention in the study
of intonation. Xu (1999) looked into the effects of tone and
focus on the alignment of FO contours and found that focus
exerts influence on pitch range in different ways: the pitch
range of the syllables before the focal position remains



unmodulated, and that of the syllables is dramatically
expanded in the focal position and compressed after focus,
a phenomenon he termed “post-focus compression” (PFC).
Other studies analyzed phonetic realizations of different
types of focus and situations in which there are one, two or
multiple foci in the utterance (Jia and Li, 2012). Wang and
Xu (2011) reported an experimental investigation of the
prosodic encoding of topic and focus in Mandarin by
examining disyllabic subject nouns elicited in four
discourse contexts. Their major findings were that focus
causes post-focus fO lowering while topic allows a gradual
O drop afterwards; the effects of downstep, sentence length
on initial fO are independent of topic and focus, and the
effects of topic, focus, downstep and sentence length are
largely cumulative.

In addition to focus, prosodic structure has been another
closely-examined area in the study of intonation. Tseng
(1999) proposed a HPG model and modelling the tone and
intonation under the frame of discourse prosody.

The link between intonation and emotion was explored as
early as Bolinger (1989). Experimental studies have
flourished on the influence of emotions on intonation
patters in recent years (e.g. B&ziger and Scherer, 2005). Li
(2015) undertook an extensive study on the role of
intonation in conveying emotion in a tone language like
Chinese, with focus on f0 levels and pitch contours in what
she termed “successive addition boundary tone”. She
proposed that the boundary tone is composed of two
components — the base tone of the syllable and an addition
contour.

Intention understanding and generating in human-machine
interactions calls for greater integration of discourse-level
prosodic information in spoken dialogue systems. In a
series of studies on the interface of prosody and discourse,
Li A., Jia and their collaborators conducted detailed
analyses on prosodic features in connection with discourse
structure, information structure and dialogue acts (Jia, 2018;
Li, 2018; Li et al., 2019).

Prosodic information is widely used for the detection of
disfluencies and utterance boundaries, the segmentation of
dialogue acts, the detection of sentence mood and modality,
accent and so on. Prosodic annotation system, which
provides a tool to highlight significant prosodic events and
which is essential to statistical prosody modeling in these
tasks. The prosody annotation systems based on ToBI
framework and its modifications, such as C-ToBI (Li,
2002). and KToB, are most popular. Since manual
prosodic annotation, is generally time-consuming and
expensive to administer. It is important to develop
automatic annotation of prosodic information. Many
algorithms or models were proposed: CRF and HMM for
annotation of Japanese accent types and phrase boundaries
(Koriyamay et al., 2014), unsupervised joint prosody
labeling and modeling by Chiang et al. (2009) for read
speech and spontaneous Mandarin speech by Lin et al.
(2016), and transfer learning and RNN-based model for L2
prosodic annotation and evaluation (Lee, 2019; Chen, 2019)

6. Concluding Remarks

Technology for handling Prosody and tone has now
become more interdisciplinary and better integrated with
other disciplines than ever before. Looking forward, we
expect that availability of advanced research instruments is
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adopted to explore speech production and perception
mechanisms at the neurological level, to direct more
attention and resources to cross-linguistic and cross-
dialectal typological and applicational research in order to
better serve diverse linguistic and dialectal groups, and to
conduct studies on contextual tonal and prosodic variations
to meet the demands of speech and language technology.
Finally, technology in speech and language technology will
continue to serve as an invaluable tool in our joint efforts
to document and preserve endangered languages and
dialects in order to strengthen linguistic diversity.
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Abstract
Notwithstanding the tremendous progress that is taking place in spoken language technology, effective speech-based human-robot
interaction still raises a number of important challenges. Not only do the fields of robotics and spoken language technology present their
own special problems, but their combination raises an additional set of issues. In particular, there is a large gap between the formulaic
speech that typifies contemporary spoken dialogue systems and the flexible nature of human-human conversation. It is pointed out that
grounded and situated speech-based human-robot interaction may lead to deeper insights into the pragmatics of language usage, thereby
overcoming the current ‘habitability gap’.

Keywords: spoken language technology, human-robot interaction

Résumé
Malgré les énormes progres réalisés dans la technologie de la langue parlée, une interaction homme-robot efficace basée sur la parole
souléve encore un certain nombre de défis importants. Non seulement les domaines de la robotique et de la technologie de la langue
parlée posent des problemes particuliers, mais leur combinaison souléve un ensemble de problemes supplémentaires. En particulier,
il existe un large fossé entre le discours stéréotypé qui caractérise les systemes de dialogue parlés contemporains et la nature flexible
de la conversation homme-humain. Il est souligné que I’interaction homme-robot fondée et basée sur la parole peut mener a une
compréhension plus approfondie de la pragmatique de 1’utilisation du langage, surmontant ainsi le ‘fossé d’habitabilité’ actuel.

1. Introduction Command and Control Systems

Recent years have seen tremendous progress in the deploy- ‘

ment of pr.act1§a1 spoken langqage systems - see Figure 1. Dictation Systems
Commencing in the 1980s with the appearance of spe-

cialised isolated-word recognition (IWR) systems for mil- l

itary command-and-control equipment, spoken language Interactive Voice Response (IVR) Systems
technology has evolved from large-vocabulary continuous l

speech recognition (LVCSR) for dictating documents (such Voice-Enabled Personal Assistants

as Dragon’s Naturally Speaking and IBM’s Via Voice) re- ‘

leased in the late 1990s, through telephone-based interac-
tive voice response (IVR) systems to the launch of Siri
(Apple’s voice-enabled personal assistant for the iPhone)
in 2011. Siri was quickly followed by Google Now and Autonomous Social Agents (robots)
Microsoft’s Cortana. The following years heralded a new

era of smart speaker based voice assistants, starting with

Amazon’s 2015 release of Alexa followed later by Google Figure 1: The evolution of spoken language process-

Home, Apple’s HomePod and Sonos One. ing applications from specialised military ‘command-and-
These contemporary systems not only represent the suc-  control’ systems of the 1980/90s to contemporary ’voice-
cessful culmination of over 50 years of laboratory-based enabled personal assistants’ (such as Siri and Alexa) and
speech technology research (Pieraccini, 2012), but also  future ‘autonomous social agents’, i.e. robots.

signify that speech technology had finally become “main-

stream” (Huang, 2002) (at least, in the English-speaking

world). Indeed, the market penetration of these smartphone

and smart speaker based voice assistants is astounding. For ~ platforms (smartphones, tablets, PCs, speakers, connected
example, Siri has had over 40 million monthly active users ~ TVs, cars and wearables) would reach 870 million in the
in the U.S. since July 2017, Google Assistant is availableon ~ U.S. by 2022.

Embodied Conversational Agents (ECAs)

over 225 home-control brands and more than 1,500 devices, Research is now focused on verbal interaction with embod-
and tens of millions of Alexa-enabled devices were sold ied conversational agents (such as on-screen avatars) and
worldwide over the 2017 Christmas holiday season (Boyd, autonomous social agents (such as robots), based on the as-

2018). Also, a study by Juniper Research (Smith, 2017) es- sumption that spoken language will provide a ‘natural’ in-
timated that the number of voice assistant devices across all terface between human beings and future (so-called) intelli-
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gent systems, and first-generation devices (such as FurHat"
and Olly?) have already begun to enter the commercial mar-
ketplace.

However, notable casualties (such as Jibo® which famously
announced its own demise in June 2019) confirm that there
are significant challenges as well as opportunities in creat-
ing spoken language based interaction between people and
robots (Moore, 2015). Some of these are discussed below.

2. Why Robots?

Before discussing the challenges of talking with robots, it is
useful to recall why robots are of interest in the first place.
First and foremost, developments in robotics are driven by
the many benefits provided by automation. Since the begin-
ning of time, humans have been inventing technologies to
ease their daily toil, and the industrial revolution heralded
an era of increasing automation using ever more sophis-
ticated machines. The benefits of doing so include mak-
ing/saving money, saving time and effort and improving the
quality of life. Robotics - driven by the recent surge in ar-
tificial intelligence (Al) - represents the latest attempts at
automation, particularly for doing things that are difficult,
dirty, dangerous or dull.

3. What is a Robot?

A robot is harder to define that one might think. As Joseph
Engelberger (1925-2015), developer of the first industrial
robot in the United States in the 1950s, famously said: “/
can’t define a robot, but I know one when I see one’!

In fact there are a number of definitions of a robot, and the
following is typical ...

“A robot is an actuated mechanism pro-
grammable in two or more axes with a degree of
autonomy, moving within its environment, to per-
form intended tasks.”*

They key idea is that a robot is a physical machine (i.e.
capable of movement within in environment, whether it is
real or simulated), autonomous (i.e. capable of acting with-
out constant human intervention) and programmable (i.e. it
is more than just an automaton). This means that Siri and
Alexa are not robots (since they are incapable of moving or
acting on the world), nor are tele-operated devices such as
remote-controlled drones (since they are not autonomous),
and nor is Terminator (since it is purely fictional!). Typical
robots are thus those that one would find on an industrial
production line, floor-cleaning robots (such as Roomba’),
and humanoid robots (such as Pepper®).

1https://www.furhatrobotics.com

https://www.heyolly.com

3https://www.jibo.com

4http://www.leorobotics.nl/
definition-robots—and-robotics

Shttps://www.irobot.co.uk/roomba

*https://www.softbankrobotics.com/emea/
en/pepper
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4. Why Talk with a Robot?

As with all technology, there are huge benefits to be gained
when humans are ‘in the loop’. For example, a mod-
ern automobile already exhibits several levels of automa-
tion (e.g. power-assisted steering and cruise control) com-
bined with human involvement in low-level activities such
as acceleration and braking. As technology moves towards
more autonomous vehicles and the degree of automation in-
creases, human involvement will shift to higher levels (such
as defining the destination and required time of arrival) with
low-level interventions only occurring in exceptional cir-
cumstances (e.g. in an emergency). Such high-level inter-
actions would seem to be very appropriate for a communi-
cation channel such as speech.

The field of ‘human-robot interaction’ (HRI) is concerned
with these issues and, in particular, how to maximise the
effectiveness of such interaction in a multi-modal context,
e.g. vision, sound, haptics, and of special interest here,
speech and language. So, how might spoken language play
arole in human-robot interaction? This can be answered by
considering three domains in which such interaction might
take place: the physical world of stuff and things, the so-
cial world of people, agents and relations, and the abstract
world of ideas, information, data and thought.

4.1. Speech-based HRI in the Physical World

Human-robot interaction in the physical world is often con-
cerned with the provision of mechanical support for the hu-
man being, e.g. allowing a person to lift a heavy object or
pilot a vehicle. Much of the low-level interaction could be
achieved by the manual operation of physical controls and
observing visual displays, but the introduction of a speech
channel would facilitate additional control even if the users
hands are occupied, and/or the ability to receive informa-
tion even if the eyes are engaged in a more critical task
(such as watching for hazards). Such activities are known
as eyes-busy, hands-busy scenarios, and they are prime can-
didates for speech-based HRI.

In general, physical HRI is targeted at collaborative work-
ing where tasks are distributed between human and robot
teams. In such situations, speech can offer a powerful
means for coordinating actions (“‘Pass me the wrench”) and
for managing joint attention (“Mind that hole!”).

4.2. Speech-based HRI in the Social World

Human-robot interaction in the social world is concerned
with the provision of emotional and/or motivational sup-
port for the human being, e.g. through companionship and
the exhibition of empathy or even dominance (as would be
required from a personal trainer). Such behaviours would
serve to underpin the relations between the different ac-
tors/agents and their individual and/or collective roles and
responsibilities.

In general, social HRI would exploit both verbal and non-
verbal channels of communication, and would naturally
draw on the expressive paralinguistic properties of spoken
language.



4.3. Speech-based HRI in the Abstract World

Human-robot interaction in the abstract world is concerned
with the provision of mental support for the human be-
ing, e.g. by giving access to the vast amounts of informa-
tion/data available on the internet. Spoken language not
only offers a more intuitive (some say ‘natural’) method
of human-robot communication, but it also supports a very
high information-rate exchange compared to that available
through the physical or social channels.

S. Challenges for Speech-based HRI

5.1. Issues Arising from Robotics

There are many challenges facing the opportunities identi-
fied above. Not only are there a number of difficulties to
be overcome in the core area of speech-based human-robot
interaction, but problems are also inherited from the field
of robotics in general. For example, all robots are com-
plex mechanical, electrical, electronic and computer-based
physical machines operating in the real world, which means
that they can be very fragile. A network outage, a broken
spring, or a computer bug can easily bring operations to a
halt (or worse), and the likelihood of some component fail-
ing can be quite high. Also, robots tend to be quite expen-
sive pieces of equipment, meaning that personal ownership
may be challenging for particular user groups.

5.2. Issues Arising from Spoken Language

Technology

Likewise, all the problems facing mainstream spoken lan-
guage technology also apply to speech-based human-robot
interaction. For example, strong accents, minority lan-
guages, and noisy environments can all lead to poor per-
formance of the speech technology components which, in
turn, will have a negative impact on the effectiveness of
speech-based HRI.

5.3. Issues Arising from Speech-based HRI

In addition, there are many issues that arise from speech-
based human-robot interaction itself. For example, robots
are quite noisy, hence listening and moving are often in-
compatible activities”! Also, everyday environments may
contain many individuals (and maybe many robots). So
figuring out who is where, isolating an individual from a
crowd, knowing whether one is being addressed, or timing
an intervention in an ongoing conversation all present major
difficulties that require beyond state-of-the-art solutions.
Even if some of these practical problems could be over-
come, there are still issues concerning the role of language
in human-robot interaction. For example, studies into the
usage of smart assistants suggest that, far from engaging
in a promised natural ‘conversational’ interaction, users
tend to resort to formulaic language and focus on a hand-
ful of niche applications which work for them (Moore et
al., 2016). Given the pace of technological development, it
might be expected that the capabilities of such devices will
improve steadily, but according to Phillips (2006) there is
a ‘habitability gap’ in which usability drops as flexibility
increases - see Figure 2.

"One well known robot even has its microphones mounted im-
mediately adjacent to its cooling fans!
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Figure 2: Illustration of the drop in usability that can occur
in a spoken language dialogue system when its flexibility is
increased.

It has been hypothesised that the habitability gap is a man-
ifestation of the ‘uncanny valley’ effect (see Figure 3)
whereby a near human-looking artefact (such as a hu-
manoid robot) can trigger feelings of eeriness and repul-
sion (Mori, 1970). In particular, a Bayesian model of the
uncanny valley effect (Moore, 2012) reveals that it can be
caused by misaligned perceptual cues. Hence, a device with
an inappropriate voice can create unnecessary confusion in
a user. For example, the use of human-like voices for artifi-
cial devices encourages users to overestimate their linguis-
tic and cognitive capabilities.
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Figure 3: Illustration of the ‘uncanny valley’ effect in which
a near human-looking artefact (such as a humanoid robot)
can trigger feelings of eeriness and repulsion.

The Bayesian model of the uncanny valley effect suggests
that the habitability gap can only be avoided if the visual,
vocal, behavioural and cognitive affordances of an artefact
are aligned. Given that the state-of-the-art in these areas
varies significantly, this means that the capabilities of an ar-
tificial agent should be determined by the affordance with



the lowest capability (Moore, 2017; Wilson and Moore,
2017). In other words, emulating a human is a recipe for
failure, rather “it is better to be a good machine than a bad
person” (Balentine, 2007).

Another significant shortfall in our current level of knowl-
edge about creating effective speech-based human-robot
interaction is that robots need to understand, not just
speak and listen. This is already a major impediment to
conversational interaction with contemporary smart assis-
tants. However, there is hope that deeper insights into the
problem may arise from tackling language-based HRI on
the basis that such interaction is necessarily situated and
grounded; both of which are considered to be key aspects
of genuine language understanding and give support to the
‘pragmatics-first’ view of language (Bar-On, 2017).

5.4. Ethical Issues

Finally, the drive towards speech-based human-robot inter-
action also raises a number of important ethical concerns.
For example, the appearance of smart assistants in people’s
homes has already sparked controversy about whether such
devices are listening to private conversations and sending
sensitive personal information to unidentified third-parties.
As aresult, the level of frust that a user can place in an arti-
ficial conversational partner has become a subject of much
debate.

Another area of concern is the ability to fake abilities that
are far beyond the state-of-the-art. There are already exam-
ples of so-called ‘intelligent’ conversational robots being
demonstrated to the public and the press which, on inves-
tigation, turned out to be operated by human beings, either
remotely or even inside an elaborate robot costume! Such
unethical activities tend to fuel the technological hype that
often surrounds robots and speech-based interaction with
them. Preprogrammed spoken responses to scripted ver-
bal questions are easy to arrange, but at best seriously mis-
represent the actual capabilities of the the device, and at
worst undermines the confidence of funding agencies in de-
termining what research (if any) needs to be supported.

6. Conclusion

Notwithstanding the tremendous progress that is currently
taking place in spoken language technology, the achieve-
ment of effective speech-based human-robot interaction
still raises a number of important challenges. Not only do
the two fields of robotics and spoken language technology
present their own special problems, but their combination
raises an additional set of issues that are worthy of investi-
gation. In particular, it is noted that there is a large gap be-
tween the type of formulaic speech-based interaction that
typifies contemporary spoken language dialogue systems
and the fully flexible natural language interaction exhib-
ited in human-human conversation (Moore, 2016). Nev-
ertheless, it is pointed out that the grounded and situated
nature of speech-based human-robot interaction may lead
to deeper insights into the pragmatics of language usage in
real-world environments, thereby overcoming the current
‘habitability gap’.
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Abstract

This paper illustrates the design and implementation of Bangla (widely used as Bengali) Text to Speech (TTS) system from the
very raw level without using any third party speech synthesis tool. For constructing the system we have considered two directions,
where one is based on phoneme and another one is on syllable. In this study, our proposed system comprises some stages. At
first stage audio sounds are recorded for each of the Bangla phonemes and three thousand out of 250000 syllables in Bangla,
and then noise is reduced to obtained high quality sounds for each phoneme and syllable. Second stage searches for longest
possible matching of the syllables if it is available in the input text, and if not, then searches for the phonemes to match with the
corresponding graphemes. For further improvement, we also added the complex conjuncts which need to be handled separately.
It is observed from the experiments that the syllable based method provides the better quality speech for the input text in
comparison with the method based on phoneme.

Keywords: text to speech; speech synthesis; phoneme; syllable; graphemes
Résumé
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w* FOfEF Fafs R/ FOfEF @O QAT ©IeT N AP AN B |
selection, automatic segmentation tools and shown

1. INTRODUCTION their experiment results. Moreover, Firoj Alam, et al [8]
described the development process of Bangla (widely
used as Bengali) TTS using a speech synthesis tool
named Festival. But very few litteratures are found in
Bangla spoken by Bangladeshi people.
In this paper, we have proposed a system that shows the
design and implementation of Bangla Text to Speech
(TTS) system from the very raw level without using any
third party speech synthesis tool. Two proposed systems in
this study based on phonemes and syllables comprises two
stages, in which the first stage audio sounds are recorded
for each of the Bangla phonemes and three thousand out
of 250000 syllables in Bangla, and then noise is reduced to
obtained high quality sounds for each phoneme and
syllable; and the second stage searches for longest possible
matching of the syllables if it is available in the input text,
and if not, then searches for the phonemes to match with

Speech synthesis is the automatic production of human
speech, where a computer system used for this purpose
is called a speech synthesizer, which can be
implemented in software or hardware products, but a text
to speech (TTS) system converts normal langauge text
into speech [1]. Mute people cannot talk, but they will
be able to talk using the TTS system, where they will
type their desired words or sentences, and the TTS
system will convert them into human speech. On the
other hand, blind people cannot see, but they can hear
the sound. If a mute want to communicate with a blind,
the blind cannot see mute's sign language, but he/she can
hear the speech that has been produced by the TTS
system. Therefore, a mute can converse with a blind
using the TTS system [2, 3].

Several attempts [4-8] had been made to develop and the corresponding graphemes. For further improvement,
stimulate the process of development of the Bangla TTS we also added the complex conjuncts which need to be
synthesis system. In [4], epoch synchronous non overlap handled separately.

add (ESNOLA) method based concatenative speech

synthesis system for Bangla was developed by Shyamal 2. SPEECH SYNTHESIS

Kumar Das Mandal, et. al, in which authors described a
system for concatenative speech synthesis using
ESNOLA technique. Again, S. K. D. Mandal, et. al [5]
showed some practical applications of Bangla TTS
system using Epoch Synchronous Non Overlap Add
(ESNOLA) technique. On the other hand, some
important aspects of Bengali Speech Synthesis System
proposed by A. Bandyopadhyay [6] used phonemes to
develop voice database and used Epoch Synchronous
Overlap Add (ESOLA) technique to concatenate the
phonemes. Besides, T. Sarkar, et. al [7] described about
grapheme to phoneme conversion, optimal  text

Speech synthesis is the computer-generated simulation of
human speech, which is used to translate written
information into aural information where it is more
convenient [9]. The generation of a sound waveform of
human speech from a t extual or phonetic description is
called speech synthesis [10]. To generate speech output
from a given text, first, the input text is analyzed deeply.
Then grapheme to phoneme conversion is carried out using
pronunciation and letter to sound rule. Same phoneme or
syllable may have different pronunciations depending on
the grammatical and pronunciation rules. So the
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pronunciation of the phonemes and syllables are detected
by analyzing those rules. After identifying the
corresponding sounds of matched syllable and phonemes,
they are concatenated and played to generate expected
speech output. Fig. 1 shows the workflow of speech

synthesis.

‘ Text Analysis (Converting Number, Abbreviations, Dates) ‘

’ Phonetic Analysis (Grapheme to Phoneme Conversion) ‘

’ Prosodic Analysis (Detecting Grammar Rules) ‘

l

’ Waveform Synthesis (Speech Synthesis after Concatenating Speech Units) ‘

Speech Qutput

Fig. 1. Work flow of Speech Synthesis.

3. SPEECH SYNTHESIS METHODOLOGY
Different phases of our speech synthesis methodology are
described below.

3.1  Text Analysis

In this level, the input text is analyzed deeply to convert it
into pronounceable sounds. Bangla text contains the
following alphabets and symbols. Here, IPA symbol for
phoneme is also shown here

Bangla Vowel ( q18#11 EEERD

T oS 2T OF T T OF 9 & e @
a a i T u a 4 e al o au
[2.0] [w] [he] (i1 [we] [u] (il [e®] [9] [e] [ow]

T @ & F 37

ka ka ki kP Ku

T T T

ki Kr Ke Kal Ko Kau

Bangla Consonants (1<l W\%‘ﬁ?“f):

Pora (o) Y kna (ko] F g8 (0] K gha [go] § e ()
D 2 p) B i) & e (@) QY ra (o) &8 A ()
B w o Z’ tha (2] \© da (@] [ ona (@01 G na [m)
O @m ] Y ta (2] ] da (o] Y ona (g0] & na [(m)
D pa (] TP pha (po] J ba (0] O bha [bo] A ma [mo]
Y yalw] = [(r] ¢ & [b]

W saqpreo] F sa [p] N sa[preo] F oma [w)

Y v (p) @lamlﬁmtm

Modifier Symbols:
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hasanta - mutes inherent vowel qs k[k]
D ~
Q khanda-ta - final unaspirated dental qsg Kat [ kot ]
o - o o
Q anusvara - final velar nasal qs\ karh [ kon ]
g visarga - adds voiceless breath after vowel qsg kah[koh]/[ko]
</ ho
chandra-bindu - nasalises vowels 33 ki [k3]

Post-consonantal vowel signs:

o = <T (akar) asin T (should be after consonant)

% = {2 (hrossikar/ikar) asin f&

% =2 (dirgghikar/ikar) as in Bt (should be after consonant)
G = ¢ (hrossukar/ukar) asin @ (should be under consonant)
© = ¢ (dirgghukar/ukar) asin ¥ (should be under consonant)
A = ¢ (rikar) asin ¥ (should be under consonant)

4 = (o (ekar) asin (&

& =To (oikar) asin &

8 = (ol (okar) asin (Bl

& = (1 (oukar) asin (B

First, total number of characters in input text is counted.
From the beginning of the input text character, longest
possible match for the synthesized sound unit is searched.
Words are differentiated with space so the search continues
to find longest sub-word match until a space is found. If
search pointer reaches to a space, new word begins. The
search continues until the end of the input text.

To illustrate the analyzing process let us take a sample text
and analyze it:

Sample Bangla text; "SI\ ©r® 412"

Here, total number of characters = 11

Total spaces = 2

Total pronounceable characters =11 -2=9

Total words =2

N =0+ ¥+

Yo =9+ ol +9

YPR=Y+o7+3

The Non Standard Words (NSW) need to be normalized.
Non Standard Words include abbreviations, acronyms,
currency, dates, numbers (year, time, ordinal, cardinal,
floating point). These Non Standard Words needs to be
converted to standard words or syllables.

Example of Non Standard Words (NSW):
Example of currency: $000/- = {3 ZIGK BIPI

Example of date: 22-8-2058 = J12% 519 12 RS
831

Example of number: 5 = {3, 2=1f5, v =foF, 8 =517,
¢ =916, Y=Y, 4 =319, by = |G, & = V¥, 0 = BT



Example of time: $2:80 = TGN Gar*

There are several conjuncts in Bangla language. Some of
them are shown below:

Bangla Conjuncts ( 18T W‘f):[&Z]
PE =P +F; Example- ATH, (OT

$ =F + ; Example- GBS (Comment: Basically
used in English/foreign debt words)

§:35 +5+7; Example-ﬁ@‘?.l
& =F +9; Example- 9%

3.2 Phonetic Analysis

The method of finding pronunciation of input text is
analyzed in this level. In our TTS system, we have used the
following techniques for phonetic analysis:

3.2.1. Phoneme based technique for phonetic analysis: At
first, we used the phonemes of Bangla language in our
system. We have recorded the phonemes and implemented
in our system by grapheme to phoneme conversion to
generate speech output, but the result was not satisfactory.
Let us give an example of the technique:

The Bangla word "COTNTS" will be pronounced as
following, if the phonemes are used only:

(ONIT=9+8+ Y+ +7
which is: /t/ + Jo/ + /m/ + [a] + [y/

This pronunciation is not good enough to understand.
So, we decided to think in another direction. Then we
found that if we can use the syllables, the output will
be more satisfactory. So, then we started working
with the syllables.

3.2.2. Syllable based technique for phonetic analysis:

We started recording the syllables and implemented them
in our system by searching longest possible match with the
syllables from the beginning of the words. But, later on we
observed that longest possible match is not the best option
always. So, we started analyzing the syllables and
implemented them after finding and sorting them in the
order which suits the best combination for pronunciation.
To illustrate the syllable analyzing process, let us take a
sample text and analyze it to find the best combination of
syllable for pronunciation :

Sample Bangla Text: (OINIF - (STNITHS - (Ol

Here, the word "(OINT{" can be a good example for
analyzing Bangla text. If we select "(OTNT" as a syllable
and 9" as another syllable as we have searched for the
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longest possible match from the beginning of the input text
first, the word "COTNTS" will be pronounced as following:

(OINT + ¢

This pronunciation is not good enough for "(OTNTL" but
this "COTNT" will be good for pronunciation of "(OTNICH]"

If we select "(OTN" as a syllable and "::Id" as another
syllable, the word "(OTNTS" will be pronounced as:

(OIY + |1

This pronunciation is also not good for "COINTS" but this
"Iy will be good for pronunciation of *(OTN{I" .

If we select "(OT" as a syllable and "NIJ" as another
syllable, the word "COTNTS" will be pronounced as:

(ST + W]

This pronunciation is good for "COTNIS" and this "(oT"
will be also good for "(COTNTCHL".

So, (O + WIJ is the best combination to make
pronounceable "(OTNT".

Thus, the analysis process is done for "COTNI] - (OTNTTHI
- coryqr.

3) Syllable and Phoneme based technique for phonetic

analysis: While working with the syllables, we have come
to know that there are more than 200000 syllables in Banga
language. The more syllables we can used, the more the
performance will increase. But, it was not possible to work
with almost 250000 thousand syllables. So, we used the
most common three thousand syllables and phonemes
together according to our requirement.
First, the system will search for longest possible match of
the syllables. If there is no such syllable found, then it will
search for the phonemes to match with the corresponding
graphemes. We observed that the performance was getting
better.

Let us take the following example to illustrate the syllable
+ phoneme technique:

Suppose we have the syllables "(1", "NI<", and "(W<" in
our voice database as we have seen in the previous
technique that this is the best combination of syllables to
pronounce "COTNIL" and "COTNITHL". And suppose, we do
not have the syllable "(OTY", but we have "(©I" and "qI"
in our database.

Yet the word "COTNST" can be pronounced as the following
as we have used the phonemes with the syllables:

(OINdr = (9T + Y + dT1 So, in this technique, we need all
the phonemes and the basic common syllables of a
language to develop its TTS system. By this technique, we
can cover the whole language in our system with better
pronunciation.



3.3 Prosodic Analysis

Same phoneme or syllable may have different
pronunciations depending on its prior and post characters
or even its position in the word. The pronunciations will be
according to the grammatical and pronunciation rules of
Bangla language. To apply those rules, prosodic analysis is
required. This prosodic analysis process is discussed below
using examples.

Let us take a look at the following simplest Bangla
pronunciation rules to understand the prosodic analysis
process:

Bangla Pronunciation Rule #1 (a):*

# If a consonant letter appears in the beginning of a Bangla
word and if the post character of this consonant is a
consonant letter, the first consonant will be pronounced
as'l:

Phoneme of the consonant + """

Bangla Pronunciation Rule #1 (b):*

# And if a consonant letter appears in the beginning of a
word and if the post character of this consonant is a vowel,
then the consonant will be pronounced as:

Phoneme of the consonant + """
For example, let us take the consonant OeO.

The word "JJ" has got first character "<" and its post
character is """ which is a consonant. So, according
to Bangla pronunciation rule #1 (a), the word "JJ"
will be pronounced as:

=+ +F

In the word "213", the first character is also "J" but its
post character is "Z" which is a vowel. So, according
to Bangla pronunciation rule #1 (b), the word "3%"
will be pronounced as:

PR=J+8+2%

Similarly, in the word "Je1", the first character is "J"
and its post character is "<1" which is a consonant. So,
according to Bangla pronunciation rule #1 (a), the
word "JeT" will be pronounced as:qe1 = J + W + ]

And in the word "3&", the first character is also "J"
but its post character is "™G" which is a vowel. So,
according to Bangla pronunciation rule #1 (b), the
word "J\©" will be pronounced as:

I8 =3+8+ 8
In the same way,
AN =T+ A + but,
PN=F+A+ 7Y but,

VR=N+8+32
FE=F+8+2

3.4  Waveform Synthesis
The waveform is synthesized step by step. The steps are
given in Fig. 2.

1) Record Sound: The sound is first recorded for
corresponding phonemes and syllables. Fig. 3 shows

recorded sound wave with noise. The recording should be
in a sound proof place, otherwise there will be so much
noise and interference in the recording, which cannot be
reduced.

2) Convert Sound to Wave Signal: After recording
the sounds, they are converted to wave signals. The wave
signal of a recorded sound is shown below.

Record Sound

Convert Sound to Wave Signal

|

Noise Reduction

l

Generate New Wave Signal

Convert Wave Signal to Sound

Fig. 2. Waveform Synthesis

fil 1'1" lulvi,iwnylgulil,ll : lﬁ“} llylll,luhlll! | Il]i \ :\ ('111 ‘Hl,l‘lu.ll,i' i s

Fig. 3. Wave Signal of a Recorded Sound (with noise)

3) Noise Reduction: The noise in the wave signal is
cut down to reduce the noise of the sound. The noise of the
above wave signal is cut down to reduce the noise of the
sound.

4)  Wave signal by reducing the noise: After reducing
the noise from the wave signal, new wave signal is
generated and is shown in Fig. 4. The new noise free wave
signal of the above wave signal is shown below.

mlmlhllllxhh hlh n]lh nnn mlxulnnl
R AR R

Fig. 4. Wave Signal after Noise Reduction

5) Convert Wave Signal to Sound: After generating
the new noise free wave signal, the signal is converted to
sound. This sound is the required noise free sound which
can be used to generate speech output of a given text.
Concatenate Sound Units to Generate Output: The noise
free sound units are concatenated by the application
according to the given input text to generate the desired
speech output.



4.

4.1  Corpus

We have prepared the voice database by renaming the
audio files by their corresponding syllable or phoneme
names by which we can search easily to find and
concatenate them to generate the desired speech output. O

EXPERIMENTS

4.2  Experimental Setup

The application has two methods to take input text. User
can write on the given textbox or can open a text file to be
read. Texts in the above picture are inputted by opening a
text file tested for experiment. The output was good enough
to be understood.

5.  EXPERIMENTAL RESULT ANALYSIS

As we worked with the phonemes first, then the syllables,
we got different results for phonemes and syllables. The
result of the experiments with phonemes and syllables are
shown below with a sample text. Suppose, the database has
the following phonemes:

9,8, 3,1, "R 4
and the following syllables:
(1, W<, W, (U<, oIy

So, with these phonemes and syllables the result with the
sample text will be shown in Table 1.

As we told earlier that Bangla language has huge number
of syllables, so we could not include them all in our system,
but we found a way- that is use all phonemes and most
common syllables together. Now, suppose our database
does not have the syllable "¢ers", but has all the phonemes.
So the result will be shown in Table 2. So the result of the
different phonetic analysis technique can be compared and
shown in Table 3.

TABLE |. EXPERIM ENTAL RESU LTS FOR PHONEMES AND SYLLABLES

Sample text: "TRI - TSNS - ToM["
Pronunciation [ORE (ORI (O
Using Syllables | TSI+3@ | TOI+3+@ | (oM +3
Using Syllables | TSI+3@ | TSI+ + @ | 18+ +3
+ Phonemes
TABLE II. EXPERIM ENTAL RESU LTS FOR PHONEME + SYLLABLES
Sample text: "TSNE - TSN - TO[E"
Pronunciation [SRIE Tonma (e
Using CY+S+q | O+A+6+T | O(+8+7
Phonemes + 9 + +4a+9 + 9
Using Syllables | Tl + ¥ Tl + 3 + (7 o + 4

TABLE I1l. COM PARISON O F DIFFERENT TECHNIQU ES USIN G
PHONETIC ANA LYSIS
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Using Pronunciation Coverage of input
text

Phonemes only | Cannot be understood | Covers All input
properly text

Syllables only Good enough to be Do not cover all

understood input text

Syllables + Good enough to be Covers All input

Phonemes understood text
6. CONCLUSION

This paper has showed a technique for Bangla text to
speech and concludes the following:

i) This research was done from the very raw level,
starting from using our own voice recordings to create
phonemes and syllables. ii) More than 3000 syllables
and phonemes were used during the development
process. iii) Syllable based method showed high
quality speech than the phoneme based method

In near future the author would like to do synthesis by
covering the whole Bangla grammar and doing text
normalization for larger context. The author would also
work on conjuncts and more syllables in future. Besides,
the experiments for the existing system to compare with our
proposed method are not presented here. The author would
like to these experiments for the future study.
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Abstract

This paper has developed and demonstrated a system to build traffic instruction detection and translation tools that can extract and
convert Bangla text from natural images containing traffic instruction. In the process of developing the system, we have applied various
techniques to extract and convert information from natural images. These techniques involve Image Processing, Machine Learning,
Optical Character Recognition and Machine Translation. The proposed system consists of three steps, which are Text extraction from

image, Post Processing by Language Model and Machine Translation.

Keywords: Optical Character Recognition, Image Processing, Machine Translation, Language Model

Résumé
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1. Paper Submission

The problem of understanding traffic signs in Bangla has
been identified as a major problem for the foreigners. As
these traffic signs contain both images of visual traffic
signal along with Bangla text, it is nearly impossible to
acknowledge the signs for a foreign citizen. Figure 1 is an
illustration of a few existing traffic signs found on the roads
of Dhaka.

Figure 1: Traffic Signs in Bangladesh.

Moreover, placement of traffic signs does not follow any
international standard. Therefore, it may be rather difficult
for non-local residents to find the signs without much
effort. In our paper, we have proposed a state-of-the-art
solution to address the mentioned problems. In this study
we have used image processing mechanism and machine
translation in this purpose.

The main goal of our image processing part of this research
is to analyze a captured image, find, and segment the
Bangla letters from there. In addition, we have also
incorporated an efficient machine translator to translate the
extracted Bangla text into English and other major
languages.
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The paper [1] proposed a novel system for the automatic
detection and recognition of text in traffic signs. The
authors have proposed a system in their work, which is
capable of defining search area within the image. The paper
[2] has recommended a system that can detect and
recognize instruction from traffic signals. The authors of
this paper have proposed a system to integrate in the
Advanced Driver Assistance System (ADAS). We have
recognized and implemented techniques expressed and
illustrated in this paper. Moreover, we have incorporated
additional techniques to improve the outcome of the Bangla
OCR. These techniques include Edge Detection using
Canny method [3], Gaussian filter [4], Edge Tracking by
Hysteresis [5], B/W labeling, Character Segmentation [6],
Character Recognition through Back Propagation Neural
Network [7] to process the text extracted from the image
and Example Based Machine Translation [8] algorithm.

Our proposed method for Bangla detection and translation
from traffic signs is comprised of three stages. The first
stage detects the traffic signs from natural images. In
consequence, the second stage extracts Bangla text from
the natural image. In the final stage, the text is translated
into English. This paper represents the first endeavor in
developing a traffic sign detection and translation system
for Bangla language. Although Google and Bing have
similar products, they however do not have support for
Bangla yet.

2. Previous Study

There are many works for Bangla OCR from documents
like Bangla OCR by UIU and first commercial OCR “Puthi
OCR” by Team Engine. Most prominently there are two
notable thesis work for Bangla OCR from image. The first
one is from Khulna University by Zahid et.al and other one
is from Computer Vision & Pattern Recognition Unit,



Indian Stat. Inst., Kolkata, India. In this research, we have
incorporated techniques analyzed from the above-
mentioned sources and combined them into a single system
application.

3. Proposed System

The proposed system processes the captured images and
converts them into English instructions. Distinct modules
of the system execute in sequence to acquire the targeted
goal from the input. Each of these modules employs
diversified tools and contemporary algorithms. These
modules are explained with demonstration and relevant
diagrams in the following section. The proposed system is
illustrated in the system diagram in Figure 2.

3.1 Image Processing

Captured image that contains Bangla traffic instruction is
processed through a sequence of techniques, which are
clarified by demonstration in the following sub sections.

3.1.1  Pre-Processing

After the natural image is captured, the preprocessing
mechanism is conducted on the image. The input and
output of the process is illustrated in Figure 3.

Preprocessing resizes and adjusts the RGB value of the
captured images. The outcome of this stage is the B/W
image with the corrected proportion.

3 Back Propagation
procsig Neural Network

Filtering Recognition(OCR)
Traffic Sign in Bangla i *w

Image Processing

Machine
l—l =

Post-Processing

arbage
Detection and
Deletion

Example Based I

¢ s
Processing
Instruction in English I

Lexicon

Library

Figure 2: Proposed System Diagram.
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Figure 3: Capturing and Preprocessing of Natural Image.

3.1.2  Pre-Filtering

On completion of the preprocessing pre-filtering is
applied

on the processed image. The pre-filtering of the image is
conducted by employing Edge Detection by Canny
Edge Detection Method. The Canny Method is less
likely than other methods to be fooled by noise. The
general criteria for edge detection include the following
steps.

I. Detection of edge with low error rate, which means
that the detection should accurately catch as many edges
shown in the image as possible.

Il. The edge point detected from the operator should
accurately localize on the center of the edge.

I11. A given edge in the image should only be marked once,
and where possible, image noise should not create false
edges.

After edge detection process is conducted, Gaussian filter
[4] is applied on the output to further fine-tune the detected
edges. The equation for a Gaussian filter kernel with the
size of (2k+1) * (2k+1) is shown as following:

1 i—k—124(j-k-1)?
By = 5y (A==
Here is an example of a 5x5 Gaussian filter, used to create

the image to the right, with = 1.4. Here the asterisk denotes
a convolution operation.

[24542]
{49 12 94
B= 5|5 12 15 12 5| xA.
49 12 9 4
2 4 5 4 2

After applying the filter, the intensity gradient of the image
is established. The edge detection operator (Roberts,
Prewitt, and Sobel for example) returns a value for the first
derivative in the horizontal direction (Gx) and the vertical
direction (Gy). From this, the edge gradient and direction
can be determined by the following equations.

G=/G +G}

O = atan2(G,, G,)

In consequence, edge-thinning technique termed Non-
maximum suppression is enforced on the produced output.
After application of non-maximum compression, the edge
pixels are quite accurate to present the real edge. However,
there are still some edge pixels at this point caused by noise
and color variation. In order to get rid of the spurious



responses from these bothering factors, it is essential to
filter out the edge pixel with the weak gradient value and
preserve the edge with the high gradient value. Thus, two
threshold values are set to clarify the different types of edge
pixels, one is called high threshold value and the other is
called the low threshold value. On resolving the double
threshold value, edge tracking is conducted by Hysteresis.
Afterwards structural elements of the image are extracted
and then dilated. On the completion of the above-
mentioned processes, the cropped images are acquired. The
cropped elements along with some garbage is illustrated in

;
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Figure 4.

Figure 4: Cropped Elements after Pre-Filtering.

3.1.3  Filtering

Filtering techniques is further applied on the pre-filtered
output. These techniques include range estimation of the
pre-filtered output. In the mentioned process, the
garbage elements are removed and actual Bangla texts
from the image is revealed. The flow diagram of the
filtering process is illustrated Figure 5.

Cropping images

height < width
pixel ratio .25<>.85
pixel difference 100<>3000
#of while pixel in
last row is zero

YES No

Accepeted Filtered Images Discard

Figure 5: Flow Diagram of Filtering.
The output of this stage is illustrated in Figure 6.

4 >
m m

138.bmp 141.bmp 142.bmp
Figure 6: Filtered Image.
3.1.4  Character Segmentation

The character segmentation process segments the
characters in two categories. The first category is
Characters without KAR (Bangla —[1[1[).
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1.bmp

2.bmp

8.bmp

Figure 7: Characters without KAR.
The second category is characters with KAR.

—_ — ra
&l ST &l &
3.bmp 4.bmp 5.bmp 6.bmp

Figure 8: Characters with KAR.

Therefore, the final output will be like the illustration in
Figure 9.

1.bmp 2.bmp

&

4bmp

6.bmp

Thmp
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Figure 9: Final Output of Character Segmentation.
As we train our NN with black letters which have white
background so after segmenting those letters we simply

reverse the black pixel with white pixels of each letters
and the output is given in Figure 10.

T 9 q

1bmp Lbmp dbmp

R

6bmp

q

3bmp

q

Sbmp

¥ §

Thmp 8bmp

Figure 10: Output after Pixel Reversing.

In addition, for better image processing we reshape the
image into a constant height and width. We use 45 x 45
(= 2025) constant shapes for each letter. This output is
illustrated in Figure 11.

2 9

Tbmp

q il (Sl &

f

2bmp 3bmp 4bmp 5.bmp 6.bmp Thmp

Figure 11: Characters after Reshaping.

The flow diagram of the character segmentation is
illustrated below in Figure 12.

Filtered Image

Take one image

Calculate the margin
and the segmented index
based on margin

L

Segment each letter of
that image based on
segmented image

Store in a File

Figure 12: Flow Diagram of Character Segmentation.

Character Recognition and Post-Processing

After segmentation process, the output must be converted
into machine-readable text. Neural network is employed to
generate that conversion. However, the output of the neural
net may contain a few garbage, which must be eliminated

7.bmp

8.bmp

8bmp



to extract clean text. The processes in Figure 12 are detailed
in the following sub-sections.

3.2.1  Character Recognition Using BP ANN

Backpropagation Avrtificial Neural Network (BP ANN) is
employed in the proposed system to convert the segmented
characters into electronic text. The text is retrieved in
Unicode font. Backpropagation (BP) artificial neural
network is the most commonly used algorithm in OCR, as
it is highly effective in the given context. A typical BP
ANN is illustrated in Figure 13.

BP ANN employs the following technique to extract the
electronic character from the character segmentation
output, which is depicted in Figure 14.

Npa Npi—1 Npyg—2

Figure 13: Back Propagation Avrtificial Neural Network.

3.2.2  Garbage Detection and Deletion

After character segmentation, post processing is conducted.
Post processing is primarily consisted of garbage detection
and deletion. To detect garbage from multi characters we
will perform a partial string matching. Partial string
matching is an approach to identify garbage value and
useful to predict words from a partially correct word.
Therefore, here is our algorithm.

e  Split the result string.

e lterate through all words.

e if(word.length > 1)
Perform partial matching for each of the
Bangla words in dictionary. Find the best
matched Bangla words and return.

Initialize weight with
random value

Compute the output of each

layer after training input Update weight of each layer

Compare the output of Ann
with expected output.
Calculate Error

Calculate the weight update
for output and hidden layer
by using error

rror < Accepted
Error

Stop Training

Figure 14: Flow Diagram of Character Recognition

Afterwards Levenshtein’s Distance is employed to acquire
best matching strings from the string dictionary. In figure
15 there is an illustration of an extracted charaqcter string
with garbage values.

(9 SETE A1 SfeHr

Figure 15: Sample Output with Garbage.

Now the first (¥ in Figure 15 will be removed as that will

not be partially matched with any word. 9 in Figure 15
will also be removed, as it is a single character.

Instead of detecting STCTS6 our BP ANN returns STCRICE
but it’s partially matched so that will be replaced with

correct one! Partially matched with STCTS6 because it will
need three moves to transform one to another, which is
minimum among other words in dictionary, and similarity
between two words is 62%. Hence after post processing
of the sample output we acquire the clean and authentic
string as illustrated in Figure 16.

HATEG Sffos=m

Figure 16: Output after Post Processing.

3.3 Machine Translation [8]

Now we have successfully extracted the authentic and
clean text from the natural image. The next step is to
convert the Bangla text into English. Machine Translation
is a process of translating one word/sentence to another
language’s  corresponding  word/sentence.  Machine
translation is a complex problem because there are
thousands of things that are needed to be considered. In
basic level, we can just replace the words in a sentence with
corresponding word in target language. That is not able to
produce a good translation as the sentence structures are
different and the recognition of whole phrases with their
closest counterparts in the target language is needed. The
approach [8] that we have taken in this paper is illustrated
in Figure 17.

Calculate the word length

NO
Delete the word

Find best partially matched
word from dictionary using
distance algorithm

Replace word with the
partially matched word

Figure 17: Flow Diagram of Garbage Deletion Process.

This approach can successfully translate most of the
common traffic instructions. However, the English
meanings that are constructed using multiple Bangla words
is not considered here. The process of our approach of
machine translation is illustrated in the Figure 18. The
translated output of the extracted Bangla text is shown in
Figure 19.



Get corrected sentence after
garbage detection and partial
matching

Perform a partial matching to
find best matched sentence
pattern from corpus

Translate the matched
portion of each sentence
maintaining the order of

matched sentence

Ignore translating ignored
words of both sentences

Translate the unmatched
portion which is not ignored
sequencially

Figure 18: Flow Diagram of Machine Translation.
Matched Sentence from Corpus  Our Bangla Sentence
T 3
Slippery Road

Pedestrian Crossing

Tgnored

Figure 19: Machine Translation of Extracted Bangla Text.

4. Experimental Result and Analysis

The image of traffic instructions is very rare in internet. In
fact, the traffic instructions are hard to find. Therefore, we
really did not manage to get a plenty number of images for
training and testing. That is one of the biggest difficulties
that we have faced. Therefore, we have to test our system
for limited training and testing data.Training Image
Corpus:22 and test corpus:6. Backpropagation Atrtificial
Neural Network is used where input features: 45x45 and
output size : 18. Number of words in Traffic Instruction
Database: 45. A demo corpus of pattern matching is shown
in Table 1 and experimental result is shown in Table 2.

Table 1: Demo Corpus for Pattern Matching.

Bangla Sentence English Sentence
onfFs Ay No parking
AGTAY GG fNTy | No Pedestrian
AT -G | T-junction
Y
BN S[GTAY | Pedestrian Crossing
ATAAT]

5. Conclusion and Future Works

In this research work, state of the art algorithms to translate
Bangla Traffic sign into English for Foreigners were
implemented. Because Canny edge detection method is
applied in the pre-filtering process to detect edges from the
captured image, it will be less prone to get deceived by
noise. Consequently, the system is able to analyze signs
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manipulated with rain, leaves and dirt and produce output
that is quite accurate.

In the process of conducting the research work, we have
identified a number of constraints and area of
improvements. The most notable of them are listed as
following.

Limited Size of the training corpus

Limitation of OCR for angled photos

Image adjustment is not dynamic

Overfitting of data from the Neural Network
Machine translation needs optimization

Moreover, the authors would like to incorporate driver
movement detection techniques through accelerometer,
gyroscope and compass sensor data to align and compare
that with the instruction from the traffic sign. Therefore, if
the driver’s movement data is conceived as illegitimate
according to the traffic signs, the system will generate a
warning sound.

Table 2: Demo Experimental Result.

Input Sentence Bangla | Output Sentence English
ST AP (O AR Narrow Bridge
STNCN F{ed School
RO Hospital
STt 8FMR-GIR* @R | Y-Junction
T TR No Stopping
2o G TR No Horn Honking
STCRIEG SFOSANT Highest Speedlimit
RGP 4Mm Dangerous Dip
OGN L T1=PT Picnic Site
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Abstract

Deaf and dumb people communicate with each other through sign language. In this research work we have analyzed and
acknowledged useful features from most prominent sign Language to Bangla text and speech language of classic and

modern approaches.
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1. INTRODUCTION

The method of human communication, either spoken or
written, consists of the use of words in a structured and
conventional way. But the deaf and dumb people cannot
hear or speak. So, deaf and dumb people around the world
communicate using sign language as distinct from spoken
language in their everyday lives. A Sign Language is a
visual language that uses a system of manual, facial and
body movements as the means of communication. Sign
language is not a universal language, and different sign
languages are used in different countries. The Broca’s and
Wernicke’s areas of left hemisphere of the brain process
sign languages like other natural languages [1].

Sign language, any means of communication through
bodily movements, especially of the hands and arms, used
when spoken communication is impossible or not desirable.
Wherever vocal communication is impossible, as between
speakers of mutually unintelligible languages or when one
or more would be communicators are deaf, sign language
can be used to bridge the gap.

There are about 70 million deaf [2] hearing-impaired as
well as hearing people in the world who use sign language
as their first language or mother tongue. Each country has
one or sometimes two or more sign languages, although
different sign languages can share the same linguistic roots
in the same way as spoken languages do. Though it is not
an international language, the universal features in sign
languages help to make it possible for users of different sign
languages to understand one another far more quickly than
users of unrelated spoken languages can. Deaf children
must have rights for equal and quality education like all
other children and expect that their educational rights are
respected and supported by educational authorities.

! d‘ o

Fig. 1.

Signs for Bangla numeral
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Hundreds of sign languages are being used around the
world, which include, American Sign Language (ASL),
Japanese Sign Language, (JSL), British Sign Language
(BSL), Austrian Sign Language (GS), Bangladeshi Sign
Language (BdSL) and so on.

Figure-1 shows the Bangla numeral sign [3] and Figure-2
shows the two handed Bangla vowels sign [4].

Fig. 2. Two handed sign images for Bangla vowels
Nuances within the deaf communities are the reasons for
most of the differences in these signs of that area, and has
led to a significant evolution of sign language worldwide.

All over the world, many systems had been developed by
the researchers for different sign languages. An interactive
sign language teaching program [5] was developed by
Kadam et al. for American Sign Language (ASL) using
glove. For detecting the hand gesture, they used flex
sensors in the fingers of the glove. Verma et al. developed
a system [6] for detecting sign language gesture using
Microsoft Kinect. Use of Microsoft Kinect provides highly
strong features form depth image which are very useful to
make an accurate gesture recognition system. A
bidirectional translation system [7] for Japanese Sign
Language (JSL) designed by Imagawa et al. They made a
real-time system for tracking hands of signer and find the
location of each hand which is very necessary for detecting
sign language gestures. An application named ’Gesture
Audio Video Conferencing Application’ proposed by Tarte
etal. in

[8]. This application model includes translation of
Naturally Spoken English Sentences to Visual Sign
Language Gesture and vice versa. In this project input hand
gesture of sign language can be detected by gesture
template matching and it will produce text to speech output.
On the other hand, natural voice can be detected by voice
recognition system to fetch the input sentence and
producing output gestures for important words only.
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Fig. 3. Filtering articles to find all literature relevant to
BdSL

Starner et al. developed two real-time hidden Markov
model-based systems [9] for continuously detecting
American Sign Language (ASL). Their first system used a
camera on a desk which is actually second-person
viewpoint for observing the signer’s hand. The second
system used a camera in a cap which was worn by the signer
for observing his/her own hand gesture form first-person
viewpoint. Using a 40 word lexicon, the first system
achieved 92% accuracy while the second system achieved
98% accuracy.

The objective of the paper is to analysis the existing sign
language translation system, a system that translate
naturally Bangla spoken language to Bangla Sign Language
and vice versa and then proposed a system that would have
more flexibility and robustness for real life applications.
For that purpose, we find out the previous related works
which were developed for Bangla Sign Language in order
to review and analyze these existing systems for developing
a system to overcome the limitations of those.

Bangla is the most spoken language in Bangladesh and
second in India. About 250 million native and about 300
million total speakers worldwide speaks in Bangla [10]. So
a welldeveloped system for Bangla speech to Bangla Sign
Language and vice versa is very much needed for
communication with deaf people. While discussing further,
we will use the term BL for naturally spoken Bangla
Language and BdSL for Bangla Sign Language.

2. METHODOLOGY

To identify the best approach for a Sign Language
translation system, one of the early steps is to review
journal, articles, and conference papers related to this
system. The best place for finding research papers are
academic search engines, Google Scholar, Microsoft
Academic Research, Directory of Open Access Journals,
Science and Technology of Advanced Materials etc.

2.1 Search Methods

The results of search engines depend upon the selection of
relevant keywords. In starting we used several different
keywords, both alone and in combination. Later we narrow
our focus and figured out which keywords describe our
research topic best from the results of the searches. We also
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used available filters in the academic search engines to
filter down to our relevant research papers. The results of
academic search engines come in the form of an abstract
with a full citation (author, journal title, volume, page
numbers, year, etc.). We read title and abstract from the
results and also keep noticed to the journal or conference
title to select research papers of our research topic of this
study. Most frequently used keywords for searching
journal, articles and conference papers for BASL were
”Sign Language”, ”Recognition of Sign Language”, ”Hand
Gesture Recognition”, ’Sign Language Interpreter”, "Real-
time Gesture Recognition”, ”Communication System with
Deaf and Dumb People”, “Interpreter for Deaf and Dumb
People”, ”Bidirectional Communication System for Sign
Language”. Later for finding more specific research paper
about BdSL, we used the keywords like “Bangla”,
”Bengali”, “Bangladeshi Deaf and Dumb People” as a
prefix before the most frequently used keywords mentioned
above.

2.2  Selection Criteria

We used some selection criteria to find the best fit articles
related to this system. Articles of only reputed journals and
conferences relevant to the topic were considered. The
filtering process is represented by the Figure-3.

We have selected only the articles which were published
within the year of 2000 to 2015. Out of all these research
papers we targeted only those which are related to Bangla
Sign Language. After all the filtering process, finally we
have 15 research works related to BdSL.

The selection and filtering process can be summarized as:

The literature must have discussed about Sign
Language.

Since the topic is about BdSL, the literature has to
contain discussion or proposal or implementation
about Bangla Sign Language.

PhD or MS research works have been prioritized.

Relevant, unique and informatics works are
included

Duplicate literature are excluded.




3. RESULT OF RELATED RESEARCH

PAPERS IN BANGLA

In total we have collected 22 research papers related to sign
language to speech conversion and vice versa. Among them
15 research papers are related to Bangla Sign Language. In
this study, we tried to discuss about the methodologies used
for Bangla Sign language to Bangla spoken language
conversion and vice versa. The communication system
with deaf and dumb people using sign language can be
discussed as one way communication and bi-directional
communication.

3.1 One Way

Communication

One way communication system can be either conversion
of naturally spoken Bangla Language (BL) to Bangla Sign
Language (BdSL) or conversion of BdSL to BL. All those
approaches are discussed below.

3.1.1 One Way Communication: Conversion of BL to

BdSL

: A human machine interface named ”Intelligent Assistant”
designed by Eshaque et al. Which can understand only ten
Bengali expressions. They used Microsoft Voice
Command and Control Engine to capture sound input and
convert it into recognizable specific text. Then the text is
send to match with previously stored words in the system’s
knowledge base. If the word is found in the database then
the system displays a pre-stored 3D graphical hand gesture
according to that text. The accuracy of ”Intelligent
Assistant” is 82% with only ten Bangla words. This system
can understand only discrete words, not a whole sentence.
They used one hand gesture but there are some signs in
BdSL which requires both hands and facial expression too.
Actually for understating only ten discrete words in Bangla,
it doesn’t require any intelligent system. Another system
[12] developed by Sarkar et al. in 2009 which can translate
an input Bangla sentence or word to the corresponding
BdSL gestures using a set of rules. They took text input
using either physical or on-screen keyboard. The translator
dictionary is consist of 1000 words which were mostly
taken from textbooks taught to children learning Bangla in
the primary level. After taking an input and rearranging the
words (if rearranging is necessary based on the rules),
prestored video gestures of corresponding words are
concatenated sequentially to produce a smooth output
video in BdSL.

3.1.2  One Way Communication: Conversion of BdSL

to BL

The conversion of BASL to BL can be discussed based real
time hand gesture recognition, one or two handed hand
gesture recognition, static or dynamic gesture image
recognition etc. Static gesture recognition means, a system
can recognize sign gesture from a static image only. On the
other hand dynamic gesture recognition means, the system
can detect a sign gesture from real time video or any video
input.

3.1.2.1 Real Time Dynamic BdSL Gesture Input
A geometrical model based hand gesture recognition
system developed by Pavel et al. Which can analyze video
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clips of different BASL gestures, processing them and gives
an audio output. This system calculates angles between
different parts of the hand with body and then matches
those values with pre-stored values in database which they
created manually for different sign expressions. Then audio
file of the corresponding gesture is played as output.
Another work under the same authors in 2004 can detect
and simulate 9 different gestures. They have achieved 97%
accuracy by testing 9 gestures with 20 different students.
“Intelligent Assistants for Speech Impaired People”
developed by Rahman et al. which uses images of hand
wearing glove as input. The glove contains different dots in
each finger. The dots in the hand image are analyzed to
detect which sign is shown by signer. Then pre-stored
audio and written text output is shown corresponding to the
sign. Only Bengali 1-10 numerals can be detected by this
system. A real time computer vision based system made by
Rahaman et al. that can detect two handed hand gesture
showing sign from real time video recording and provides
output for the corresponding BdSL sign. Only 6 Bengali
vowels and 30 Bengali consonants can be recognized by
this system. It was trained using 3600 images (36 different
signs, 10 Signers-4 Female, 6 Male and 10 images for
each). This system was tested using 3600 images of 10
different signers and achieved accuracy 98.17% for vowels
and 94.75% for consonants. Another system developed by
Jarman et al. in [3] can recognize 46 one hand gesture of
Bengali alphabets and numerals. Multilayered feed-
forward neural network with back-propagation algorithm
was used to train the dataset. The system can perform
rotation on BdSL gestures if it is required in some cases
which is a good feature of this system. This system was
tested using dynamic sign as 3 seconds videos where
frames were extracted at a rate of 15 fps. The average
recognition rate this system is 88.69%. As the system can
perform sign detection from video clips which we called
dynamic sign detection, it can easily be convert to perform
in real time sign detection.

3.1.2.2  Recognition of Static Two Handed Hand Gesture
An intelligent sign language verification system offered by
Rahim et al. used image processing, clustering and neural
network concepts. The database of this system contains
clustering information for the detection of gestures. Useful
features are generated from input image by image
processing technique. These features are classified by
Neural Networking process according to the clusters
information. Then the output is shown both in visual and
textual form. This system was tested on BdSL but it can
any sign language with prior image processing and
clustering. Not only two handed hand gesture, it is even
capable of deal with other body parts according to the
training. This system is called "Intelligent System” because
it can train itself automatically. They achieved 92%
(approx.) accuracy by using 24 different sign images with
10 clusters. Using artificial neural network, Rahman et al.
designed a system described in. This system does not
require any gloves or visual marking system, it just requires
image of bare hand. It can recognize 36 letters of BdSL
alphabet with an accuracy of 80.902%. Deb et al. developed
a system [4] which used two different color wristbands to
easily remove the forearm in binary image. After detecting
the hand sign from the candidate region, this system used
template matching with the use of normalizes cross-
correlation to recognize different types of hand sign. This



system can detect Bangla Sign Language gestures of 10
Bangla alphabets with 96% success rate. For detecting two
handed hand gesture, Yasir et al. designed a system which
can recognize Bangla sign images of 15 Bangla letters.
They used machine learning techniques PCA and LDA,
neural network for training and testing purpose of their
system. To find out a better solution they used three
different models. In first model, input images were trained
and tested using neural network only and resulted output
comes with an accuracy of 67.15%. In the second model,
Principal component analysis was used to train the dataset
and resulted output had an accuracy of only 26%. And in
last model LDA algorithm was used for feature extraction
and resulted output achieved an accuracy of 100%.

3.1.2.3  Recognition of Static Single Hand Gesture:

A fuzzy rule based system designed by Ayshee et al. to
recognize static single hand gesture for only two Bengali
letters. Angles of fingers are calculated to determine the
hand configurations which are basically the fuzzy rules to
match them with predefined fuzzy rules for two Bengali
letters. In this system, static image of single hand gesture
can be taken as input from one viewpoint only. All the
fingers may not be visible from one viewpoint which is a
limitation of this system. Karmokar et al. developed a
system in by using Neural Network Ensemble for the
recognition of single hand gesture of BASL. This system
was trained for 47 signs of BdSL including Bengali
alphabets and numerals. They achieved 93% accuracy
using negative correlation learning with 10 neural networks
with feature extraction.

3.1.2.4  Recognition of Static Image of BdSL:

For recognition of static images, a system in developed by
Rahim et al. which can take input as static sign gesture
image and find out grammatical similarity with previously
learned images. This system used back propagation
algorithm of artificial neural network for learning and
detection purpose. With 2000 learned images, the system
was tested and the output achieved 99% accuracy.

Language and (b) Bangla Sign Language to Bangla
Language.

4.1 Bangla Language to Bangla Sign Language

The basic steps for the conversion of Bangla Language to
Bangla Sign Language can be divided into four parts.
Those are taking input as text, processing input based on
predefined grammatical rules, searching processed text into
database, preparing output and display it in monitor. The
whole process can be simply represented by the Figure-4.
First of all we have to construct a database containing all
Bangla alphabets, numerals, words used in BdSL and
mapping them with their corresponding BdSL gestures.
BdSL gestures can be made as a mini video clips for each
sign.

Sentence making grammar for Bangla Language and
Bangla Sign Language has a huge difference. Both of them
follow their own grammatical rules for making a complete
understandable sentence. So for the conversion of Bangla
Language to BdSL and vice versa, we have to define some
rules for this type of conversion and implement it properly.
For learning rules and implement it, we can use machine
learning process. Rules based on Bangla Parts of Speech
can also be implemented.

The input of Bangla Language can be either voice input
using microphone or text input using physical or onscreen
keyboard. Still there is no well-developed Bangla voice
recognition system available and to stay focused in our
main purpose, we will simply use textual input of Bangla
language.

The output will consist of two parts. One part will show a
textual output of grammatically converted BdSL from
Bangla Language if the conversion is needed. Other part
will show the corresponding BdSL gestures output of that
converted BdSL text. The BdSL gestures will be
represented by sequentially joining pre-stored video clips
of corresponding words in that BdSL text.

3.2 Bi-directional
Communication:
Input (Bangk Processing Searching BDSL Output (Bangk
SentenceorWord) ¢ InputBasedon === gonofrompp === SignlanguageText,

BDSL Grammar

Video, Image)

A bidirectional system proposed by Datta et al. based on
their previous work. This two way communication system
includes Bangla Text to BASL and BdSL to Bangla Text
conversion. They did not do any implementation work for
this proposed two way communication system but their
previous work has an implementation for the conversion of
Bangla text to BASL gestures.

4. PROPOSED SYSTEM

For fluent communication with deaf people who use BdSL,
our proposed system contains two major parts. This system
includes conversion of (a) Bangla Language to Bangla Sign
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Fig. 4. Conversion of Bangla Spoken Language to BdSL

So the overall process is, we will take Bangla Language as
textual input. The input text will rearranged by the
grammatical rules of Bangla Language to Bangla Sign
Language conversion if the conversion is needed to
perform. The words in the converted BdSL text will be
searched in the database to extract their corresponding
gesture video clips. After sequentially joining the video
clips for each words in that text, both the textual and video
output for BL to BdSL will be shown in the output screen.
A similar process has been developed in [12] which has a
translator dictionary containing 1000 words. A complete
set of words used in BASL need to add with their
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Fig. 5. Conversion of BdSL to Bangla Spoken Language

corresponding BdSL gestures. They implemented few rules
for the conversion of BL to BdSL where many more rules
need to be added.

4.2  Bangla Sign Language to Bangla Language

The target of BdSL to Bangla Language conversion in our
proposed system is to detecting real time continuous
dynamic signs using gesture detecting devices like leap
motion or Kinect sensor and producing output in Bangla
Language. Major parts of this conversion are taking real
time gesture input, processing the gesture to extract
features, training and testing input data, finally producing
the recognized text and audio for the input Bangla gesture
sign. Conversion of Bangla Sign Language to Bangla
Language can be represented by the

Figure-5.

The main purpose of this proposed model is to detecting
consecutive Bangla sings in real time. The input real time
gesture can be clipped based on a fixed time frame. If we
use certain time frame to clip the gesture input then we have
to search for a single unique sign in that sign gesture. The
gesture sign will pass through the preprocessing step. Only
hand signs are considering for the detection of BdSL, so we
have to detect the hand region from extracted gestures, crop
that hand region. Then important features have to extract
from that gesture sign. Initially we have to train our dataset
using those features to detect various BdSL gestures. After
the training session, an input hand gesture sign can be
recognized by comparing its features with the trained
dataset. The output will be shown as both in textual and
audio format for the corresponding input Bangla gesture
sign.

5. CONCLUSION

This paper presents a comparison among the research
works had done for development of the communication
system between Bangla Sign Language and Bangla
Language. It also proposed a two way communication
system for BdSL to Bangla Language and vice versa. We
focused on real time consecutive dynamic Bangla sign
recognition for BASL to Bangla Language conversion. On
the other hand, Bangla Language to BdSL conversion
needs a huge dataset of Bangla words mapped with their
corresponding Bangla signs. A large set of grammatical
rules has to develop and implement for proper conversion
of Bangla Language to BdSL. Such a welldeveloped two
way communication system is not still available for the
deaf people who use BdSL in their regular life. In this
system, we tried to pick the best solutions for the

limitations identified in the previous works and combine

65

them with our own proposal.
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Abstract

This research constructs a distinctive phonetic feature (DPF) table for all the phonemes pronounced in Bangla (widely known as Bengali)
language where the whole study is divided into two parts. In the first part, a DPF table is constructed, while the second part deals with
Bangla automatic speech recognition (ASR) using DPFs. For Bangla language, fifty three phonemes including both vowels and
consonants are considered in which the phones, *I (/s/) and 31 (/s/), and, T (/n/) and < (/n/) contain approximately same spectrum and
hence, they share same DPFs. In the DPF table, twenty two DPFs (Silence, Short Silence, Stop, ...) are required for representing all the
Bangla phonemes. On the other hand, the second part comprised of three stages: i) first stage deals with acoustic features, mel frequency
cepstral coefficients (MFCCs) extraction, ii) second stage embeds DPFs extraction procedure using a multilayer neural network (MLN)
and iii) the final stage integrates a triphone-based hidden Markov model (HMM) for generating the output text strings by inputting log
values of twenty two dimensional DPFs. In the experiments on Bangla Newspaper Article Sentences, it is observed that the DPF-based
ASR system provides higher word correct rate, word accuracy and sentence correct rate in comparison with the standard MFCC-based
method.

Keywords: Distinctive phonetic feature; mel frequency cepstral coefficient; multilayer neural network; automatic speech recognition;
hidden Markov model

Résumé

g2 SIFNC A RIFONR AT RN HAIT®) Oy THRY FAI TS (FN G JF6 FOF (FIAOF AR
(Gf1.9%) ST TR ST (TAM LI LTI 76 W0 [To | AN W (6 BIHT (BRe (o7 Fa1 =00y, fForm
T fGINGT R B A FALET FT (ACF (@Y1 (G GTNR) TN AT FAT1 ZCACR | AT OIEF G, FH A2
TN BT 2 NG CFITTN RIIGNT ST =TT TR T CFNS, ¥ (/s/) G 3 (/s/), G-, " (In/) A" N (/ n /) ATI2 ACF
32 IR (B EIN JIRIE BLF A< O12 Ol JF R fGINIT 19 FF (W9 | fEHIP (GRA, TS 120 (= Afof[fag
TR G A2HG fGIHNIT (TS, 516 SRS, S6Y,....) ATAGH | TN, (Ferg w6 fo=io *rfitga swaey fde:
i) 21T LT SFIHF (IS T FIS F, (N IR SIoPE T2 (ANIFH) ([ F0F, i) fror *rfiry
WEBTANR NG (MBS (JNIFAIN) TR FLI 3¢ i) FOIS AT fGf N am e (R AT 076 a1 =3 2=
WG RBHNIF-97 751 TS 26 FE, WOGG 52 TN FAF G JBM6 GIRIFW [GGP RGN NTHTS NG
(G25ANAN) FIZF FIA| AT TIMANTAF NICHT IFIBEAT AT 041 (907 (T fSHN9%- e aasmeg ooy
OIS ANIFH FSfEF Ao Q=TT SHood *1% EF T, 2 TS 32 T HEF TF FIIAE A

1. Introduction ,

. . . Some developments on Bangla speech processing or

There have been many literatures in automatic speech  Bangla ASR can be found in [4]-[11], where various hidden
recognition (ASR) systems for almost all the major languages Markov model (HMM)-based ASR systems have been
in the world. Unfortunately, only a very few works have been developed. Most of these ASR systems make use of a
done in ASR for Bangla (can also be termed as Bengali),  preprocessed form, such as mel-frequency cepstral
which is one of the largely spoken languages in the world.  ¢oefficients (MFCCs), of the speech signal, which encodes
More than 220 million people speak in Bangla as their native e time-frequency distribution of signal energy. However,
language. It is ranked seventh based on the number of speakers  these  MFCC-based systems do not provide better
[1]. A major difficulty to research in Bangla ASR is the lack  recognition performance in real acoustic conditions (See
of proper speech corpus. Some efforts are made to develop Figure 1(a)). On the other hand, a system based on
Bangla speech corpus to build a Bangla text to speech system  pjgtinctive Phonetic Features (DPFs) exhibits higher
[2]. However, this effort is a part of developing speech  recognition accuracy in practical conditions and models
databases for Indian Languages, where Bangla is one of the coarticulatory phenomena more naturally [12](See Figure
parts and it is spoken in the eastern area of India (West Bengal 1(b)). From the Figures 1(a) and 1(b), it is shown that the
and Kolkata as its capital). But most of the natives of Bangla DPF-based system outputs few misclassifications. The

(more than two thirds) reside in Bangladesh, where it is the  majn problem for the Bangla language is that DPF table is
official language. Although the written characters of standard et to pe constructed.

Bangla in both the countries are same, there are some sounds

that are produced variably in different pronunciation of In this paper, we have designed a Distinctive Phonetic
Standard Bangla, in addition to the the myriad of  Feature (DPF) table for all the phonemes pronounced in
phonological variations in non-standard dialects [3]. Bangla language. The first part of the research deals with a
Therefore, there is a need to do research on the mainstream  DPF table construction, while the second part constructs a
of Bangla, which is spoken in Bangladesh, ASR. Bangla ASR using DPFs. In the DPF table, twenty two
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DPFs are required for representing all the Bangla
phonemes. On the other hand, the second part comprised of
three stages: i) first stage deals with acoustic features, mel
frequency cepstral coefficients (MFCCs), extraction, ii)
second stage embeds DPFs extraction procedure using a
multilayer neural network (MLN) and iii) the final stage
integrates a triphone-based HMM for generating the output
text strings by inputting log values of twenty two
dimensional DPFs.

The paper is organized as follows. Section Il briefly
describes an approximate phonetic scheme and speech
corpus for Bangla and formation of words, and speech
corpus for Bangla. Section 111 explains about Bangla DPFs,
while Section IV deals with Proposed ASR construction
using Bangla DPFs. Again, Section V gives experimental
setup, results and discussion on Bangla continuous word
recognition. Finally, Section VI draws some conclusions
with future directions.

ol

N
AN

Fig. 1. Phoneme distances for utterance, /ioi/ using (a)
MFCC-based system and (b) DPF-based system.

2. PHONETIC SCHEME AND CORPUS
FOR BANGLA
2.1 Bangla Phonemes

The unprotected PDF files will appear in the on-line
proceedings directly as received. Do not print the page
Citing References in the Text. The phonetic inventory
of Bangla consists of 14 vowels, including seven
nasalized vowels, and 29 consonants. An approximate
phonetic scheme in IPA is given in [13][14], where only
the main 7 vowel sounds are shown, though there exists
two more long counterpart of /i/ and /u/, denoted as /i:/
and /u:/, respectively. These two long vowels are
seldom pronounced differently than their short
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counterparts in modern Bangla. There is controversy on
the number of Bangla consonants.

2.2 Bangla Words
TABLE I EXAMPLES OF SOME BANGLA
WORDS WITH THEIR IPA
Bangla Word English IPA QOur Symbol
Pronunciation
s AAMRA Jfamra/ faamrax/
TEA AACHORON fatfrn/ /aa ch ow r aa n/
A ABEDON fabadn/ fax b ae d aa n/

Table | lists some Bangla words with their written forms and
the corresponding IPA. From the table, it is shown that the
same ‘NI’ (/a/) has different pronunciation based on
succeeding phonemes ‘N’ /m/, ‘&' /tf/ and T /b/.
Thesepronunciations are sometimes long or short. For long
and short “&I” we have used two different phonemes /aa/ and
fax/, respectively. Similarly, we have considered all
variations of same phonemes and consequently, found total
51 phonemes excluding beginning and end silence (/sil/)
and short pause (/sp/).

2.3 Bangla Speech Corpus

Hundred sentences from the Bengali newspaper ‘“Prothom
Alo” [15] are uttered by 30 male speakers of different
regions of Bangladesh. These sentences (30x100) are used
as training corpus (D1). On the other hand, different 100
sentences from the same newspaper uttered by 10 different
male speakers are used as test corpus (D2). All of the
speakers are Bangladeshi nationals and native speakers of
Bangla. The age of the speakers ranges from 20 to 40 years.
We have chosen the speakers from a wide area of
Bangladesh: Dhaka (central region), Comilla — Noakhali
(East region), Rajshahi (West region), Dinajpur — Rangpur
(North-West  region), Khulna (South-West region),
Mymensingh and Sylhet (North-East region). Though all of
them speak in standard Bangla, they are not free from their
regional accent.

3. PROPOSED BANGLA PHONETIC

FEATURES

A phoneme can easily be identified by its DPFs [16][17].
In this paper we have proposed Bangla DPFs for all the
phonemes with their international phonetic alphabet (IPA)
and Bangla orthographic transcription. Here, the fifty three
Bangla phonemes and twenty two DPFs for each phoneme
are silence, short silence, stop, nasal, bilabial, fricative,
liquid, lenis, vowel, front, central, back, unvoiced, long,
short, dipthong, high, low, medium, round, unround and
glottal, which shown in the table horizontally and
vertically, respectively. Here, (Front, Back, Central) and
(High, Low, Medium) represent tongue position in forward
and backward, and upward and downward directions,
respectively. Besides, plus (+) and minus (-) elements in
the table represent whether corresponding element is
present or absent, respectively.
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Fig. 2. Proposed PF-based ASR System.

We have implemented a DPF-based ASR system with an
input acoustic vector of MFCCs using an MLN which is
shown in Figure 2. This system comprised of three stages:
i) first stage deals with acoustic features, MFCCs
extraction, ii) second stage embeds DPFs extraction
procedure using an MLN and iii) the final stage integrates
a triphone-based HMM for generating the output text
strings by inputting logarithmic values [17] of twenty two
dimensional DPFs. The thirty nine dimensional MFCCs
extracted in the first stage are entered into the MLN with
five layers including three hidden layers after combining a
current frame xt with the other two frames that are three
points before and after the current frame (xt-3, xt+3) where
the MLN generates twenty two DPF values for each input
frame of 39x3 features. The three hidden layers comprised
of 400, 200 and 100 units, respectively. The MLN is trained
using the standard back-propagation algorithm.

5.  Experiments

5.1 Setup

For evaluating word recognition performance, word
correct rate (WCR), word accuracy (WA) and sentence
correct rate (SCR) for D2 data set are evaluated using an
HMM-based classifier. The D1 data set is used to design
Bangla triphone HMMs with five states, three loops, and
left-to-right models. Input features for the classifier are 39
dimensional MFCCs and log values of 22 dimensional PFs.
The mixture components are set to 1, 2, 4 and 8.

For evaluating the performance of standard MFCC-
based method including the proposed method, we have
designed the following experiments:

(&) MFCC:dim-39 [Baseline]
(b) PF:dim-22 [Proposed]

In our experiments the range of output is from 0 to 1, where
the non-linear function is a sigmoid, (1/(1+exp(-x))) for the
hidden and output layers of MLN. For evaluating PF
correct rate we have considered 0.20 as threshold to obtain
better segmentation. Here, 0.20 is considered as threshold
by observing the experimental results.

5.2 Result Analysis and Discussion

Segmentation for silence, short silence, stop, nasal,
bilabial, fricative, liquid, lenis, vowel, front, central, back,
unvoiced, long, short, dipthong, high, low, medium, round,
unround and glottal PFs are depicted in Figures 3 and 4 for
ideal and real cases for utterance, /prothom/. From both the
figures, it is observed that segments of nasal, liquid, vowel
and front are more precise (follows ideal line) in Figure 3,
and unvoiced, long, dipthong, high, low, medium, unround
and glottal exhibit better segments with respect to ideal
segmentation in Figure 4. Again, Figure 5 shows correct
rates for each of the DPFs using the test utterances in D2
data set, where DPF correct rates for the corresponding
DPFs are 97.83%, 52.88%, 75.15%, 75.88%, 64.30%,
84.68%, 49.20%, 84.67%%, 95.72%, 87.83%, 88.22%,
78.42%, 93.79%, 87.49%, 86.65%, 82.97%, 77.82%,
70.75%, 92.62%, 86.15%, 89.00%, and 100.00%,
respectively.
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Fig. 3. Segmentation for silence, short silence, stop, nasal,
bilabial, fricative, liquid, lenis, vowel, front and central
DPFs using the utterance /prothom/.
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Fig. 4. Segmentation for back, unvoiced, long, short,
dipthong, high, low, medium, round, unround and glottal
DPFs using the utterance /prothom/.

L

« s0 &0
PF Correct Rate (%)

Fig. 5. Correct rates (%) for silence, short silence, stop,
nasal, bilabial, fricative, liquid, lenis, vowel, front, central,



back, unvoiced, long, short, dipthong, high, low, medium,
round, unround and glottal DPFs using the test utterances
in D2 data set.
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Fig. 6. Word Correct Rates for MFCCs and Proposed
Method.

Figure 6 shows the comparison of word correct rates among
all the investigated methods, standard MFCC-based
method and proposed method. Among all the mixture
components except two, the proposed method shows higher
correctness in comparison with baseline. It is observed
from the figure that the proposed method exhibits its best
performance (92.25%) at mixture component eight.
Besides, the mixture components, four and eight in the
proposed method exhibit almost the same performance.
Therefore, further investigation for higher correctness in
higher mixture component is not required.
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Fig. 8. Sentence Correct Rates for MFCCs and Proposed
Method.

experimented mixture components in both the investigated
ASR systems using the 3290 input words. For proposed and
baseline methods, the H, D, S and | are 3035, 52, 203 and
20 respectively; and 2654, 202, 434 and 8, respectively for
the investigated mixture component eight. Here, proposed
method inserted more words than baseline. On the other
hand, sentence recognition information for the investigated
mixture components is provided in Table 11l using 1000
input spoken sentences.

TABLE Il.  WORD INFORMATION FOR INVESTIGATED METHODS WHERE H,
D, S AND | REPRESENT CORRECT WORDS, DELETION, SUBSTITUTION AND
INSERTION OUT OF 3290 RESPECTIVELY

Word accuracies for the different investigated mixture
components in standard MFCC-based and proposed
methods are depicted in Figure 7. In mixture components
one, two, four and eight, the proposed method provides
89.45%, 88.02%, 91.43% and 91.64% accuracies
respectively, whereas 89.03%, 90.33%, 86.17% and
80.43% are observed in baseline method for the
corresponding mixture components respectively.

OMFCC39

WPF22

Word Accuracy (%)
X

1 2 4 8

Number of Mixture Component(s)

Fig. 7.
Method.

Word Accuracies for MFCCs and Proposed

Sentence correct rate which is shown in Figure 8 gives an
idea about the performance of ASR systems investigated.
For the experimented mixture components, there are
89.20%, 88.20%, 91.50% and 91.60% SCRs are found in
the proposed method respectively, while baseline system
generates 88.60%, 90.00%, 85.00% and 79.20% for the
same experimental conditions.

Table 1l exhibits word recognition performance with
respect to correctly recognized words (H), deletion (D),
substitution (S) and insertion (l), respectively for the
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Mixture Components
Mix 1 Mix 2 Mix 4 Mix 8
MFCC 39 H 2950 2992 2851 2654
D 91 75 114 202
S 249 223 325 434
I 21 20 16 8
AF 22 H 2952 2908 3033 3035
D 77 106 58 52
S 261 276 199 203
I 9 12 25 20
TABLE 1II. SENTENCE INFORMATION FOR INVESTIGATED

METHODS WHERE H, AND S REPRESENTS CORRECTLY AND
INCORRECTLY RECOGNIZED SENTENCES RESPECTIVELY OUT

OF 100
Mixture Components
Mix 1 Mix2 | Mix4 | Mix8
MFCC 39 H 886 900 850 792
S 1144 100 150 208
PF22 H 892 882 9135 916
S 108 118 85 84
Conclusion

This paper has constructed a distinctive phonetic feature
table for Bangla automatic speech recognition. In the first
part of the research twenty two phonetic features are
considered for Bangla spoken language and the second part
of the research designs an ASR system using the DPFs
considered here. The following conclusions are given:

(i)

boundaries for an input spoken sentence.

Segmentation for each of the DPFs follows ideal




(i) Correct rates for most of the DPFs are above 80%.
(iii) Word correct rate, word accuracy and sentence
correct rate for the proposed method using all the
investigated mixture components except two are better in
comparison with the standard MFCC-based method.

In near future, the author would like to evaluate DPFs using
recurrent neural network (RNN), which accommodates
longer context window in its architecture. Besides, Deep
Learning will be integrated for Bangla Speech Recognition.
Moreover, the authors evaluate the experiments for gender
independent environments.
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Abstract

The paper briefly sketches some outlines of Russian sign language: vocabulary, grammar, dialects and speech styles. Based on a range
of studies on Russian sign languages published in 21st century, it aims to provide the reader with a representative list of recent papers,
monographs and electronic resources about Russian sign language and a general notion of it. Besides, this paper makes some
contribution to the description and documentation of Russian sign language, because nowadays, the Russian sign language remains a
low-resource language just for spoken communication of deaf people in Russia and neighbouring countries, and it is still poorly
studied.

Keywords: Russian sign language, sign language grammar, signed Russian
Résumé

B naHHOM cTaThe KOHCIEKTUBHO H3JIAraloTcsi 0a30BBbIE CBEACHHS O PYCCKOM JXECTOBOM SI3BIKE. CIIOBApH, 'PaMMaTHKa, JAUAJCKTHl H
peueBble peructpbl. Pabora ocHOBaHa Ha psiJie UCCIIEAOBAHUI, ONYOJIMKOBAaHHBIX ¢ Havyasia 21 Beka, ¥ IpU3BaHA CHAOAUTH YUTATEIS
HepevyHEeM OCHOBHBIX MAaTEepHaJIOB II0 PYCCKOMY JKECTOBOMY S3BIKY, a TaKXKe AaTh olliee npejcrasieHue o Hem. Kpome toro, cTaTbs
BHOCHUT HEKOTOPBI BKJIJl B ONHCAHHWE U JOKYMEHTALMIO PYCCKOTO >KECTOBOTO SI3bIKA, IMOCKOJBKY Ha CErOJHS PYCCKHUIl )KECTOBBIH
SI3bIK BCE €ILE OCTAeTCs MaJOPECYPCHBIM SI3BIKOM YCTHOTO OOLIEHMS IJTyXHX Jrojed B Poccuu m Onuanexammx CTpaH, M OH HOKa
HEIOCTaTOYHO U3Yy4EH.

various sign languages, which does not confirm the
1. Introduction hypothesis about the relationship between Russian and

This paper surveys basic features of Russian sign French sign languages.

language (RSL), focusing on genetic classification, 3
history, dialectal variations and elements of phonology '
and grammar. The aim is to give the reader a notion of  There are not many studies on RSL dialects. Almost all
RSL, as well as provide him with a list of essential papers  the researchers note that there are certain differences of
and monographs about RSL. the phonological and lexical nature between idioms of
RSL. However, in the study (Burkova and Varinova,
2012), it was shown that the real level of lexical
differences in the local varieties of RSL is much lower
than is commonly believed. Researches on grammatical
differences in the dialects of RSL are very scarce, with
very few exceptions. One can mention the work
(Kimmelman, 2009), in which, inter alia, problems of
reflexive pronouns variability in the dialects of RSL are
investigated.

Dialects and Speech Registers in RSL

RSL is the language of communication among the deaf
and hard of hearing in Russia and some neighbor
countries (mainly ex-Soviet countries; the main exception
is Bulgaria). The total number of people using RSL in
everyday life is more than 120 thousand (according to
Ethnologue). Since 2012, RSL has enjoyed an official
status in Russia as a language of communication.

2. Brief History and Genetic Classification

of Russian Sign Language On the other hand, (Grenoble, 1992) states that there is
definitely dialectal variations between Moscow and St.
Petersburg. Differences are reported in approximately
50% of all the signs compared between Moscow and
St. Petersburg.

The first school for the deaf in Russia was founded in
1806 near St. Petersburg (Williams and Fyodorova, 1993).
The first deaf teachers came from Europe, and schools in
St. Petersburg and Moscow maintained close ties with
other European deaf schools until 1917. It is traditionally =~ Besides RSL, there exists the Signed Russian or “calqued
believed that RSL belongs to the French sign language  sign speech” (Zaitseva, 2000), which directly interpolates
family. However, this statement is based only on the fact ~ grammar of spoken Russian, i.e. is a manually coded
that the first sign language teachers in Russia - Jean-  version of the Russian language. Signed Russian is used
Baptiste Jauffret and father Sigmund - came from France  for formal and official situations and is regarded as the
and Austria, respectively. Little is known about their  prestige, ‘academic’ variety of RSL by the death
teaching methods (Williams and Fyodorova, 1993). community in Russia.

This point of view is followed by the author of the study  The problem of correlation between of RSL and Signed
(Bickford, 2005), who provides analysis of wordlists in Russian vocabularies has not received detailed coverage
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in scientific works. However, (Zaitseva, 2000) points out
that “the main gestures come to Signed Russian from RSL
and form the largest and most stable lexical class of
Signed Russian” (Zaitseva, 2000: 34). This is because the
first language of a deaf person is RSL, and only after
starting to attend school, the child begins to master Signed
Russian. Gestures that are specific to Signed Russian
include official style idioms, special vocabulary, and
borrowing from foreign sign languages.

The most authoritative vocabulary of RSL is (Geilman,
1975), which actually manifests the norms of literary
language for both RSL and Signed Russian.

4. Grammar and Phonology

The basic features of the RSL grammar are given, for
example, in (Zaitseva, 2000; Davidenko and Komarova,
2006; Kimmelman, 2010; Lvovskaya, 2006; Prozorova,
2007; Shamaro, 2007; Kimmelman, 2014; Zavaritsky,
2015: 8-34). RSL nevertheless remains a low-resource
language: despite recent interest in RSL, there is still a
general lack of RSL descriptive grammars.

4.1 Phonology

In (Stokoe, 1960), gesture decomposition into five
components was introduced: 1) handshape; 2) location; 3)
orientation; 4) movement; 5) non-manual features (such as
mimics). Specific forms and orientations of the hand,
location and manner of movement are essential elements
of any gesture, being, roughly speaking, analogous to
distinctive phonological features of the sound languages.
The set of realizations of these features is finite (see
(Battison, 1978) for American sign language statistics).
All phonological theories describing sign languages
operate with these features in one way or another.

In the study (Klezovich, 2019) based on the annotation
and analysis of more than 5000 images of RSL gestures
there has been identified 116 configurations in the RSL,
of which only 23 were phonemic. The most frequent
configurations coincide with these of other sign languages
(such as American, Israel, British, Dutch sign languages).
Typologically, 23 is not a very extensive inventory.

Gestures in the sign languages of the world can divided
into iconic and non-iconic. Iconicity is an essential feature
of both sign and sound languages. Iconicity can be
defined as a formal resemblance between the designee and
the associated sign (sounds or handshapes, movements,
locations) (Taub, 2012). (Kimmelman and Klezovich,
2018) introduces a project of iconicity patterns in sing
languages, which takes into account RSL data.

4.2 Morphological meanings

Two types of morphological structures are distinguished
in sign languages: linear and non-linear. Linear structures
include affixation (joining a certain additional segment
with a specific meaning to the main gesture),
reduplication (full or partial repetition of a gesture), and
word composition. RSL uses the most common strategy
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from the typological point of view: reduplication and
world composition, to express some morphological
meanings. Importance of affixation is low. The following
morphological meanings can be found in the substantive
domain of RSL:

a) natural gender marking: a range of RSL substantives
are classified according to the category of the natural
gender, indicating that the referent belongs to the male or
female gender. To express the meaning of “male gender”,
the gesture is shown at the level of the upper part of the
face (forehead); the meaning of “female gender” is
transmitted by the localization of the gesture at the level
of the lower part of the face (cheek).

b) plurality: in (Burkova, 2015), the following types of
nominal plurality in RSL are distinguished: additive,
collective, associative, and distributive. Each type of
multiplicity is transmitted using specific lexical and
morphological means. The “standard” plurality is
additive, being expressed as the reduplication either of the
entire gesture, or of its part, or non-manual components.

Another way of expressing additive multiplicity in RSL is
making use a classifier constructions and quantifier
gestures MANY, ALL, as well as numerals. In some cases,
additive multiplicity is not expressed morphologically or
lexically, being expressed by the context.

Collective multiplicity for contactless gestures is
expressed morphologically, by modification of movement
pattern, or analytically for contact gestures, using index
gestures.

The meaning of associative plurality (“X and similar
objects”) in RSL is expressed by a combination of a
significant gesture / several gestures that summarize the
elements of the designated population and the word
MISCELLANEOUS.

Distributive multiplicity (indicating a set of objects
located at different points in space) for contactless
gestures is expressed by a combination of reduplication
and localization shift.

In the verbal domain of RSL time and aspect meanings
can expressed morphologically (Davidenko and
Komarova, 2006). The Past and Future are expressed
analytically with words WAS and WILL BE, IT’S ABOUT TO,
or lexically, with time adverbs (YESTERDAY, TOMORROW,
THREE YEARS AGO etc.) Aspect meanings are marked with
some change of movement character/pattern. For
example, repetition corresponds to habituality, or
multiplicativity, or distributivity, slow movement
expresses durativity, a single sharp movement can be
associated with completivity, or semelfactivity (i.e.,
completion or punctuality of a situation), etc. Special
words such as READY/FINISHED (perfective), can be used
as well.

4.3

The main contribution in the study of RSL syntactical
structures was made by (Kimmelman, 2012). It has
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demonstrated, that two basic world orders exist in RSL:
SVO and SOV. There are many factors that affect the
world order in RSL. For example, classifier constructions
are related to SOV world order, while verbal constructions
are associated with SVO world order. Aspect markers,
animacy and inanimacy of arguments, modifiers and
objects belong to the world-order affecting factors as well.

5. Electronic Resources

Being an independent language with its own grammatical
system and vocabulary, RSL has no writing system, and
books, descriptive grammars, vocabularies and databases
therefore are scarce. The only writing system developed
for of RSL, is presented in (Dimskis, 2002). This system
is based on the principles developed in (Stokoe, 1960), but
did not gain much popularity in the deaf community of
Russian Federation.

Among the principal electronic databases and electronic
dictionaries, one should list “Thematic dictionary of
Russian sign language” developed by the Moscow
organization of All-Russian society of the deaf in 2006
(1480 signs), “Russian Sign Language Explanatory
Dictionary RuSLED” (2537 videos with single words and
phrases) with etymology of the signs (\VVoskresenskii et al.,
2009); on-line video dictionary of Russian sign languages
(Spreadthesign corpus), created in the framework of the
European project “Spreadthesign” (14347 videos,
comprising a mixture of words, phrases, utterances and
variations); sign language corpus (RSLC, 2010-2011),
recorded by the Novosibirsk State Technical University in
2010-2011 (230 spontaneous narratives by 43 native
signers, annotated with ELAN tools). Surdoserver web-
service (Surdoserver 2.0) and on-line dictionary (about
600 words and phrases). In the end of 2019, TheRuSLan
database collected in SPIIRAS came into the world.
TheRuSLan is aimed at RSL recognition tasks, being not
very large, but recorded in 3D (Kagirov et al., 2020).

As (Kharlamenkov, 2017) states, most of the current RSL
databases are either too small, or of poor quality: some of
them are a mere mixture of lexical units that belong to
different speech styles and dialects.

6. Conclusion

The main aspects of Russian sign language were sketched
or mentioned in this paper: history, usage and dialects,
phonology, grammar and databases. Despite a significant
number of native speakers, RSL remains a low-resource
language just for spoken communication of deaf people in
Russia and neighbouring countries, and it is still poorly
studied. The authors hope that the number of informative
descriptions of RSL will increase in the future, and more
databases  will appear, which would enhance
investigations of RSL in linguistic purposes and for
applied systems, for example, automatic recognition,
synthesis, and machine translation of Russian sign
language.
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Abstract

Medical Intelligence and Language Engineering Laboratory at the Indian Institute of Science developed Kannada and Tamil OCR and
TTS systems and deploying them, created Braille and audio books for blind students and won Manthan Awards. Algorithms proposed
for scene and born-digital word image recognition consistently retained the top positions in ICDAR Robust Reading Competitions since
2011. The TTS systems were adjudged second best in Blizzard TTS Challenge in 2013 and 2014. Current research is on solving the
problems of unlimited vocabulary in building ASR systems for Dravidian languages of Kannada and Tamil, by using sub-word units for
language modeling.

Keywords: OCR, TTS, ASR, transcription, Tamil, Kannada, Braille books, audio books, Manthan award, script recognition.
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is robust in detecting stop closure-burst transitions and
1. Introduction performs much better than complex feature vectors of a

. large dimension. Extension of this, called the dynamic
The MILE flaboratory at the Department of Electrical = o index “has been shown to be robust in detecting

E?glneerlllng‘ haslmatde ts,ltgmﬁcan}tl contr1bu§10ns totanaly?s instants of significant excitations in voiced speech and also
of speech signals, text-to-speech conversion systems for o GRS complexes of noisy ECG.

Indian languages, document and scene image analysis and
recognition and online handwriting recognition in Indian 2.2 DCT based Pitch-Synchronous Pitch

languages and is currently working on automated speech Modification for Prosody Modification
recognition for Tamil, Kannada and Hindi languages. The A novel algorithm has been proposed for pitch
research focuses on real life applications of signal, image modification. The linear prediction (LP) residual is
processing and pattern recognition in solving crucial obtained from pitch synchronous frames. The dimension of
problems in language technology, of particular relevance to the DCT coefficients of the residual is modified by
Indian scenario, which is followed up with actual truncating or zero padding, and then the inverse DCT is
technology development. The work on document image  obtained. This period-modified residual is then forward
analysis, script recognition, OCR of printed text, scene text  filtered to obtain the pitch modified speech. The radii of the
recognition and text-to-speech conversion have been  poles of the filter are modified to smoothen the LP
motivated from the commitment to develop deployable spectrum. This minimizes the mismatch between the pitch
technology to enable visually challenged people to be able ~ modified signal and the LP spectrum due to the change in
to have access to (by machine reading of) any printed book ~ the positions of the pitch harmonics. The technique has
in Indian languages. In addition, free tools have been ~ been applied to create interrogative sentences from
developed to read web text in any major Indian language in ~ affirmative ones in our Tamil TTS.

one’s own script. Also, Indic kBD, a tool for typing in any 2.3 TTS Systems for Kannada and Tamil

Indian script on Linux & Windows using QWERTY
keyboard using anyone of many keyboard mappings has
been created and made available for download.

The concatenative TTS system uses a basic unit, that is
distinctly different from all the TTS systems in the world.
This is very close to what is known as akshara in Indian
. . languages and the concatenation is performed only across
2. Speech AnaIyS|s_, _SynthESIS & similar vowels, which makes it smooth and glitch-free. The
Recognition Thirukkural Tamil TTS system developed is being used by

: : : over 1000 blind student members of Anna Centenary

2.1 Time-Domain Features for Speech Analysis Library, Chennai. The Madhura Vaachaka Kannada TTS
Novel techniques have been proposed based on knowledge- system has been used to convert high school and PUC

based acoustic-phonetic approach to detect stop closure-  pooks to audio books by www.kannadapustaka.org.
burst transitions and epochs in speech. The new nonlinear

feature, defined in the time-domain, called plosion index,
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3. Document Image Reconstruction,
Analysis, and Recognition

3.1 Knowledge-Driven Deep Models for
Superresolution of Low-Resolution,
Scanned Binary Document Images

While the widely accepted view in computer vision today
is to use end-to-end approaches using deep neural networks
(DNN), this work has convincingly shown that the
performance of existing state-of-the-art DNN models for
super resolution can be significantly improving by suitably
modifying the objective function, driven clearly by the
knowledge of the specific vision problem in question.
Computationally efficient superresolution models are
obtained by nonlinear fusion of the outputs of well-known
image interpolation techniques. This method has been used
to significantly improve the resolution of binary document
images so that human readability as well as OCR
recognition accuracy improve appreciably. This has been
filed as an Indian patent and also a PCT application.

3.2 Script Recognition at the Word Level in
Multilingual Documents

An algorithm has been proposed to identify the script of
each word in a multiscript document image. Gabor and
DCT features were independently evaluated for their
effectiveness using different classifiers. Gabor features
with support vector machine classifier has given promising
results; i.e., over 98% for bi-script and tri-script cases.

3.3 Kannada OCR with Performance Better Than
Google’s Tesseract OCR

Inspired by the rich feedback in the ascending visual
pathway in higher mammals, attention -feedback has been
proposed for improving the performance of printed text
and handwriting recognition systems. Different types of
recognition errors are identified at the different stages of
the machine learning system, and this feedback is used
effectively to revise the binarization, line segmentation,
character segmentation and recognition in printed text.
This innovative idea has been filed as a patent. This has
resulted in a Kannada OCR (Lipi Gnani, which has been
shown to perform better than the latest version of Tesseract
OCR on 250 benchmarking images (Shiva Kumar and
Ramakrishnan, 2020). Tesseract OCR is being developed
for 3 decades, originally by HP Labs for a decade, and then
taken over by Google.

3.4 Analysis and Recognition of Camera-
Captured Document Images

Techniques have been proposed to binarize coloured
documents captured by cameras. New approaches were
proposed for recognition of script at the level of the word
in multi-script documents and for text extraction from
complex, colour document images. An edge-based
connected component approach has been proposed for
binarization of color documents. It handles documents
with multi-colored texts with different background shades;
deals with text of widely varying sizes, not handled by
local binarization methods; automatically computes the
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binarization threshold without
parameter.

requiring any input

4. Development of ASR Systems for
Three Indian Languages

In this section, we elaborate the development of ASR
systems for three Indian languages namely Hindi, Kannada
and Tamil. In order to develop a good automated speech
recognition (ASR) system, we require (i) high quality
transcribed speech data in the order of several hundred
hours and (ii) multi-domain text corpus containing several
million words. Conventional ASR systems use graphical
models like finite state transducers (FST) and stochastic
and neural models like hidden Markov model (HMM) and
deep neural networks (DNN) (Hinton et al., 2012). Recent
end-to-end connectionist temporal classification (CTC)
based techniques have been successfully applied to build
large-scale ASR systems (Amodei et al., 2016). However,
the size of the speech corpus required for the CTC models
is much larger than that needed by the graphical models.

Due to limited data resources, we have used FST based
models, which have been trained using 137, 280 and 180
hours of speech for Hindi, Kannada and Tamil,
respectively. Our ASR systems have been built using the
Kaldi open source toolkit (Povey et al., 2011). The building
blocks of our ASR system are explained below.

4.1 Speech Data Collection and Correction

Since we require a large amount of transcribed speech
corpus for training the acoustic model of the ASR, we have
developed a speech recording tool that loads text prompts
from our database and the volunteer reads the prompts one
by one. Speech data has been collected using Sennheiser
PC-8, Plantronics C320-M headphones and mobile
handsets. The tool has provisions to rectify any errors in the
recorded text/speech at the time of recording. Natural
language processing tools for converting numbers, symbols
and abbreviations have been integrated into the tool so that
minimal manual effort is required to make the data ASR-
ready. We have also developed an online transcript
correction tool so that any errors uncorrected by the speaker
while recording can be corrected at a later stage. After this,
the transcribed speech data would be used by our ASR for
training. Measures have been taken to ensure that the phone
distribution in the spoken utterances matches that of the
text corpus. Using this tool, we have collected speech from
around 2500 native speakers of Hindi, Kannada and Tamil.

We have also collected a large amount of text corpus in
these languages from Wikipedia articles, newspapers,
magazines and books. The collected text has been pruned
by removing Unicode errors and converting numerals,
abbreviations and symbols. This is used to build the
language model.

4.2 Design of the ASR Systems

The lexicon/pronunciation model has been created by
getting all unique words from the text corpus and
performing a grapheme to phoneme conversion. Schwa
deletion in Hindi (Deepa et al., 2004) and voiced/unvoiced
phonation rules for stop consonants in Tamil have been
incorporated for better phone modeling. The lexicon model
can be thought of as a map from word to phone sequences.
Alternate pronunciations have been included for relevant



words in the lexicon with appropriate pronunciation
probabilities (Chen et al., 2015).

Using the transcribed speech, we train a series of models:
monophone, triphone and DNN to get the speech
transcribed at the phone-level (Madhavaraj and
Ramakrishnan, 2017). Finally, the DNN model is used with
the word level trigram language model for decoding.
Viterbi decoding with beam search is used during testing to
get the best possible sequence of words from the given
speech. The size of the vocabulary of train and test data and
word error rate performance of our ASR systems are given
in Table 1.

Language | Training | Test | vocabulary | WER
data data size

Hindi 137 45 65421 9.51

Kannada 280 67 200690 11.45

Tamil 180 54 189644 13.56

Table 1: Training and test data sizes (in hours),
vocabulary size (in words) and word error rate (in %) of
MILE ASR systems for Tamil, Kannada and Hindi.

5. Performance Enhancement of ASR
Systems

Traditional ASR systems use mel frequency cepstral
coefficients (MFCC) as speech features for acoustic
modeling. These features are inspired by the human
auditory mechanism and contain information about speaker
identity, phone identity, stress, emotion, age and gender.
However, for speech recognition, features are desired
containing information only about phone identity. We have
proposed two techniques: the first is a hybrid feature/model
engineering technique based on scattering transform, and
the second adapts the DNN model to suppress speaker
variability. Both techniques succeed in extracting phonetic
information as evident from the reduction in WER (see
Table 2). These techniques are illustrated in the following
two subsections.

Features/model WER
Baseline MFCC 13.56

LFBE 13.48

Scattering transform (order 1) | 13.16
Scattering transform (order 2) | 12.36

Table 2: Comparison of word error rates (in %) of MILE
Tamil ASR for different architectures and features.

5.1 Scattering Transform based Features for
Better Acoustic Modeling

In this experiment, we have proposed a new DNN
architecture employing a cascade of 1-D and 2-D filterbank
layers which are essentially 1-D and 2-D convolution
layers initialized with Gabor filter coefficients with various
center frequencies and orientations. This architecture is
motivated by filterbank learning techniques from raw
speech waveform (Sainath, 2015) and uses scattering
spectrum as front-end features (SainathScattering}. The
features obtained from 1-D and 2-D filterbank layers are
combined and fed to a 7-layer feed-forward DNN for
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predicting the phoneme labels. This architecture models the
acoustic features better, since it learns the features directly
from the raw waveform. Using these filterbanks for Tamil
ASR, we get a relative WER reduction of 2.94\% and
8.85\%, respectively, compared to the baseline features as
shown in Table 2. More details about this experiment can
be found in (Madhavaraj and Ramakrishnan, 2019).

5.2 Speaker Adaptation using DNN Co-activation
Modeling

This involves suppressing speaker-specific information
contained in the speech signal and extracting features
relevant only for phone identification. Here, we propose a
supervised speaker adaptation technique for DNN, which
estimates prior statistics of node activations in every DNN
layer from the training data and adapts the weights based
on the activations obtained from the adaptation data. The
DNN weight update optimizes a loss function which
combines cross-entropy loss and KL-divergence measure
between the prior activation statistic and adaptation data's
statistic. Just by modifying the loss function, we obtain an
absolute WER reduction of 2.44\% over the baseline
model. The results of our experiments with other variants
of this training strategy are listed in Table 3.

Model adaptation type WER
Baseline architecture 13.56
Mean normalization at every | 13.48
DNN layer
Mean & variance normalization | 13.44
at every DNN layer
Mean normalization at the first | 11.62
affine layer of DNN
Mean & var. normalization at the | 11.12
first affine layer of DNN

Table 3: Comparison of performance of Tamil ASR for
different speaker adaptation schemes for DNN-based
acoustic models.

6. Extending the Vocabulary of ASR
Systems using Subword Modeling

Handling the infinite vocabulary problem is a major task in
improving the recognition accuracy of ASR systems for
Tamil and Kannada. This problem arises due to
morphology, inflexion and agglutination properties of the
languages. Graphical model based ASRs require a finite set
of words, and it is impossible to contain these languages
within a finite vocabulary and build the system. To tackle
this issue, we propose subword modeling, where the
vocabulary contains only the subword prefixes, infixes and
suffixes with proper identification markers for the language
model to learn the order of subwords. The subword
modeling experiments conducted for Tamil ASR are
explained below.

6.1 Word Morphology based Language Modeling
In this experiment, we use the Morfessor toolkit (Smit et
al., 2014) for subword modeling. Morfessor is a statistical



machine learning tool used for morphological analysis to
segment a given word. These subwords are used as basic
units in our lexicon for recognition. We learn the language
model by converting the training corpus containing words
into a sequence of subword tokens. The lexicon preparation
for the subword dictionary is a straightforward task for
Indian languages, since they have an almost one-to-one
correspondence between graphemes and phonemes. The
rest of the ASR systems are built as explained in
(Madhavaraj and Ramakrishnan, 2017). During post-
processing, the subwords are joined into words using the
identification markers in the recognized text. We obtain a
WER comparable to that of the word-level ASR as reported
in Table IV.

6.2 Maximum Likelihood based Language
Modeling

This uses byte pair encoding (Sennrich et al., 2016) to
perform subword modeling, where the list of subwords,
their occurrence and co-occurrence probabilities we are
derived and based on a specifically designed subword finite
state transducer (FST), the most likely segmentation for a
given word is estimated. Since segmenting a given word
into subwords is a combinatorial explosion problem,
maximum likelihood (ML) estimation is employed through
expectation-maximization procedure and this problem is
posed as a weighted-FST (WFST) graph search problem.
Two different methods are proposed for ML estimation,
namely Viterbi and forward-backward techniques, whose
performances are listed in Table 4.

6.3 Manual Modeling

The performances of both morphology-based and ML-
based techniques depend highly on the quality and
diverseness of the corpus. Yet, there is a high probability
that some of the subwords derived by these techniques may
not be valid prefixes, infixes or suffixes. So, we manually
construct the lexicon graph for Tamil words for different
nouns, pronouns, adjectives, adverbs, numbers, verbs and
infinitives. The ASR now uses a lexicon of only hand-
labeled subword units for recognition. We have also
created a provision to add new words into this lexicon
graph which cannot be analyzed morphologically. One
advantage with this modeling is that the lexicon graph can
be readily used for many NLP tasks such as part of speech
tagging, lemmatization and text translation.

7. Conclusion

The commitments and contributions of MILE laboratory
over the past two decades in performing fundamental
research in technologies for Indian languages have been
described briefly. All the data we use have been collected
by us: India has a huge population and so, there is no
dearth for creation of standard databases.
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Abstract

What exists for many ‘digitally less resourced’ languages (LRL) are grammars and dictionaries. Common to formats like CSV
(underlying many dictionary tools) and grammar encoding formalisms like attribute-value matrices and feature unification, is that
through 30-40 years of development and sustenance of life-long projects, sustainable tools for ‘whole language’-size resource creation
are by now well established. Interesting possibilities resides in exploring ways in which the content of such resources can be channeled
onto further types of structures and processing tools. The paper exemplifies this point through procedures for digital lexicon creation

and annotation schemata reflecting advanced formal analysis.

Keywords: Less Resourced Languages, Valence dictionaries, Toolbox, Typed feature grammar, Corpus annotation schemata

Résumé

Hva mange 'digitalt lite utviklede sprak' har er grammatikker og ordbgker. Felles for formater som CSV (bruket i mange ordboks-
redsakaper) og grammatikkformalismer som AVM of faktor-unifikasjon, er at det na foreligger mange berekraftige 'hel-sprak'-
ressurser. Det ligger interessante muligheter i i & utforske muligheter for hvordan innholdet i slike ressurser kan bli kanalisert inn i
videre typer prossesseringsredsakaper. Artikkelen eksemplifiserer dette gjennom prosedyrer for fremstilling av digitale leksika og

annotasjonsskjema som avspeiler avansert formell analyse.

1. Introduction

An aspect of language technology (LT) somewhat less
highlighted in recent years is its contributions to grammar
description and lexicography, in respects as basic as those
of formal structuring of content and enhancing
consistency. Albeit the creation of grammars and
dictionaries are tasks belonging within
linguistics/lexicography, when these activities are
conducted using computationally tractable formats, the
consistency thereby attained can be readily further

indigenous languages, most of which will count as LRL,
interesting possibilities resides in (i) furthering the use of
formats like those mentioned to ever more languages; (ii)
exploring ways in which the content of such resources can
be channeled onto further types of structures and
processing tools.

It is well known that Toolbox dictionaries can be
converted into lexicon modules of feature structure
grammars; we describe how a further step in this line of
development underlies the creation of a large scale
valence dictionary of the West African language Ga
(Kwa), viz. Dakubu 2010, 2011.

The representation of grammatical structures of types

exploited in the creation of processing tools and  prevalent in many LRLs, although less common in
applications. _ European languages, such as complex verb extensions in
Traditionally, the creation of grammars and  Bantu and Serial Verb Constructions (SVCs) in Kwa, is by

dictionaries is very much ‘rule based’ — although the
induction of such resources from corpora and through
machine learning are exciting issues in current NLP,
hardly any language has had its basic grammar and
lexicon resources produced by such means. For most
‘digitally less resourced’ languages (LRL), procedures in
this domain are not even in question given the scarcity of
digital resources. What nevertheless exists for many such
languages are grammars and dictionaries — in many cases
just in printed versions (or even just handwritten), but
since the 1990ies also to a growing extent with
dictionaries encoded in tools like Shoebox and Toolbox.
Formal grammars of LRLs are much rarer, but common to
formats like CSV (underlying dictionary tools as
mentioned) and grammar encoding formalisms like
attribute-value matrices and feature unification, is that
through 30-40 years of development and sustenance of
(person-) life-long projects, sustainable tools for ‘whole
language’-size resource creation are by now well
established. From the perspectives of ‘LT for all’ related to
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now well established using feature structure formalisms.
We exemplify formalisms for sorting of lexical items and
for corpus annotation which reflect feature structure
analysis, thereby opening for further connections between
formal analysis in the domain of lexicon and grammar on
the one hand, and notational features applicable in
dictionaries and corpora.

In both cases what is exemplified are ways in which
research in, and resource development for, LRLs can be
enhanced using well established formalisms within logic
and computational linguistics, based on independently
established linguistic work. These may not yet yield
digital applications ready for a user marked, but with
attention thus directed to types of resources that already
exist or are within reach for a multitude of LRLs, one may
reduce the distance between linguistic resources and LT.



2. Creating a valence dictionary from a

Toolbox lexicon

The digital lexicon (Dakubu 2010) is an amended version
of a Ga Toolbox lexicon project holding data for a
general-purpose dictionary. (Dakubu 2011) is a free-
standing linguistic monograph. The former consists of
80,000 lines of code with 7080 entries, of which 5014 are
for nouns and 935 for verbs. Here valence codes are
written into the lexical entry following the general field
style of Toolbox, where for the item ba, for instance,
fields named \pdl-\pdv represent inflectional information
of the lexeme , and the fields \xe, \xg, \xv together
constitute a standard linguistic glossing with \xv as a
word-and-morph break-up, \xg as morphological and
English gloss, and \xe as a free English translation. With
valence information added, a verb with more than one
valence frame has one entry specified per frame; thus the
verb ba ‘come’, for instance, is represented by 18
different entries in this edition of the Toolbox file. In this
way, 547 verb lexemes from the original file are
represented through altogether 2006 entries. The valence
specification follows principles and formalization laid out
in (Hellan and Dakubu 2010),* the Construction Labeling
(CL) system. In this formalization one of these frames can
be represented on the form given in (1), to be read as ‘a
verb-headed intransitive syntactic frame where the subject
carries an agent role and the situation expressed belongs
to the type ‘MOTIONDIRECTED’.

(1)  v-intr-suAg-MOTIONDIRECTED

The semantic specification here consists of two parts,
semantic role as exemplified by ‘suAg’ and situation type
as exemplified by ‘MOTIONDIRECTED?, the latter out
of a total inventory of about 130 situation types.?

The classification using all the parameters recognizes
about 100 construction types, which for mono-verbal
constructions could also be seen as valence types. This
addition to the Toolbox file thus constitutes a valence
lexicon, with illustrating sentences. A small corpus further
illustrates these construction types.®

With a set of 2000 entries classified by strings like (1),
the valence notation allows one to investigate the
frequency of frames used relative to these frames,
correspondences between syntactic and semantic
structure, the clustering of certain valence types for sets of
verbs, and more.

The specifications of the Toolbox valence lexicon are
also used for classification in a Ga lexicon with the 2000
verb entries at the online (4-language) valence lexicon
Multival.* The lexicon is also used in a computational
grammar of Ga based on the HPSG framework. These are
examples of how information, once digitally encoded, can
be recast in other formats and used for other purposes.

This briefly illustrates how a general-purpose lexicon
can be expanded to a velence lexicon, in turn used in a so-

! Also see (Dakubu and Hellan 2017).

2 See (Dakubu 2011) and (Hellan and Dakubu 2010).

% See https://typecraft.org/tc2wiki/Ga_Valence_Profile. The data
are searchable, so that a search for, e.g., the constructional factor
obPostp (‘object is a postposition’) yields an array of urls for the
sentences instantiating the factor.

* Cf. (Hellan and Beermann. 2014).
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called ‘deep processing’ grammar and in an online
multilingual valence resource. All steps are technically
straightforward, only the task of specifying valences is
time-consuming, and can only be done by a linguist
interested in creating such specifications — which is after
all the normal way of creating linguistic resources.

3. Representing grammatical analysis in

corpus annotation

In this section we illustrate a schema for integrating
grammatical analysis into corpus annotation. The schema
provides construction-level annotation tags which in one-
line strings provide much of the information that could
otherwise be expressed in multi-tier syntactic and
semantic annotation. The strings are subject to semi-
automatic consistency control, and can also be applied in
valence specification in lexicons, grammatical parsing,
and more. The tag system is referred to as Construction
Labeling (CL), mentioned in the previous section, earlier
presented in Hellan and Dakubu 2010 and Dakubu and
Hellan 2017, but with the added capacity of serving as
types in a Typed Feature Structure (TFS) system, enabling
the consistency control and the parsing functionality.

To illustrate the complexity of information that can be
accommodated, we use examples from Bantu instantiating
verbal derivation and what may be called ‘skewed’
semantics.

The construction tags can be combined with standard
word-by-word&morph-by-morph IGT annotation, as in
TypeCraft (cf. Beermann and Mihaylov 2014), adding just
a single line as annotation to the verb, as schematically
illustrated with an example of verb derivation from
Citumbuka (Bantu).

)

Mary wa-ka-mu-phik-isk-a John  nchunga
Mary 1SM-Pst-10M-cook-Caus-FV  John beans
N V N N

vCaus-dbobCs
'‘Mary made John cook beans'

vCaus means that the head is a verb and has a causative
morpheme, and dbobCs means that the construction is a
double  object  construction  ’derived’  through
causativization and with the corresponding semantics non-
isomorphic to the syntactic structure, a constellation we
refer to as ’skewed’ semantics.

We can make specifications of arguments of a derived
verb in terms of their derivational histories, e.g.,
extending the formula vCaus-dbobCs to

®)

where the added items read as follows, similar to a
formalism used in Relational Grammar:

suC - subject created by Causativization

obCsu - object derived (‘demoted’) from
subject by Causativization

ob2Cob - second object derived from object by
Causativization

vCaus-dbobCs-suC-obCsu-ob2Cob



Expanding from what was said in section 2, each CL
tag is a string consisting of, first, a label specifying POS
of head of the construction and salient morphological
marking (like vCaus in (2)), second, a label designating
the overall structure of a construction (encoding notions
like intransitive, transitive, ditransitive/double object, etc.
(such as dbobCs in (2)), third a string of labels classifying
features of the arguments - first syntactic features and then
semantic features -, and finally a string of labels for TAM
features and situational content. (4) further illustrates the
format, applicable to a sentence like John ate the cake:

4) v-tr-suAg_obAffincrem-COMPLETED
Whenever a putative CL string is composed, the labels
of the string have to match — for instance, if one label is
intr, then there cannot be an argument label prefixed by
ob, since intr is not defined such a label. A processing
mechanism enforcing such consistency is provided using a
Typed Feature Structure (TFS) system, in which the CL
tag labels are defined as types.

Information in such a system is generally exposed
through Attribute Value Matrices (AVMs), where each
AVM belongs to a type, and attributes are introduced
(declared) according to the following conventions:

(5) [A] A given type introduces the same attribute(s) no
matter in which environment it is used.

[B] A given attribute is declared by one type only (but
occurs with all of its subtypes).

In a TFS representing a grammar, there are many type
hierarchies, representing POS, tenses, semantic roles, etc.;
some of these hierarchies do without attributes, while the
following ones do.

Types for grammatical functions (values of ‘GF’) and
actants (values of ‘ACTNT’) include those indicated
below, the gramfct subtypes declaring GF attributes
(‘SUBJ’” and ‘OBJ’) and the actnt subtypes declaring
semantic participant attributes (‘ACT1’ and ‘ACT2’):

(6)
/ \ / \
su-gf ob-gf actl-rel act2-rel
[SUBJsign] [OBJsign] [ACT1lindex] [ACT2 index]
\ / \ /

gramfct actnt

su-ob-gf act12-rel

With such features as basis, one can represent, e.g., (2) as
(7), which is an AVM representing a construction, which
involves a specification of grammatical functions and
actants acting together, identified through the attributes
GF and ACTNT, neither of which are introduced in (6),
but which are introdued at the level of constructions.
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@) AVM for double object construction with
causative semantics and causative derivation:

[HEAD verb
suBJ [ INDX [1] ]
GF | oBJ [INDX ]
OBJ2[ INDX [3] |
INDX
PRED 'cause’

ACTO

dbobCs ACT1

ACTNT
PRED ‘cook’

ACT2 [6]| ACT1
ACT2

SUBJ[INDX ]
GF
D-BASE sign oBJ[ INDX [3] |

ACTNT [6]

In their capacity as types, CL labels define AVMs at
the formal level of constructions, thus as subtypes of cp
with all the attributes defined for cp. Type definitions
sustaining the type tr (’transitive’) reflect this, as shown in
the following. The definition of tr is achieved through a
join of cp specifications:

®) cp

cpSuOb CpAct12

[GF su-ob-gf] [ACTNT actl2-rel]
\ /
\ /

FUBJ [INDX }]
GF su—ob—gf
N 08J | INDX [2]]

ACTNT actl2 - rel{

ACT1
ACT2

tr is thus formally defined as a type of sign, or
construction. Similar depths of specification are required
for all CL labels.

When CL labels occur in a string, as in (4) , they
unify. To illustrate, the types to which the labels in (4)
correspond are indicated in (9), and the unification result
is (10):

(10)
Vv - - - [HEAD verb]

tr- - - (cf. (9)
SUAG - - - [GF [SUBJ [INDXROLE agent]]]

obAffincrem - - - [ GF [ OBJ [INDXROLE aff —increm]]]
COMPLETED - - - [ASPECT completed]



(11)

[[HEAD verb
SUBJ [ INDX [1][ROLE agent] |
|:OBJ [ INDX [2][ROLE aff—increm]ﬂ
ASPECT completed

ACT1
ACT2

ACTNT |:

Returning to the more complex label in (3), the AVMs
for the ‘derivational histories’ will be as in (12), the
unification of which with a structure for dbobCs in
isolation will be the structure in (8);

(12)
a. GF [SUBJ sign[ INDX ﬂ
PRED 'cause‘}

ACT1

suC
ACTNT [

Kelz [oB3a[INDx [2]]]
PRED 'cause’ }

ACTNT {ACTZ 6] acT1[2] |

obCsu

D-BASE sign{

GF [ suBJ[ INDX ﬂ}

ACTNT [6]

[GF |:OBJ2|:INDX ﬂ
PRED 'cause’

ACT2 @[ACTz ﬂ

ACTNT |:
ob2Cob

D-BASE sign{

GF [oBJ[ INDX ﬂ}

ACTNT [6]

Unification presupposing feature compatibility, a control
of consistency is inbuilt in this formalism.

It is possible to run the TFS system as a parser where
the IGT annotations serve as a ‘pre-processed’ input, and
where the CL type assigned to the verb acts as a valence
requirement. Consistency relative to the whole IGT can
then be similarly imposed.

With such a parsing facility one can also generate for
each sentence a detailed total structure, exposing for
instance which parts of a sentence are subject and object,
information one otherwise will expect to find in a
treebank.

A design as now outlined addresses one aspect of what
concerns correctness of annotation — that of consistency.
Another aspect is of course factual correctness. In-
between lurks the issue of ‘using a correct annotation set’.
Within a given project building up a database, it can be
essential that the same tags are used for the same
phenomena. But in a general perspective, there are many
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reasonable ways in which to name a phenomenon and
assign tags to it.

In the present approach, one can freely add labels to
the defined set, as long as they have concise definitions
into the TFS system. Thus, if it is a matter of an
alternative tag for an already ‘tagged’ phenomenon, one
just equals the tags. In cases of a not yet accommodated
phenomenon, more will be involved, ranging from filling
a gap in an already established paradigm, to creating a
new analysis in the TFS, the latter of course interesting
but also more involved.

4. Conclusion

The CL annotation tagset consists of symbols which are
on the one hand descriptive labels, and on the other hand
labels for types reflecting multiple layers of analysis. The
descriptive labels allow one to stay within the IGT over-
all format, while their type definitions allow for additional
layers of analytic representations, and for the possibility
of defining semi-automatic  consistency-checking
procedures. We have illustrated its relevance both in the
development of computational lexical resources from
linguistic lexicons, and in the design of a corpus
annotation schema reflecting ‘deep’ analytic features.

The general point that we want to make through this
illustration is that descriptive linguistic resources need not
be far from constituting interesting digital resources, also
for so-called less resourced languages, and that ‘deep’ and
formal structures of languages can be readily reflected in
annotation schemata applied to small or larger corpora,
equally readily for less resourced languages with a decent
descriptive literature, as for well resourced languages.
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Abstract

Huge Data collection challenge gets intensified for Under Resources Languages especially for large variety of Indian languages. We
propose building of a common framework for collecting, monitoring and evaluating speech resources irrespective of the language.
Common phone set for transcribing and annotating the data, easy portability, configuring different languages, indigenous algorithm for
extracting phonetically rich sentences, on-line and off-line recording facility, tacking code-mixed data, quality checking & control are
unique features that enable the framework collecting data from remote and rural parts of the country. It also highlights issues and

hurdles faced in collecting sample data and addressing them.

Keywords: Crowdsourcing, Under Resource language, Phonetically Rich sentences

1. Introduction

Current language and speech technologies are data driven.
This is due to the fact that model built over data needs to
collect evidences from different instances. Large amounts
of annotated speech data are needed to model the effects
of different sources of variability. An axiom of speech
research is - there are no data like more data.

India is one of the largest and fastest growing markets for
digital consumers, having 560 million internet subscribers
in 2018 (TRAI 2018), second only to China. According
to McKinsey report 2019, India is one of the largest and
fastest growing markets for digital consumers, and India’s
lower-income states are bridging the digital divide, and
the country has the potential to be a truly connected nation
by 2025. The experiment described in this paper presents
exploiting the use of smartphones for collecting huge and
varied speech data. The speech data collection has crossed
the boundaries of studio based sequential recordings to
crowd-source based parallel recordings. This paper details
such a framework which can be used for multiple
languages, utilizing common phone-set for Indian
languages, indigenous algorithm for  extracting
phonetically rich sentences, on-line and off-line recording
facility, tacking code-mixed data, quality checking &
control while recording, and enabling collection of voice
data from rural and remote areas at the user’s choice of
time in multiple sessions.

2. Related Works

Switchboard (Godfrey et al., 1992)[1], Fisher (Cieri et al.,
2004)[2] and Broadcast News (Garofolo et al.,1997)
corpora[3] are some of the prominent high-quality corpus.
These all have taken a long time and huge effort and are
considered landmark in speech technology field.

In Indian languages Speech Database for Hindi, Indian
English and Bengali languages have been recorded by
1500 speakers in each language covering different
environment conditions, Age Groups and gender
distribution. The speech data is collected through IVR
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mechanism over mobile recorded speech data, sampled at
8 KHz. The crowd-sourcing mechanism has been is use
for sometime Crowdee, CowdFlower etc[4,5]. The effort
and framework presented here advocates and uses an
indigenous corpus design methodology, yet provides the
advantage of speedy and near to real life scenario data
collection which is desired for building robust ASR
system. The audio recordings are not limited to some
specific microphones or recording devices. This also helps
in collection of speech corpus covering a variety of
recording devices and thus generalizes the speech corpus.

3. Architecture

The client application works on the user's Smartphone.
The overall communication happens over the HTTP
protocol. The Android based App AT $T18T A arof [6]
(My Language My Voice) facilitates user to read out the
sentence or phrase displayed over the screen. The session
is maintained once a user is connected to server. On
completion of recording, the user has the option to verify
it through playing it before final submission. On pressing
submission button, the preliminary level validation is
carried out on the client side and on passing the
preliminary check the recording is submitted to the server
and next prompt is received. The App is Android based
and works on majority of smartphones being used in
India.
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Fig. 1. Client-Server architecture for speech data collection

4. Text Corpus Development

Cleaning and filtering of corpus: The html boilerplate are
removed from documents. The text is filtered on the basis
of character encoding (UTF-8)/ASCII to adhere to the
consistency of English alphabets and numerals. Additional
portal specific contents for example URLs, emails,
addresses etc. are dropped. Identification of improper
syntax e.g. existence of invalid bigrams/character
combinations has been done. Sentences with foreign word
presence are filtered so as to have a good quality
monolingual corpus. Inadequate sized sentences and
words are identified and removed. Invalid Unicode
patterns in sentences and Out of range character in
sentences are not considered. Duplicate sentences along
with duplicate punctuations are also removed.

An algorithm was developed to extract
Phonetically/Grapheme Rich Sets from any corpus. The
thresholds for the same was made configurable in order to
limit sentences. The grapheme ratios were maintained to
be a factor of original representative corpus. Maintaining
such ratios provided a more natural way of increasing
phonetic richness of corpus.

Buckets creation: In order to include the extracted
phonetically rich sets a different algorithm was worked on
» The sentences were categorized into buckets based on
sentence lengths

* The buckets were sorted according to their grapheme
richness.

 Also, a separate data structure was maintained in order
to a track each grapheme present in a sentence along with
the counts.

* Once the data structure is ready, algorithm adaptively
decides the rare graphemes, and starts to pick one
sentence each bucket.

* Works on to extract sentences till a specified threshold
of all graphemes is reached.

* After that, works only to enrich the set of graphemes that
are rare.

* Thus, ensuring proper distribution of sentences across
the prompt sheets, taking into consideration readability
and grapheme richness.

5. Components of a general prompt sheet

The database contains sentences, guided prompts and
unguided prompts/queries. The sentences are designed
having minimum phonemic distribution and falling within
certain length. Phonetically rich sentences of length less
than 16 words [5] are collected using greedy algorithm
and proof reading is done to ensure correctness of data.
Some sentences were framed manually and are introduced
to optimize the set. The Table 1 lists the items covered in
the speech database.
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Speech Database contents

Phonetically rich sentences collected
from news papers, books, BTEC
sentences and web
Proper Names - Indian males &
females, Cities/States/Countries
Visiting Places, Monuments, Parks,
famous buildings, Airport names,
Airline names, Railway Stations
names, Train names etc.
Unguided Queries with expected
responses —

- Isolated Digits

- Connected Digits

- Date & Time Vocabulary

- Vocabulary

- Currency and Money

- Measurements

- Yes/No utterances
Guided Prompts containing —

- Isolated Digits

- Connected Digits

- Date & Time Vocabulary

- Currency and Money

- Measurements
Yes/No utterances
Silence to capture background noise

Table. 1. Speech Database contents

The digits and numbers vocabulary covers
telephone/mobile numbers, PIN codes, credit card
numbers and natural numbers, date and time expressions
contain - months, days, holidays, time, Proper names
contain (person names and geographical entities like
cities, states and countries). Guided prompts list out the
entities in word format to get recordings in the planned
way and unguided prompts give freedom to the speaker to
speak in natural manner. Unguided prompts appear before
the guided prompts to avoid biasing. For example, in
normal scenario, the mobile numbers or monetary values
may be spoken by a person in more than one way. In
many real cases, it can be easily observed that people even
do the code switching of the language also. In un-guided
scenario, it has been tried out to have the queries, so that
person answers them in his/her preferred/casual manner.
While in guided scenario the speaker is provided the way
in which he/she is supposed to speak.

6. Quality Control during recording

The client application also performs some of the quality
checks while recording itself. These include presence of
short silence zone before the start of a prompt and after
the end of a spoken prompt which is to clipped utterance
of prompts. The second quality check is SNR ratio, if it is
not above a threshold the user is asked to either move to
some lesser noisy place or speak a bit louder.



7.

The speaker is provided with a user friendly interface on
the mobile. The Registration phase captures the Meta
information about the speaker, such as his demographic
details, environmental details and equipment information.

Interface for recording

7.1

Client application is a mobile app facilitates user with an
interface for recording voice as well as on screen display
of sentences to utter. Before initiation of the recording
session, the user has to register. As part of the registration,
user provides Meta information like Name, Age, Gender,
Mother Tongue, Native Place, Mobile Number and
environment in which they are currently accessing the
App (Fig. 2).

After Registration phase, the recording session starts.
The sentences/prompts keep on appearing on the mobile
screen, one after another, and user is also provided facility
to skip the sentences/prompts he/she feels uncomfortable
and can repeat recording if not satisfied. The speaker can
record in single or multiple sessions as per his/her
convenience (Fig. 3). The sentence/prompt wise speech
data is transferred to the server, as soon as he/she goes for
the next.
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App has two modes of operations:

a. Online mode: In this mode, speaker's recording is sent
to server upon completion of each utterance, and next
sentence appears only when transaction is successful.

b. Offline mode: In this mode, where internet connection
is not available, user is presented with pre-stored set of
sentences in the App. He can record his utterances one
by one and complete his session. Later on, whenever
there is internet facility is available for him, the
recordings can be uploaded in batch.

8. Recording Workflow

Here, we list out the steps being followed in Recording
process.

8.1

Though the App is accessible to all, yet in initial phase,
we have provided access to various institutions where a
number of speakers can contribute their voice. For this
institute level login facility has been extended for
managed crowd-sourcing.

8.2

A basic electronic record of the speaker’s personal
information is entered into the mobile device, including
Age, Mother Tongue, Place and level of education, mobile
number and data collection consent etc.

8.3

The speaker is briefed and trained to utter different
prompts after indication beeps etc. Sometimes, sample
recordings are done. Videos / Audios of pre-recorded
sessions are played. First two prompts are provided for the
purpose of training and getting feel of the whole process.

8.4

Actual prompts recording takes place after successful
training and confidence level of speaker.
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Upon completion of the recording session, the primary
validation of recorded voices is also carried out to ensure
the proper recordings. The respondent is rewarded as per
prior agreement.

Selection of speaker

Registration and Meta-data information

Training

Recording

Reward

9. Observations & Challenges

The most of the recordings were found by the speakers in
the age-group of 18-30 years. Some of the issues observed
are listed below:

a. Speaker sometimes moved mobiles away from mouth
(to read the prompt from mobile screen) while recording,
so intra-utterance variation in amplitude was observed.

b. However, not fumbled, but broken pronunciation of
difficult words was observed like ®E®IfIfIgH, FelaEs-
AT, STSHTHISSST.

c. Long silences in-between and at the end of sentences
captured unnecessary noise.

d. Some speakers’ recording were not in natural as
expected, though this ratio is quite low.




10. Future Work

The paper presents here the use of crowd-sourcing
through the most common device mobile for speech data
collection in collaborative and cost effective manner. The
speech data collection span got reduced. It may also help
in maintaining naturalness in the speech, as people felt
more comfortable speaking to the mobile. The system
comes with easy to use interface and prompts the speaker
with sentence/text to be read/spoken by him/her. The bar
above the display window provides the instructions to
guide the speaker. This helps in simultaneous recordings
with minimum manual handholding. The speaker is able
to complete his recording in split sessions. In speech
database collection through this way, we do not have any
control on microphone type; distance of phone, ambient
noise etc., yet this comes with the advantage of gathering
the speech data in close to natural way of speaking. The
data collected in this way is representative of the actual
test data which ASR would be subjected to in the web or
mobile based application. As a future work this data
would be used to improve the acoustic models of the
existing ASR system [7]. The framework used in this
experiment is configurable and independent of the
language and will also be used for other languages.

11. Conclusion

It is time to save cultural heritage of language and
associated culture in India. There are many languages
which are almost zero resourced. @New tools and
technologies combined with innovative approach to attract
Crowdsourcing can really help to revive many endangered
languages. Through "&XY #T9T &Y o, we have
planned to create Speech resorces for Punjabi, Bengali,
Assamese and Gujarati in the first phase. This languages
are less-resourced to start with. Later on we will cover
very less or zero resourced languages.
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Abstract

With the goal of advancing the state of natural language processing development in constrained resource conditions, using machine
learning and repeatable methodologies, the Intelligence Advanced Research Projects Activity (IARPA) launched two multi-year research
programs: Babel and MATERIAL. This paper details the philosophy and objective behind each program to advance technologies in this
area and introduces the program corpora available to stimulate related research.

Keywords: Low Resource Languages, Cross-language Information Retrieval, Machine Translation, ASR, corpora, Cross-language
summarization, machine learning, speech technology, AQWV

Résumé

Iti gandat ti panagpadur-as iti agdama a kasasaad ti automatiko a panagproseso ken panagsursuro kadagiti pagsasao no agkurang ti datos
a maikurri, insayangkat ti IJARPA ti dua a dakkel a programa ti panagsukisok a nagpaut iti sumagmamano a tawen: Babel ken
MATERIAL. Iburayko ditoy ti panggep ken pilosopia dagiti dua a programa iti panangparang-ay kadagiti kastoy a teknolohia.
Ilawlawagko met ti amin a korpora dagiti programa nga imbunong ti IARPA tapno makadur-as pay ti panagsukisok iti daytoy a tay-ak.

teams work collaboratively and competitively to tackle the

1. Introduction challenges and advance our understanding of the problems,

Advances in natural language processing (NLP) have frequently with cross-disciplinary solutions. To propel re-

continued to progress substantially since the advent and ~ search toward solutions that work, IARPA measures Per-

application of deep learning methods. Several applications former Team progress via a rigorous and well-defined

in this realm have benefited from breakthroughs resulting metric-based evaluation that is often a product of both ini-

from sustained refinements and methodological evolution.  tial foresight and lessons learned from active engagement
However, despite impressive progress in performance for 10 the research activities.

multiple human language technology areas, the gap in [ the realm of human language technology, IARPA has
performance between English and other languages suggests launched a variety of research initiatives ranging from
that the application of these novel techniques to new small-term studies and seedlings (research efforts of less
languages does not necessarily portend success. Deep  than a year) to five multi-year research programs. Of the
learning methods consistently require much more data than five programs, three are complete: SCIL (Socio-cultural
is usually available for the majority of the world’s ~ Content in Language for social role and goal discovery),
languages. Moreover, deep learning methods are often ~ METAPHOR (analysis of metaphor to gain insight into
impacted by noise in training data more than traditional interpreting cultural norms), Babel (Speech Recogmthn );

. . . and two are currently ongoing: MATERIAL (Machine
machine learning methods. Recognizing the need to

. ; Translation and Cross-language information Retrieval) and
improve human language technologies for lower resource  gpTTER (Cross-language Information Extraction and

languages, the Intelligence Advanced Research Projects Retrieval). We will only cover MATERIAL and Babel here,
Activity (IARPA) invested in multiple relevant research a5 they involve research with low resource languages in
endeavors. low resource conditions. These endeavors greatly expanded
the TARPA portfolio of complex, multidisciplinary

To address unsolved.problems deemed 1mportapt to the programs!, but most importantly for the NLP community,
Intelligence Community, TARPA, the research wing of the pioneered a new evaluation paradigm to measure NLP

U. S. Office of the Director of National Intelligence,  progress, and provided several large annotated datasets
employs a competitive bid process to mobilize the best  accessible to the community to encourage continued
talent worldwide to work on our research programs. That research in this area.

competition process is our solicitation of proposals in

response to a Broad Agency Announcement (BAA) of our

research programs. Typically, we fund multidisciplinary

teams to address the research comprehensively. Selected

' TARPA has a diverse research portfolio encompassing  physics, linguistics, biology, neuroscience, political
research from a variety of disciplines, including math, science, and cognitive psychology.
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2. The Babel Program

The Babel program, the brainchild of Dr. Mary P. Harper,
was launched in 2011, to address two technological gaps in
speech technology (Harper 2011). At the program’s
inception, mature technologies for low resource languages
to process speech in a meaningful way for keyword search
(KWS) was non-existent, and the time and resources
required for system development to address this problem
were beyond the reach of most research institutions. To
address these shortcomings, IARPA contracted multiple
multinational “performing teams” of experts who
competed to develop agile and robust methods for
supporting effective keyword search over massive amounts
of recorded- speech in foreign languages.

4 languages: 5 languages:

BP OP1 oP2

6 languages:

the kickoff of each new language to jump start their
research. Datasets used in Babel consisted of natural
conversations of at least two thousand speakers, recorded
under various microphone and service provider conditions
(See Figure 1).

The metric used to evaluate progress towards the program
goal was ATWV (Actual Term Weighted Value), a
detection metric that, for each foreign keyword query,
awards true hits and penalizes false alarms and misses, with
relative weights set by IARPA, then averages the scores
over an entire query set?. This detection metric was deemed
most suitable to measure performance as it ensured each
query would have equal weight regardless of its relevance
probability. System developers would choose a decision
threshold of their probability
computations for their “Actual”

OP3

7 languages:
Amharic, Dholuo,

Cantonese, Pashto,
Tagalog, Turkish

Practice Languages

Assamese, Bengali,
Haitian Creole, Lao, Zulu

Cebuano, Kazakh,
Kurdish, Lithuanian,
Telugu, Tok Pisin

Guarani, Igbo, Javanese,
Mongolian, and
Pashto (revisited)

o Vietnamese in 4
Surprise Language

Tamil in 3 weeks

Swahili in 2 weeks

Georgian in 1 week

decisions to maximize this metric,
and IARPA would use these
scores to determine progress and

weeks — the status of each team in the
ours,
80 hours, 60 hours ’
: ! rogram. In the fourth and final
Training Data Limits 10 hours 10 hours Slour) 240 e prog

Select 3 hours
(no dictionary)
Mixed Environment
Telephone &
Microphone (2 types)
0.3 or greater

(no dictionary)

program period, KWS systems
were also expected to achieve a
word error rate (WER) of fifty
percent or less.

(with dictionary) (with dictionary)

Mixed Environment
Telephone & Microphone|
(7 types)

0.6 or greater

Mixed Environment
Telephone &
Microphone (2 types)
0.3 or greater

Mixed Environment
Telephone

0.3 or greater

N/A N/A N/A 50% or less
60 hours 40 hours, As Babel progressed, teams faced
Meet Target with: 80 hours o 3 hours, 40 hours . . .
IS Selected 3 hours increasingly more challenging
80 hours 60 hours 40 hours 40 hours

program goals in shorter lengths
of time and with less training data,
leveraging  approaches  they
learned to  mitigate  issues
associated with resource and transcription dearth.
Multilingual features and acoustic models proved effective,
as well as grapheme based acoustic modeling and cascaded
adaptor grammars to better resolve new words not seen in
the training data.

What was in the BAA?

(with dictionary) (with dictionary) (with dictionary) (with dictionary)

Figure 1 Babel languages and targets per period

As a way to ensure efficacy of the search tools, and portabi-
lity of the methods used to build them, IARPA used diverse
languages from multiple language families, and real-world
recording conditions in the training and evaluation. Data
were collected and consistently transcribed in-country
using normalized conventions. Extensive
vetting of the resources was performed by the
University of Maryland’s Center for Advanced
Study of Languages (CASL), with particular
attention to languages with less standardized
orthographies. IARPA contracted MIT Lincoln
Labs as a Test and Evaluation partner to pro-
cess the corpora for effective evaluation, and
develop speech recognition reference systems
to baseline pre-program  state-of-the-art
performance to set meaningful metric
thresholds for the performing teams. The
National Institute of Standards an
Technology (NIST) was tasked with developing the
program evaluation metric and with conducting regular
evaluations of the performing systems.

ATWV vs. Confusability Distance

ATWV vs. Keyword character length (lower is more confusable)

o

& ambharic
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44 georgian
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Figure 2 ATWV Correlations as reported by BBN

IARPA and Performing Teams investigated multiple issues
to understand differential progress between systems,
configurations and languages (Hartmann et al 2017). A
number of variables seemed to correlate with overall
system performance. Variables investigated included word
error rate performance, average word length, keyword

Automatic Speech Recognition (ASR) training data created
for the program included 40-80 hours of transcribed speech
in each language, provided to program parti