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Abstract. Distance learning institutions record a high failure and dropout
rate every year. This phenomenon is due to several reasons such as the
total autonomy of learners and the lack of regular monitoring. Therefore,
education stakeholders need a system which enables them the prediction
of at-risk learners. This solution is commonly adopted in the state of
the art. However, its evaluation is not generic and does not take into
account the diversity of learners. In this paper, we propose a complete
methodology which objective is a more detailed evaluation of a proposed
educational prediction system. This process aims to ensure good perfor-
mances of the system, regardless of the learning profiles. The proposed
methodology combines both the identification of personas existing in a
learning context and the evaluation of a prediction system according to
it. To meet this challenge, we used a real dataset of k-12 learners enrolled
in a french distance education institution.

Keywords: Learning Analytics · Assessment Methodology · Risk Pre-
diction · Learning Profiles · K-12 Learners.

1 Introduction

Nowadays, schools and universities are moving towards online learning due to
the generalization of digital infrastructures and learning platforms which allow
to better meet the needs of learners. However, this learning modality is facing
many challenges, and the most widespread is the high failure rate among learners.
This phenomenon is due to many reasons such as the large diversity of student
profiles expressing different needs and requiring personalized support [23].

Virtual learning environments (VLE) store learner’s online activity. The cor-
responding data, called learning traces, is very diversified and is used by Learning
Analytics (LA) [19]. One aim among others is to provide educational stakeholders
with intelligent technology-based solutions to help them in identifying at-risk of
failure learners as early as possible. These solutions need to take into considera-
tion all learners behaviors. Therefore, a major issue is: does a system perform
equally with all learners profiles?

To answer this research question, we propose a methodology which is based
on the identification of personas, defined as learners profiles representations [8,
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22] and on the evaluation of model’s performances for each persona. We illustrate
the methodology on a case study (evaluation of a prediction model). To resume,
our main contribution relies on a more precise evaluation of educational systems,
taking into account the different learning profiles and based on a broad range of
metrics. We proceeded according to the following steps:

– Given the disparity of available learning traces, we defined several learn-
ing indicators characterizing a learner’s behavior. Then, we identified ho-
mogeneous groups of learners sharing similar behaviors according to these
indicators. These learners groups are finally characterized into personas.

– We reviewed the existing assessment indicators and identified new ones to
complete the evaluation.

– We conducted a precise evaluation on a specific use case relying on a weekly
prediction approach.

We carried out our experimentation using real data of k-12 learners, enrolled in
a French distance learning center (CNED). This institution is characterized by
the multi-modality of learning and the total autonomy of its learners.

This paper is organized as follows. The section 2 presents the general method-
ology and the used dataset. Section 3 and 4 present the first and second steps
of the methodology respectively. The results of the evaluation are detailed in
Section 5. A general conclusion and several perspectives are given in section 6.

2 Evaluation methodology

In this section, we start by describing the proposed the methodology and its
different steps. Then, we present our case study for the experimental part.

2.1 Methodology description

In order to achieve our assessment objective, the methodology is organized
around three main steps (See figure 1):

1. Identification of learner profiles from learning. The profiles are charac-
terized by personas, containing key information about learners’ behaviors.

2. Run of the prediction system on the data and measurement of a complete
set of metrics, containing both precision metrics, as accuracy, and new time-
dependent ones (earliness, stability).

3. Deeper evaluation of the system according to the identified learners
profiles and the various performance metrics.

2.2 Case study

The case study concerns the k-12 learners enrolled in the physics-chemistry mod-
ule during the 2017-2018 school year within the French center for distance edu-
cation (CNED) [2]. It offers a large variety of fully distance courses to numerous
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Fig. 1. The in-depth methodology phases.

physically dispersed learners. The courses contents are both available online and
in printed papers which gives the learner the freedom to choose the learning
mode which suits him/her the best. Given the large number of learners and the
specificity of learning, it is highly time consuming for teachers to provide their
students with an effective and personalized feedback.

2.3 Data description

The learning traces are collected from two data sources. The first one is the
Moodle platform, which generates the logs and the interaction traces between
the learner and the learning content. The second platform is GAEL, which is a
management system where all performance data, including grades, are stored.
In CNED, learners don’t start the school year at the same time t0 [2]. We select
learners with t0 between Sept. 1st and Oct. 31st, as they share similar learning
paths and characteristics. According to this information, our database gathers
learning traces of 639 learners. The learning period of the physics-chemistry
course is 300 days, during which 6 exams could be submitted. On average, learn-
ers only submit around 4.51 assignments. The average mark on the submitted
exams is 13.73. However, if we consider setting the grade of 0 to the unsubmitted
assignments, this average is lowered to 10.21.
The bi-modality (digital or paper-based) of the learning makes the study of the
dataset difficult. Indeed, learners who use the course exclusively in paper format
may not produce any logs and it is therefore not relevant to compare them with
active learners on the VLE. In our dataset, we noticed that 37.25% of the popu-
lation never logged in. To handle this particularity, the dataset was divided into
two subdatasets: one containing data about learners who made at least one log
on the VLE, and the other one about those who have never logged in. Finally,
the learners were classified into 4 classes according to their mean performance:

– Success (C1) : average score superior to 12.
– Medium risk of failure (C2) : average score between 8 and 12.
– High risk of failure (C3) : average score inferior to 8.
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– Drop out (C4) : at least the two last assignments are not submitted.

The Table 1 summarizes the number of learners from logs and no logs sub-
datasets belonging to each class. The process of identifying learners profiles
within these classes is described in the following section.

logs no logs

C1 178 64

C2 53 29

C3 17 28

C4 153 117

Total 401 238
Table 1. Number of students in each class for each subdataset.

3 Methodology step 1: identification of learner profiles

3.1 State of the art

Learners’ behaviors are observed through their online learning traces. In LA,
multiple studies exploit this data to compare learners based on various indica-
tors, such as engagement [11], performance [4] or regularity [7]. In our context,
learning behaviors need to be described according to a set of indicators, allowing
a more detailed characterization of learners [22, 24]. For this reason, we define
learners personas corresponding to typical learners identified through Machine
Learning classification processes [8]. In one hand, the identification of such per-
sonas enables a more precise description of the corpus, especially in terms of
learners profiles representation. In another hand, these personas meet the need
for an ethical learning analytics implementation [20], and ensure fair support
between learners and provide useful tools to the field stakeholders who need to
help their learners with equal support [10]. However, the diversity of the avail-
able data makes the task tricky: the variety of recorded data does not allow for
the same indicators to be computed all the time. The indicators we calculated
for the case study are described in the following subsection.

3.2 Study and selection of learning indicators

Learning traces available in the CNED dataset are diverse and contain both logs
and performance data. This data was first used to define five absolute indicators
(e.g. calculated for each learner):

– Engagement reflects the learner’s activity on the VLE (logs) [11].
– Regularity translates the learner’s constancy of connection between the

beginning and the end of the course (frequency of connection) [2].
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– Curiosity expresses the intrinsic motivation of the learner to consult various
educational resources (variety of accessed content) [17].

– Performance corresponds to learner’s scores in the exams.

– Reactivity provides information about learner’s responsiveness during course-
related events (timeliness of the assessments)[7].

To go further, we completed these absolute indicators with a set of relative
indicators. The average of each indicator is computed for all learners, and the
associated relative indicator gives information about the behavior of a specific
learner profile comparing to his/her peers (negative or positive difference in
relation to the rest of the group). Both types of indicators were used as a basis
for the identification of learners profiles, described in the following subsection.

Obviously, engagement, curiosity and regularity (on the VLE) indicators,
based on the logs, were not computed for the no logs subdataset as associated
learners have never logged in.

3.3 Identification of learners profiles

For each subdataset, the study of learning indicators enables the identification of
learners profiles. These profiles correspond to homogeneous subsets of learners,
sharing similar behaviors, and are identified through different steps:

– Data-preprocessing:

• Data normalization: use of the RobustScaler1 method (ScikitLearn [15])
to improve the model’s performance.

• Outliers identification: Use of the IsolationForest2 algorithm [14] to set
apart the atypical data and increase model’s performance. This step is
crucial because outliers’ atypicity does not allow them to be associated
with other students.

– Identification of homogeneous groups of learners: k-means algorithm
[13] is used to identify homogeneous groups of learners. Results are evaluated
with Silhouette analysis [18] and Davies-Bouldin Criterion [9]. We run the
algorithm with values from 2 to 15 and selected the one giving the best
performance.

– Description of learners profiles: each of the identified clusters are then
characterized by a size (number of associated students), its proportion in
dataset to which it belongs and a set of learning indicators. Outliers are not
discarded but are studied individually.

Applying this methodology, we identified 12 outliers among the 639 learners.
Each of the remaining learners is associated to one of the 21 identified learners
profiles. Some statistics are given in Table 2.

1 https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.RobustScaler.html
2 https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.IsolationForest.html
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Logs No logs
C1 C2 C3 C4 C1 C2 C3 C4

Number of inliers 176 52 16 151 63 28 27 115
Number of outliers 2 1 2 2 1 1 1 2
Optimal value of k 2 2 2 2 3 3 3 4
Silhouette Index 0,44 0,30 0,85 0,28 0,43 0,36 0,36 0,34

Davies-Bouldin Index 1,00 1,45 0,07 1,32 0,85 0,96 0,92 1,04
Table 2. Clustering results by subdatasets and classes.

3.4 Personas: examples

Each persona contains a large variety of information: narrative description of the
learning behavior, its proportion in the dataset it belongs to, visual indicators
of the risk of failure, and learning modality (See Figure 2).

Fig. 2. Example of two personas.

The utility of such personas is threefold. In addition to providing valuable
information about learners behaviors, they contribute to the improvement of the
results interpretation of a LA system. Finally, they are particularly interesting
for our study because they can be used to refine the evaluation of an educational
system. The results presented in the section 5 confirm this last point.

4 Methodology step 2: earliness and stability
measurements

In addition to the usual performance measures, this section defines new met-
rics for a deeper evaluation of an educational prediction system. These metrics
consider the importance of the temporal evolution of the prediction.
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4.1 State of the art

The main objective of the majority of educational prediction systems is the early
identification of at-risk of failure or dropout learners. Static and precision Ma-
chine Learning (ML) metrics such as accuracy are mainly used to evaluate the
performance of educational prediction systems. For example, [5] studied the ac-
curacy of early warning system (EWS) on identifying at-risk students in a real
educational setting. The study of [12] aimed to improve the performance of a
dropout EWS by evaluating the trained classifiers with both receiver operating
characteristic (ROC) curves and precision–recall (PR) curves. [3] compared the
performance of a developped EWS on two different subjects based on the accu-
racy, the true negative rate (TNR) and the true positive rate (TPR) measures. [1]
compares the performance of different ML model in analyzing the problems faced
by at-risk learners enrolled in online university. This performance assessment is
based on accuracy, precision, recall, support and f-score results. The majority
of education prediction systems uses static and precision ML metrics for per-
formance evaluation. However, both learning and prediction are time-evolving.
Consequently, we need to consider the temporal dimension in the performance
measures and illustrate the evolution of the whole process over the learning pe-
riod. For this aim, we propose new metrics to evaluate the prediction and which
the definition is based on the regular tracking of the prediction results.

4.2 Metrics description

Prediction earliness: Researchers work on providing stakeholders with the
most accurate prediction results. A common theoretical definition of the early
prediction is the right time to identify at risk learners. The earliness of the right
prediction depends always on the studied context. We propose to measure the
earliest time to predict as accurate as possible the classes of learners. We define
the earliness of prediction as the mean time from which we start to correctly
predict the learners classes [6]. While defining this measure, we focus on at-risk
learners to best respond to the objectives of our study.
Prediction stability: Stability is usually related to small changes in system
output when changing the training set [16]. In our context, we are interested in
temporal stability referring to the capacity of a classifier to give the same output
over time when training the same dataset [21]. We measure temporal stability
as the average of the longest sequences of successive right predictions [6].

5 Methodology step 3: in-depth evaluation of a prediction
system

This section presents the whole methodology from the prediction system descrip-
tion to the modeling and assessments steps. It ends up by a comparative study
based on the obtained results.
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5.1 Short description of the prediction model

Our system is based on a weekly prediction model of at-risk of failure or dropout
learners. As explained, learners of the cohort are classified into four classes.
First, we went through both processes of features extraction and selection. Go-
ing through these processes is important to select the activity features most
correlated to the learner’s final result as well as to minimize noise in the model.
Thus, each week wi, a learner is represented by a vector X composed of features
going from f1 to fn and the class y to which he belongs to. Each learner belongs
to one and only class over the year.

X = < f1,f2,...,fn,y >

Each feature f1 to fn represents one learning activity till the prediction time
wi. For each prediction time wi, the value of one feature is added to that of
prediction time wi−1: we proceed to an accumulation of values. Based on the
accuracy results of [2], we use the Random Forest (RF) as a ML model for our
system.

5.2 Results

In the first evaluation phase, we divided the test dataset population into two
groups (logs, no logs) as explained in the section 2.3. In this experimental part,
we report on the results of 3 metrics: accuracy, earliness and stability.

Accuracy analysis The curves of the Figure 3 show a difference in the accuracy
between the test dataset of the total population, logs and no logs subdatasets.
Indeed, we notice that until almost the week 15, classes of learners who belong
to the no log group are the best predicted. In fact, the dropout class is the most
predictable one and is highly represented in the no log subdataset (cf. Table 1).
However, the further we advance in the school year, the more the prediction
results of logs and no logs converge towards almost the same values.

The figure 4 shows the curves of the evolution of the accuracy of the personas
identified in logs (A) and no logs (B) subdatasets. To ensure the figure lisibility,
we only present the results of one persona per class and by subdataset: personas
1, 4, 5 and 8 were selected for the logs subdataset, and personas 10, 13, 16 and
20 were selected for the no logs subdataset. From the different curves, we can
clearly notice that personas belonging to the same profile group do not have the
same prediction accuracy. Differently from the results shown in Figure 3, even
at the end of the learning period, the accuracy curves do not converge towards
a same value for all the personas.

Earliness and Stability analysis The Table 3 shows the results of earliness
and stability metrics of the test dataset, logs and no logs subdatasets. We can
notice that both logs and no logs have different values for the earliness. Further-
more, we can see from this table that the stability performances of the system
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Fig. 3. Accuracy evaluation with total population and the two subdatasets (logs,
no logs).

Fig. 4. Accuracy evolution of personas of logs (A) and no logs (B) subdatasets.

are different from one profile group to another. In addition, whatever the sub-
dataset is, the algorithm has the same stability and earliness performance for
each class. Thus, the dropout class has always the best metrics values, whereas
the medium risk class has the worst results.

The Table 4 shows the results of the earliness and stability metrics of each
persona belonging to logs or no logs subdatasets. We notice that the measures
are different from one persona to another. In addition, the difference is even
more tangible when it comes to the personas of medium (C2, in pink in Table
4) and high risk learners (C3, in yellow in Table 4). Due to the lack of pages,
we cannot report all the results: we only present a selection in order to illustrate
the kind of results that we can provide with the presented methodology.

5.3 Discussion

The previous tables and figures showed that the prediction algorithm out per-
forms globally (up to 93% of accuracy). However, the prediction algorithm
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Total logs no logs
Earliness Stability Earliness Stability Earliness Stability

Dropout 1.01 31.44 1.03 31 1 31.88

High Risk 3 16.55 1 7.5 3.57 19.14

Medium Risk 8.06 6.62 6.77 4.33 8.28 9.57

Success 1.1 28.38 1.12 28.69 1 28.6

Total 2.06 25.35 1.75 26.10 2.35 26.43
Table 3. Earliness and Stability measurement of each class of a profile group.

Subdataset Persona Earliness Stability Subdataset Persona Earliness Stability
1 1.13 28.69 9 1 35
2 1 26 10 1 6
3 12.66 1.66 11 1 35
4 5.5 5.66 12 5 12
5 1 7.5 13 8.2 10.8
7 1 25.2 14 12 1

logs

8 1.04 32.31 15 6.5 8.5
16 24 23.2

C1 18 1 31.6
C2 19 1 35
C3 20 1 35
C4

no logs

21 1 33.16
Table 4. Earliness and stability for each persona.

doesn’t exhibit the same performance with each learner profile. For example,
the successful learners and those who dropout are much better predicted than
those who are at-risk of failure. In addition, learners who belong to the log group
are also more accurately predicted. Earliness and stability results show that the
algorithm performance is dependent on the learners profiles. In order to provide
education stakeholders with accurate and reliable results over time, the predic-
tion system has to take into consideration the different learning profiles existing
within a cohort.

6 Conclusion and perspectives

The identified learners profiles, characterized by personas, within our dataset
were diversified and confirmed that learners adopt different behaviors and must
receive an adapted support. In addition, the prediction model evaluation reveals
that the algorithm’s performances were not the same for all personas and classes.
The obtained results answer our research question and confirm the interest of
personas in LA tools assessment. Furthermore, indicators such as earliness and
stability, which have been introduced, give information about the confidence that
a user can have in the system. Indeed, the usual accuracy metrics are insufficient
to evaluate the weekly results of an educational prediction system. It’s a reason
why, we plan to investigate several research directions relying either on personas
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or on new refinements in LA assessment. First, we believe that the personas
identified in year N could also be used as a basis for evaluating classes in year
N+1, assuming that the behaviors observed from one year to the next are similar.
This research context deserves attention because it would help to provide quick
feedbacks for teachers about their learners’ situations. This early information
could help them to promptly develop solutions for students considered at risk.
Secondly, we wonder how much the separation of the initial dataset according
to learning modalities (logs, no logs) and classes (C1, C2, C3, C4) influences the
performance of the learning systems, and particularly of the prediction system
in our case study. Therefore, it seems interesting to compare the results with
different partitions of the dataset. In one hand, it could allow to highlight the
key features which are essential to the good functioning of the model. In an-
other hand, this would further improve the explainability by allowing teachers
and academics to select the appropriate partition according to their pedagogical
objectives. Finally, both indicators presented (earliness and stability) provided
additional information about systems’ behavior. In that way, a further work on
these indicators and especially on their generalization seems to be necessary, so
that they can be used in a wider range of areas.
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