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SPECTRAL ANALYSIS OF A SEMICLASSICAL RANDOM WALK ASSOCIATED
TO A GENERAL CONFINING POTENTIAL

THOMAS NORMAND

Abstract. We consider a semiclassical random walk with respect to a probability measure associated
to a potential with a finite number of critical points. We recover the spectral results from [1] on the
corresponding operator in a more general setting and with improved accuracy. In particular we do not
make any assumption on the distribution of the critical points of the potential, in the spirit of [15]. Our
approach consists in adapting the ideas from [15] to the recent gaussian quasimodes framework which
appears to be more robust than the usual methods, especially when dealing with non local operators.
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1. Introduction

1.1. Motivation. Consider the probability measure dµh(x) = Zhe−W (x)/hdx on Rd, where W : Rd → R
is a smooth function, h > 0 is a small parameter and Zh is a normalization factor; as well as the Markov
kernel

th(x, dy) = 1
µh(B(x, h))1|x−y|<hdµh(y).

This kernel describes the following random walk: if at time n ∈ N the walk is in xn, then the point xn+1
is chosen in the small ball B(xn, h) uniformly at random with respect to dµh. Note that if W is a Morse
function, the density e−W/h concentrates at scale

√
h around the local minima of W , while the moves of

the walk are at scale h. We can also associate to th(x,dy) the bounded operator on L∞(Rd)

Thf(x) =
∫
Rd

f(y)th(x, dy) = 1
µh(B(x, h))

∫
|x−y|<h

f(y)dµh(y).

1
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It features the Markov property Th(1) = 1 and leaves the subspace of continuous functions going to zero
at infinity invariant. Its adjoint is defined by duality on the set of bounded measures by

T∗
h(dν) =

(∫
Rd

1|x−y|<hµh(B(y, h))−1dν(y)
)

dµh.

If the starting point x0 of the random walk is distributed according to dν, then x1 is distributed according
to T∗

h(dν). More genrally, xn is distributed according to (T∗
h)n(dν). One can easily check that T∗

h admits
the invariant measure

dνh,∞ = Z̃hµh(B(x, h))dµh(x)
where Z̃h is a normalization factor.

This Markov process was studied in [1] where the authors showed the convergence of (T∗
h)n(dν) towards

dνh,∞ when n → ∞ and gave some precise information on the speed of convergence. More precisely, they
showed by an interpolation argument that T∗

h extends as a bounded self-adjoint operator on L2(dνh,∞)
with norm 1 and gave an accurate description of its spectrum near 1. It enables the authors to state in
[1, Corollary 1.4] the existence of metastable states, in the spirit for instance of the works [3, 4]. This
indicates in particular that a very large number of iterations is required to make sure that the system
returns to equilibrium.

The convergence of Markov chains to stationary distributions is a natural subject of interest. Such
information is for instance used to sample a given probability in order to implement Monte-Carlo methods
(see [14]). Some first results for discrete time processes on continuous state space were obtained in
[5, 6, 8, 13]. In these papers, the spectral gap of the studied operators is of order h2 as the probability
dµh does not depend on h. In our case, we have to deal with an exponentially small spectral gap.

The precise asymptotics of this gap and more generally of the eigenvalues exponentially close to 1 were
obtained in [1] thanks to the exhibition of a supersymmetric-type structure for the operator, allowing
to see it as a Hodge-Witten Laplacian on 0-forms for some pseudo-differential metric. The idea is then
to study both the associated derivative acting from 0-forms into 1-forms and its adjoint with the help
of basic quasimodes. This used to be a common method to study the small spectrum of semiclassical
operators (see for instance [9, 10]). However, our goal here will be to give precise spectral asymptotics
for the operator T∗

h through a more recent approach developed for the study of Fokker-Planck type
differential operators in [2, 12] and adapted to a non local framework in [17]. This approach consists in
directly constructing a family of accurate quasimodes for our operator that we call gaussian quasimodes.

The results found in the literature about the spectrum of semiclassical operators associated to some
potential are often established for some particular potentials or at least satisfying a non degeneracy
assumption (see for instance [2, assumption (Gener)] or [17, Hypothesis 3.11]); except in [15] where the
case of general potentials was treated for the Witten Laplacian. In this spirit, the aim of this work is to
adapt the ideas introduced in [15] to a non local framework and to the use of gaussian quasimodes to
obtain a sharp description of the spectrum of T∗

h near 1 without the usual non degeneracy assumption
on the potential W .

1.2. Setting. Before we can state the properties of the potential W and the associated operator, let us
introduce a few notations of semiclassical microlocal analysis which will be used in all this paper. These
are mainly extracted from [19, chapter 4]. We will denote ξ ∈ Rd the dual variable of x and consider the
space of semiclassical symbols

S0(⟨x⟩k⟨ξm⟩k
′
⟨ξp⟩k

′)
=
{
ah ∈ C∞(R2d) ; ∀α ∈ N2d,∃Cα > 0 such that |∂αah(x, ξ)| ≤ Cα⟨x⟩k⟨ξm⟩k

′
⟨ξp⟩k

′}
where m, p ∈ J1, dK and k, k′ ∈ R. Given a symbol ah ∈ S0(⟨x⟩k⟨ξm⟩k′⟨ξp⟩k

′), we define the associated
semiclassical pseudo-differential operator for the Weyl quantization acting on functions u ∈ S(Rd) by

Oph(ah)u(x) = (2πh)−d
∫
Rd

∫
Rd

e i
h (x−x′)·ξah

(x+ x′

2 , ξ
)
u(x′) dx′dξ

where the integrals may have to be interpreted as oscillating integrals.
Our only hypothesis on the potential W is the following.
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Hypothesis 1.1. The potential W is a smooth Morse function with values in R such that

e−W/h ∈ L2(Rd), lim
|x|→+∞

W (x) = +∞ and W ∈ S0(⟨x⟩η)

for some η ∈ N. Moreover, for every 0 ≤ k ≤ d, the set of critical points of index k of W that we denote
U (k) is finite and we set

n0 = #U (0).

Finally, we will suppose that n0 ≥ 2.

For the operator T∗
h acting on L2(dνh,∞), as it is more convenient to work with the standard Lebesgue

measure, and since we want to study its spectrum near 1, we choose to consider the operator

Ph = Id − M1/2
h ◦ T∗

h ◦ M−1/2
h(1.1)

instead, where M1/2
h stands for both the square root of the function

Mh(x) = Z̃hZhµh(B(x, h))e−W (x)/h

and the associated unitary operator from L2(dνh,∞) to L2(Rd). Our goal is now to give a sharp description
of the small spectrum of Ph acting on L2(Rd). We will actually be able to treat the case of some slightly
more general operators Ph than the one given by (1.1). In order to focus the difficulties mainly on the
topology of the potential W , we will consider some operators Ph which still present some nice properties,
even though it makes no doubt that we could adopt an even more general setting.

More precisely, let us introduce some notions of expansions of symbols: we will say that

ah ∼
∑
j≥0

hjaj in S0(1)

if (aj)j≥0 ⊂ S0(1) is a family of symbols independent of h and such that for all N ∈ N,

ah −
N−1∑
j=0

hjaj = OS0(1)(hN ).

We also need to introduce the notion of analytic symbols.

Definition 1.2. For κ > 0, let us introduce the set

Σκ = {z ∈ C ; |Im z| < κ}d ⊂ Cd.

We denote S0
κ(⟨x⟩k⟨ξm⟩k′⟨ξp⟩k

′) the space of symbols ah ∈ S0(⟨x⟩k⟨ξm⟩k′⟨ξp⟩k
′) such that:

(i) For all x ∈ Rd, ah(x, ·) is analytic on Σκ
(ii) For all β ∈ Nd, there exists Cβ > 0 such that |∂βxah| ≤ Cβ⟨x⟩k⟨ξm⟩k′⟨ξp⟩k

′on Rd × Σκ.
We will also use the notation ah = OS0

κ(⟨x⟩k⟨ξm⟩k′ ⟨ξp⟩k′ )(hN ) to say that for all α ∈ N2d, there exists Cα,N
such that |∂αah| ≤ Cα,N h

N ⟨x⟩k⟨ξm⟩k′⟨ξp⟩k
′ on Rd × Σκ.

Using the Cauchy-Riemann equations, we see that item (i) from Definition 1.2 implies that for all β ∈ Nd
and x ∈ Rd, the functions ∂βxah(x, ·) are also analytic on Σκ. Besides, the Cauchy formula implies that
for any κ̃ < κ, α ∈ Nd and β ∈ Nd, there exists Cα,β such that

|∂αξ ∂βxah| ≤ Cα,β⟨x⟩k⟨ξm⟩k
′
⟨ξp⟩k

′
on Rd × Σκ̃

i.e up to taking κ smaller, item (ii) from Definition 1.2 can be extended to β ∈ N2d. When dealing with
analytic symbols, our notion of expansion becomes

ah ∼
∑
j≥0

hjaj in S0
κ(⟨x⟩k⟨ξm⟩k

′
⟨ξp⟩k

′
)
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if (aj)j≥0 ⊂ S0
κ(⟨x⟩k⟨ξm⟩k′⟨ξp⟩k

′) is a family of symbols independent of h and such that for all N ∈ N,

ah −
N−1∑
j=0

hjaj = OS0
κ(⟨x⟩k⟨ξm⟩k′ ⟨ξp⟩k′ )(hN ).

We now extend these notions to matrix valued symbols: if n1, n2 ∈ J1, dK and

qh = (qm,p)
1≤m≤n1
1≤p≤n2

is a matrix of functions such that each qm,p ∈ S0
κ(⟨x⟩k⟨ξm⟩k′⟨ξp⟩k

′), we say that qh ∈
Mn1,n2

(
S0
κ(⟨x⟩k⟨ξm⟩k′⟨ξp⟩k

′)
)

and we denote

Oph(qh) =
(

Oph(qm,p)
)

1≤m≤n1
1≤p≤n2

.

Even though it does not appear in the notations, the function qm,p may also depend on h. The notation

qh = O
Mn1,n2

(
S0

κ(⟨x⟩k⟨ξm⟩k′ ⟨ξp⟩k′ )
)(hN )

means that for all (m, p) ∈ J1, n1K × J1, n2K, the symbol qm,p is OS0
κ(⟨x⟩k⟨ξm⟩k′ ⟨ξp⟩k′ )(hN ). Furthermore,

the notion of expansion q ∼
∑
n≥0 h

nqn in Mn1,n2

(
S0
κ(⟨x⟩k⟨ξm⟩k′⟨ξp⟩k

′)
)

is a straightforward adaptation
of the one for scalar symbols.

These notions enable us to introduce the class of operators that we will consider. Let us denote dW the
twisted derivative

dW = h∇ + ∇W.
We also use the standard notation Md(R) for the set of all d-by-d real matrices.

Hypothesis 1.3. We assume that Ph is a bounded operator such that

Ph = ah ◦ P̃h ◦ ah

with

P̃h = d∗
W ◦ Q̂ ◦ dW

where Q̂ = Oph(qh) is a self-adjoint, non negative pseudo-differential operator and ah ∼
∑
j≥0 h

jaj in
S0(1) is a positive symbol such that (ah)−1 ∈ S0(1) and a0(x) = 1 as soon as x is a critical point of W .
Moreover,

a) Ph admits 0 as a simple eigenvalue.
b) There exist c > 0 and h0 > 0 such that for all 0 < h ≤ h0, we have that Spec(Ph) ∩ [0, ch]

consists of exactly n0 eigenvalues (counted with algebraic multiplicity) that are exponentialy small
with respect to 1/h.

c) For all x, ξ ∈ Rd, we have qh(x,−ξ) = qh(x, ξ).
d) The symbol qh is analytic in the variable ξ. More precisely, there exists κ > 0 such that

qh ∼
∑
n≥0

hnqn in the space of analytic symbols Md

(
S0
κ(⟨ξm⟩−1⟨ξp⟩−1)

)
.

e) There exists a constant ϱ > 0 such that for all saddle point s of W , we have q0(s, 0) = ϱ Id.
In particular, the resolvent estimate

(z − Ph)−1 = O(h−1)(1.2)

is satisfied on |z| = ch.
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Throughout the paper, we will work under Hypothesis 1.3.
It is shown in [1] (Theorem 1.1 as well as Corollary 3.1) that the random walk operator (1.1) studied

in this reference is an example of a non local operator satisfying Hypothesis 1.3 with ϱ = (2d+ 4)−1. We
could for instance easily treat the case where the identity matrix is replaced by a positive definite matrix
in item e) (as it is done in [17]), but our real interest here are the considerations brought by the potential
W .

The main result of this paper is Theorem 8.4 in which we give a sharp description of the small
eigenvalues of Ph. As we have not yet introduced all the technical objects involved in this statement, let
us for the moment give a rather vague version of this result.

Theorem 1.4. Under Hypothesis 1.3, there exist p ∈ N and a finite set A both explicit as well as some
positive definite matrices (Mα,j

h )1≤j≤p ;α∈A depending on ϱ from Hypothesis 1.3 and admitting a classical
expansion whose first term is given in Theorem 8.4 such that(

Spec(Ph) ∩ [0, ch]
)

⊂ h
⋃
α∈A

p⋃
j=1

e−2Ŝj/h
(

Spec
(
Mα,j

h +D
(
0, O(h∞)

))
where {Ŝ1 < · · · < Ŝp} are the finite values taken by the map S introduced in Definition 2.3.

In particular, when Ph is given by (1.1), we have(
Spec(T∗

h) ∩ [1 − ch, 1]
)

⊂

1 − h
⋃
α∈A

p⋃
j=1

e−2Ŝj/h
(

Spec
(
Mα,j

h +D
(
0, O(h∞)

))
with ϱ = (2d+ 4)−1.

It is an improvement of the result of [1] in two ways: first, we treat in the spirit of [15] the case
of general potentials satisfying only Hypothesis 1.1 instead of Hypotheses 1 and 2 from [1]. Moreover,
we establish complete asymptotic expansions of the small eigenvalues, i.e the remainder terms in the
prefactors are of order h∞ and not of order h as in [1]. This work can also be seen as an adaptation of
the considerations from [15] to a non local framework and to the gaussian quasimodes approach, as there
exist some operators for which it is the only known approach to succeed (see for instance the Boltzmann
operators from [17,18]).

2. General labeling of the potential minima

Before we can construct our quasimodes, we need to recall the general labeling of the minima which
originates from [9] and was generalized in [11], as well as the topological constructions that go with it.
Here we only introduce the essential objects and omit the proofs. For more details, we refer to [15, 17].
Recall that we denote

U (k) the critical points of W of index k.(2.1)
For shortness, we will write “CC” instead of “connected component”. The constructions rely on the
following fundamental observation which is an easy consequence of the Morse Lemma (see for instance
[17], Lemma 3.1 for a proof):

Lemma 2.1. If x ∈ U (1), then there exists r0 > 0 such that for all 0 < r < r0, x has a connected
neighborhood Or in B(x, r) such that Or ∩ {W < W (x)} has exactly 2 CCs.

It motivates the following definition:

Definition 2.2. a) We say that x ∈ U (1) is a separating saddle point and we denote x ∈ V(1) if for
every r > 0 small enough, the two CCs of Or ∩ {W < W (x)} are contained in different CCs of
{W < W (x)}.

b) We say that σ ∈ R is a separating saddle value if σ ∈ W (V(1)).
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It is known (see for instance [17], Lemma 3.4) that V(1) ̸= ∅. Let us then denote σ2 > · · · > σN
where N ≥ 2 the different separating saddle values of W and for convenience we set σ1 = +∞. For
σ ∈ R∪ {+∞}, let us denote Cσ the set of all the CCs of {W < σ}. We call labeling of the minima of W
any injection U (0) → J1, NK × N∗ which we denote for shortness (mk,j)k,j . Given a labeling (mk,j)k,j of
the minima of W , we denote for k ∈ J1, NK

U(0)
k =

{
mk′,j ; 1 ≤ k′ ≤ k , j ∈ N∗} ∩

{
W < σk

}
and we say that the labeling is adapted to the separating saddle values if for all k ∈ J1, NK, each mk,j is
a global minimum of W restricted to some CC of {W < σk} and the map

Tk : U(0)
k → Cσk

(2.2)

sending m ∈ U(0)
k on the element of Cσk

to which it belongs is bijective. In particular, it implies that
each mk,j belongs to U(0)

k . Such labelings exist, one can for instance easily check that the usual labeling
procedure presented in [11] is adapted to the separating saddle values. From now on, we fix a labeling
(mk,j)k,j adapted to the separating saddle values of W .

Definition 2.3. Recall the notation (2.1) and Definition 2.2. We define the following mappings:
• E : U (0) −−→ P(Rd)

mk,j 7−−→ Tk(mk,j)
where Tk is the map defined in (2.2).

• j : U (0) → P
(
V(1) ∪ {s1}

)
given by j(m1,1) = {s1} where s1 is a fictive saddle point such that W (s1) = σ1 = +∞; and for
2 ≤ k ≤ N , j(mk,j) = ∂E(mk,j) ∩ V(1) which is not empty (see for instance Lemma 3.5 from [17])
and included in {W = σk}.

• σ : U (0) → W (V(1)) ∪ {σ1}
m 7→ W (j(m))

where we allow ourselves to identify the set W (j(m)) and its unique element in W (V(1)) ∪ {σ1}.
• S : U (0) −−→]0,+∞]

m 7−−→ σ(m) −W (m).

We now introduce some material from [15]. Let us denote

m = m1,1 and U (0) = U (0)\{m}

and define for m = mk,j ∈ U (0)

m̂ = T−1
k−1
(
E−(m)

)
where E−(m) is the element of Cσk−1 containing m. Since m̂ and m both belong to E−(m), we have
W (m̂) ≤ W (m) and m̂ ∈ U(0)

k .

Definition 2.4. • A minimum m ∈ U (0) is said to be of type I if W (m̂) < W (m). Otherwise (i.e
when W (m̂) = W (m)), we say that m is of type II.

• We define an equivalence relation R on U (0) by mRm′ if and only if the two following conditions
are satisfied:

i) σ(m) = σ(m′) = σk
ii) There exist some minima m1, . . . ,mK such that m1 = m, mK = m′ and for all 1 ≤ n ≤

K − 1, we have Tk(mn) ∩ Tk(mn+1) ̸= ∅ with
mn ∈ {mk,j ; j ∈ N∗} ∪ {m̂k,j ; j ∈ N∗ and mk,j is of type II}.

We denote the associated equivalence classes (U (0)
α )α∈A, where A is a finite set. It is shown in [15]

(Proposition 2.6) that for mRm′, we have σ(m) = σ(m′) and m̂ = m̂′. Finally, for m ∈ U (0)
α , we put

σ(α) = σ(m) and Û (0)
α = U (0)

α ∪ {m̂}
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which do not depend on the choice of m ∈ U (0)
α , as well as

Eα(m) = Tk(α)(m) and jα(m) = ∂Eα(m) ∩ V(1)

for m ∈ Û (0)
α , where k(α) is such that σ(α) = σk(α). When m ∈ U (0)

α , we have Eα(m) = E(m) but for
m̂ ∈ Û (0)

α ∩ U (0)
α′ , we have E(m̂) = Eα

′(m̂) ̸= Eα(m̂).

3. Gaussian quasimodes

Throughout the paper, for d′ ∈ N∗, Ω ⊆ Rd′ and a ∈ C∞(Ω) a function depending on h and such that
for all β ∈ Nd′ we have ∂βa = OL∞(1), we will say that a ∈ C∞(Ω) admits a classical expansion on Ω
and denote a ∼

∑
j≥0 h

jaj , where (aj)j≥0 ⊂ C∞(Ω) are independent of h, provided that for all β ∈ Nd′

and N ∈ N, there exists Cβ,N such that∥∥∥∂β(a−
N−1∑
j=0

hjaj

)∥∥∥
∞,Ω

≤ Cβ,Nh
N .

It implies in particular that ∂βaj = OL∞(1). From now on, the letter r will denote a small universal
positive constant whose value may decrease as we progress in this paper (one can think of r as 1/C).

We are now going to introduce some quasimodes for the operator Ph. With the notations from Hy-
pothesis 1.3, our approach consists in constructing some gaussian quasimodes for the factorised operator
P̃h in the spirit of [2, 17] and multiply those by (ah)−1.

Let α ∈ A and m ∈ Û (0)
α . For each s ∈ jα(m) we introduce a function ℓs,m that will appear in our

quasimodes. Note that thanks to Lemma 2.1, there are at most two functions ℓs,m and ℓs,m′ associated
to a saddle point s ∈ V(1). Our goal will be to find some functions ℓs,m such that our quasimodes are
the most accurate possible. In order to begin the computations that will yield the equations that the
function ℓs,m should satisfy, we will for the moment assume that it satisfies the following:

(3.1)

a) ℓs,m is a smooth real valued function on Rd whose support is contained in B(s, 3r)
b) ℓs,m admits a classical expansion ℓs,m ∼

∑
hjℓs,m

j on B(s, 2r)
c) ℓs,m

0 vanishes at s
d) s is a local minimum of the function W + (ℓs,m

0 )2/2 which is non degenerate
e) the functions θαm,h (which depends on ℓs,m) and χα that we will introduce in (3.3)-(3.5) are

such that θαm,h is smooth on a neighborhood of supp χα.

Once we will have found the desired function ℓs,m, we will see in Proposition 6.8 that these assumptions
are actually satisfied. Denote ζ ∈ C∞

c (R, [0, 1]) an even cut-off function supported in [−γ, γ] that is equal
to 1 on [−γ/2, γ/2] where γ > 0 is a parameter to be fixed later and

Ah = 1
2

∫
R
ζ(s)e− s2

2h ds =
∫ γ

0
ζ(s)e− s2

2h ds =
√
πh√
2

(1 +O(e−c/h)) for some c > 0.(3.2)

We now define for each m ∈ Û (0)
α a function θαm,h as follows: if x ∈ B(s, r) ∩ {|ℓs,m

0 | ≤ 2γ} for some
s ∈ jα(m),

θαm,h(x) = 1
2

(
1 +A−1

h

∫ ℓs,m(x)

0
ζ(s)e−s2/2hds

)
(3.3)

whereas we set
θαm,h = 1 on

(
Eα(m) +B(0, ε)

)
\
( ⊔

s∈jα(m)

(
B(s, r) ∩ {|ℓs,m

0 | ≤ 2γ}
))

with ε(r) > 0 to be fixed later and
θm,h = 0 everywhere else.
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Note that θαm,h takes values in [0, 1] and that we have

supp θαm,h ⊆ Eα(m) +B(0, ε′)(3.4)
where ε′ = max(ε, r).
Denote now Ωα the CC of {W ≤ σ(α)} containing Û (0)

α . The CCs of {W ≤ σ(α)} are separated so for
ε > 0 small enough, there exists ε̃ > 0 such that

min
{
W (x) ; d

(
x,Ωα

)
= ε
}

= σ(α) + 2ε̃.

Thus the distance between {W ≤ σ(α) + ε̃} ∩
(
Ωα +B(0, ε)

)
and ∂

(
Ωα +B(0, ε)

)
is positive and we can

consider a cut-off function
χα ∈ C∞

c (Rd, [0, 1])(3.5)
such that

χα = 1 on {W ≤ σ(α) + ε̃} ∩
(
Ωα +B(0, ε)

)
and

suppχα ⊂
(
Ωα +B(0, ε)

)
.

To sum up, we have the following picture:

•jα(m)•m

θαm,h = 1

θαm,h = 0

Ωα

supp χα

θαm,h given by (3.3)

We also denote
Wm(x) = W (x) −W (m)

and it is clear that
Wm ≥ S(m) + ε̃ on the support of ∇χα as soon as m ∈ U (0)

α .(3.6)

Recalling the function ah from Hypothesis 1.3, the global quasimode associated to the eigenvalue 0 is
fm,h(x) = (ah)−1h−d/4ch(m)e−Wm(x)/h ∈ KerPh(3.7)

which is an exact one, while for m ∈ U (0)
α , our quasimodes will be linear combinations of the functions

(ah)−1h−d/4cαh(m̃)χα(x)θαm̃,h(x)e−Wm̃(x)/h

where m̃ ∈ Û (0)
α . Here cαh(m) and ch(m) are normalization factors assuring that

∥(ah)−1h−d/4cαh(m̃)χα(x)θαm̃,h(x)e−Wm̃(x)/h∥ = 1 and ∥(ah)−1h−d/4ch(m)e−Wm(x)/h∥ = 1.(3.8)

In particular, thanks to Hypothesis 1.3 we have that for all m ∈ Û (0)
α , the constant cαh(m) (resp. the

constant ch(m)) admits an asymptotic expansion whose first term is

π−d/4
( ∑

m̃∈Hα(m)

det W−1/2
m̃

)−1/2
resp. π−d/4

( ∑
m̃∈H(m)

det W−1/2
m̃

)−1/2
(3.9)
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with Hα(m) = {m̃ ∈ U (0) ∩ Eα(m) ; W (m̃) = W (m)}, H(m) = {m̃ ∈ U (0) ; W (m̃) = W (m)} and

Wx is the Hessian of W at x.(3.10)

Let us introduce the coefficients that we will use to define our quasimodes, in the spirit of [15]. We denote
Fα the finite-dimensional vector space of functions from Û (0)

α into R endowed with the natural euclidian
structure

⟨φ,φ′⟩Fα =
∑

m̃∈Û(0)
α

φ(m̃)φ′(m̃).

Denoting also

U (0),I
α the elements of U (0)

α of type I

and using (3.9), the following is established in [15], Lemma 3.6 and below.

Lemma 3.1. Recall the notation (3.10). One can construct an h-dependent orthonormal family
(φαm)m∈Û(0)

α
⊂ Fα such that

a) φα
m̂

(m̃) = ĉhc
α
h(m̃)−11Û(0)

α \U(0),I
α

(m̃) where ĉh is a normalization constant such that ∥φα
m̂

∥Fα
= 1.

b) If {m, m̃} ∩ U (0),I
α ̸= ∅, then φαm(m̃) = δm,m̃.

c) If φαm(m̃) ̸= 0, then W (m) = W (m̃).
d) Each φαm admits an asymptotic expansion. The leading term of φα

m̂
is given by

φα,0
m̂

(m̃) = ĉ0c
α
0 (m̃)−11Û(0)

α \U(0),I
α

(m̃) =
( ∑

m̊∈Hα(m̃) det W−1/2
m̊∑

m′∈Û(0)
α \U(0),I

∑
m̊∈Hα(m′) det W−1/2

m̊

)1/2

1Û(0)
α \U(0),I

α
(m̃).

Finally, for all m ∈ U (0)
α , the leading term of φαm can be computed explicitly and is orthogonal to

the one of φα
m̂

.

For m ∈ U (0)
α , our quasimodes will be the functions

fm,h(x) = (ah)−1h−d/4χα(x)
( ∑

m̃∈Û(0)
α

φαm(m̃)cαh(m̃)θαm̃,h(x)
)

e−Wm(x)/h.(3.11)

Note that fm,h belongs to C∞
c (Rd) thanks to item e) from Hypothesis 3.1 and that

supp fm,h ⊆ E−(m)(3.12)

thanks to (3.4).

4. Orthogonality

The goal of this section is to show that the family of quasimodes that we introduced in (3.11) and
(3.7) is almost orthonormal. This result was already established in [2] in the case where W has no type II
minimum (see Remark 6.3 from [2]). Therefore, we will consider m ∈ U (0)

α , m′ ∈ U (0)
α′ and we will study

here the orthogonality of the quasimodes fm,h and fm′,h with m or m′ (or both) a type II minimum.
We follow the spirit of [15] (Proposition 3.10) and adapt it to the gaussian quasimodes framework.

•The case where mRm′ and one of them is of type I, say m (in particular m ̸= m′ because of our
assumption).
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m×
×
m̂

×
m′

E(m)

In that case, item b) from Lemma 3.1 implies φm(m̃) = δm,m̃ for all m̃ ∈ Û (0)
α and φm′(m) = 0 so by

(3.4), we have

supp fm,h ⊆ E(m) +B(0, ε′) and supp fm′,h ⊆
(
Rd\E(m)

)
+B(0, ε′)

and hence
supp fm,h ∩ supp fm′,h ⊆

{
2W −W (m) −W (m′) ≥ c > 0

}
.

Consequently, ⟨fm,h, fm′,h⟩ = O(e−c/h).

•The case where mRm′ (i.e α = α′) and both minima are of type II.

m× m′
×

m̂
×

E(m) E(m′)

In that case, start by noticing that because of (3.4), if m̃, m̃′ ∈ Û (0)
α with m̃ ̸= m̃′, we have

supp θαm̃,h ∩ supp θαm̃′,h ⊆ {Wm̃ ≥ c > 0}.

Therefore, using the definitions of our quasimodes (3.11) as well as item c) from Lemma 3.1 and (3.8),
we compute

⟨fm,h, fm′,h⟩ +O(e−c/h) = (ah)−2h−d/2
∑

m̃∈Û(0)
α

φαm(m̃)φαm′(m̃)cαh(m̃)2
∫
Rd

χ2
α(θαm̃,h)2e−2Wm̃/hdx

= ⟨φαm, φαm′⟩Fα

= δm,m′

by Lemma 3.1.

•The case where m��Rm′ and σ(m) = σ(m′).
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m×

m̂
×

supp fm,h

m̂′
×

m′
×

supp fm′,h

In that case, it follows from the support properties of our quasimodes and the result of Proposition 3.8
from [15] that ε′ can be chosen small enough so that the supports of fm,h and fm′,h do not intersect.
Thus, ⟨fm,h, fm′,h⟩ = 0.

•The case where m��Rm′, σ(m) > σ(m′) and W (m) = W (m′).

m′
×

m = m̂′
×

E(m′)

E(m)

In that situation, thanks to (3.11), (3.12) and (3.4) we can suppose that

fm,h = (ah)−1c̃h(m)h−d/4e−Wm/h on the support of fm′,h, with c̃h(m) = O(1)(4.1)

(otherwise the supports of fm,h and fm′,h are disjoint and the result is obvious) and consequently m′ is
of type II. Hence, using a standard Laplace method, we can write

⟨fm,h, fm′,h⟩ = (ah)−2h−d/2c̃h(m)
∑

m̃′∈Û(0)
α′

φα
′

m′(m̃′)cα
′

h (m̃′)
∫
Rd

χα′θα
′

m̃′,h e−2Wm/hdx

= (ah)−2h−d/2c̃h(m)
∑

m̃′∈Û(0)
α′

φα
′

m′(m̃′)cα
′

h (m̃′)
∫
Rd

χ2
α′(θα

′

m̃′,h)2 e−2Wm/hdx+O(e−c/h)

= c̃h(m)
∑

m̃′∈Û(0)
α′

φα
′

m′(m̃′)cα
′

h (m̃′)−1 +O(e−c/h) by (3.8)

= c̃h(m)
∑

m̃′∈Û(0)
α′ \U(0),I

α′

φα
′

m′(m̃′)cα
′

h (m̃′)−1 +O(e−c/h) by item b) from Lemma 3.1

= c̃h(m)
ĉh

⟨φα
′

m′ , φα
′

m̂′⟩Fα′ +O(e−c/h) by item a) from Lemma 3.1

= O(e−c/h)

where we also used the orthogonality of the family (φm)m∈Û(0)
α′

.

•The case where m��Rm′, σ(m) > σ(m′) and W (m) ̸= W (m′).
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m′
×

m̂′
×

supp fm′,h

×m

Here again we can suppose that (4.1) holds true so W (m) < W (m′). By item c) from Lemma 3.1, we
have W ≥ W (m′) on the support of fm′,h. Therefore, Wm ≥ c > 0 on the support of fm′,h and since
fm′,h = OL∞(h−d/4), we get ⟨fm,h, fm′,h⟩ = O(e−c/h).

As a result of the above discussion, we obtain the following statement.
Proposition 4.1. The family of quasimodes (fm,h)m∈U(0) introduced in (3.11) and (3.7) is almost or-
thonormal:

⟨fm,h, fm′,h⟩ = δm,m′ +O(e−c/h).

5. Action of the operator Ph

Let us fix m ∈ U (0)
α . For m̃ ∈ Û (0)

α we will denote
W̃m̃,h = Wm +

∑
s∈jα(m̃)

(ℓs,m̃)2/2(5.1)

and

ψm̃,h(x, y) =
∫ 1

0
∇W̃m̃,h(y + t(x− y))dt.(5.2)

Remark 5.1. Using Hypotheses 1.1 and 1.3 as well as symbolic calculus, one gets d∗
WOph(qh) = Oph(gh),

with gh ∼
∑
n h

ngn in M1,d
(
S0
κ(⟨x⟩η)

)
given by

g0(x, ξ) =
(

− i ξt + ∇W t
)
q0(x, ξ)(5.3)

and

gn(x, ξ) =
(

− i ξt + ∇W t
)
qn(x, ξ) − ∇t

xqn−1(x, ξ) +
n∑
k=0

ik
∑
β∈Nd;
|β|=k

ck,β(x)∂βξ (qn−k)(x, ξ)(5.4)

for some ck,β ∈ S0(⟨x⟩η) taking values in Rd.

Lemma 5.2. The operator Oph(gh) = d∗
W ◦ Q̂ introduced in Remark 5.1 is bounded on L2(Rd).

Proof. Since Q̂ is self-adjoint, it is sufficient to prove that Q̂ ◦ dW is bounded. Thanks to the facts that
Q̂ is bounded and non negative, we can simply write for u ∈ L2(Rd)

∥Q̂dWu∥2 ≤ C∥Q̂1/2dWu∥2

≤ C⟨Q̂dWu, dWu⟩
≤ C⟨Phu, u⟩
≤ C∥u∥2

according to Hypothesis 1.3, and the statement is proven. □
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Proposition 5.3. Let fm,h be the quasimode defined in (3.11). With the notations introduced in (3.2)
and (5.1), one has

Phfm,h = ah
h1−d/4

2 A−1
h

∑
m̃∈Û(0)

α

φαm(m̃)cαh(m̃)ωm̃,α e
−W̃m̃,h

h 1jα(m̃)+B(0,2r) +OL2

(
h∞e− S(m)

h

)
where ωm̃,α is a function bounded uniformly in h and defined for x ∈ jα(m̃) +B(0, 2r) by

ωm̃,α(x) =
∑

s∈jα(m̃)

(2πh)−d
∫
Rd

∫
|y−s|≤2r

e i
h ξ·(x−y)gh

(x+ y

2 , ξ + iψm̃,h(x, y)
)

∇ℓs,m̃(y) dydξ.

Proof. In order to lighten the notations, we will drop some of the exponents and indexes m, s, α and
h in the proof. Let m̃ ∈ Û (0)

α . By (3.1), we have on the support of χ that θαm̃ is smooth and since it is
constant outside of B(s, r), we have

∇θαm̃ = A−1
h

2
∑

s∈jα(m̃)

e−(ℓs,m̃)2/2hζ(ℓs,m̃)∇ℓs,m̃ 1B(s,r).(5.5)

We can then use Remark 5.1 to write

Ph(f) = ahh1−d/4
∑

m̃∈Û(0)
α

φαm(m̃)cαh(m̃)Oph(g)
(
∇θαm̃χe−Wm/h + ∇χθαm̃e−Wm/h

)
= ah

h1−d/4

2 A−1
h

∑
m̃∈Û(0)

α

φαm(m̃)cαh(m̃)
∑

s∈jα(m̃)

Oph(g)
(
ζ(ℓs,m̃)χe

−W̃m̃,h
h ∇ℓs,m̃ 1B(s,r)

)
+O

(
he− S(m)+ε̃

h

)
(5.6)

where we used (3.6) and Lemma 5.2. Now we have for s ∈ jα(m̃)

(2πh)dOph(g)
(
ζ(ℓs,m̃)χe

−W̃m̃,h
h ∇ℓs,m̃ 1B(s,r)

)
(x) =

∫
Rd

∫
|y−s|≤r

e i
h ξ·(x−y)g

(x+ y

2 , ξ
)

(5.7)

× χ(y)ζ
(
ℓs,m̃(y)

)
e−W̃m̃(y)/h∇ℓs,m̃(y) dydξ.

Let us now treat separately the cases |x− s| ≥ 2r and |x− s| < 2r .
When |x− s| ≥ 2r, we have |x− y| ≥ r so we can apply the non stationnary phase to the integral in ξ to
get that for all N ≥ 1, there exists CN > 0 such that∣∣∣∣ ∫

Rd

∫
|y−s|≤r

e i
h ξ·(x−y)g

(x+ y

2 , ξ
)
χ(y)ζ

(
ℓs,m̃(y)

)
e−W̃m̃(y)/h∇ℓs,m̃(y) dydξ

∣∣∣∣ ≤ CNh
N |x− s|η−Ne− S(m)

h

where we used item d) from (3.1), the fact that Wm(s) + (ℓs,m̃
0 )2(s)/2 = S(m) and the estimate |x− y| ≥

|x− s|/2. Hence we have shown that

Phf 1{
dist
(

·,∪
m̃∈Û(0)

α

jα(m̃)
)

≥2r
} = O

(
h∞e− S(m)

h

)
.(5.8)

Now for the case |x− s| < 2r, let us denote Js,m̃
1 (x) the RHS of (5.7). Proceeding as in [16] in order to

take the e−W̃m̃(y)/h in front of the oscillatory integral, we get that

Js,m̃
1 (x) = e−W̃m̃(x)/hJs,m̃

2 (x)(5.9)

where

Js,m̃
2 (x) =

∫
Rd

∫
|y−s|≤r

e
i
h

(
ξ−iψ(x,y)

)
·
(
x−y
)
g
(x+ y

2 , ξ
)
χ(y)ζ

(
ℓs,m̃(y)

)
∇ℓs,m̃(y) dydξ



14 T. NORMAND

and ψ is the function defined in (5.2). Note that up to taking r smaller, we can suppose that |ψ| < 1 (and
thus ξ + iψ lies in the analyticity strip of g) on B(s, 2r) × {|y − s| < r}. Applying the Cauchy formula
as in [17] (proof of Proposition 3.13), one gets Js,m̃

2 = Js,m̃
3 where

Js,m̃
3 (x) =

∫
Rd

∫
|y−s|≤r

e i
h ξ·(x−y)g

(x+ y

2 , ξ + iψ(x, y)
)
χ(y)ζ

(
ℓs,m̃(y)

)
∇ℓs,m̃(y) dydξ

Combined with (5.7) and (5.9), this yields for |x− s| < 2r

(2πh)dOph(g)
(
ζ(ℓs,m̃)χe

−W̃m̃,h
h ∇ℓs,m̃ 1B(s,r)

)
(x) = e

−W̃m̃,h(x)
h Js,m̃

3 (x).(5.10)

Therefore, setting on jα(m̃) +B(0, 2r)

ω̃m̃,α = (2πh)−d
∑

s∈jα(m̃)

Js,m̃
3 (x),

we have according to (5.6), (5.8) and (5.10)

Phf = ah
h1−d/4

2 A−1
h

∑
m̃∈Û(0)

α

φαm(m̃)cαh(m̃)ω̃m̃,α e
−W̃m̃,h

h 1jα(m̃)+B(0,2r) +O
(
h∞e− S(m)

h

)
.

Hence it is sufficient to check that on jα(m̃) +B(0, 2r)(
ω̃m̃,α − ωm̃,α

)
e

−W̃m̃,h
h = O

(
h∞e− S(m)

h

)
.

This can be done easily using again the non stationary phase with x in an h-independent neighborhood
of s on which χζ(ℓ) − 1 vanishes since item d) from (3.1) implies that

e
−W̃m̃,h

h = O(e−(S(m)+δ)/h)

outside of this neighborhood for some δ > 0. □

6. Choice of ℓs,m̃

From now on, we also fix m̃ ∈ Û (0)
α and s ∈ jα(m̃). We write for shortness ℓs instead of ℓs,m̃.

Lemma 6.1. The function ωm̃,α admits the classical expansion ωm̃,α ∼
∑
j≥0 h

jωm̃,α
j on B(s, 2r) where

ωm̃,α
0 = q0

(
x, i
(
∇W + ℓs

0 ∇ℓs
0
))(

2∇W + ℓs
0∇ℓs

0
)

· ∇ℓs
0

and for j ≥ 1,

ωm̃,α
j = 2 q0

(
x, i
(
∇W + ℓs

0 ∇ℓs
0
))

(∇W + ℓs
0∇ℓs

0) · ∇ℓs
j(6.1)

+ i ℓs
0
(
2 ∇W t + ℓs

0 (∇ℓs
0)t
)
Dξq0

(
x, i(∇W + ℓs

0∇ℓs
0)
)(

∇ℓs
j

)
∇ℓs

0

+ q0

(
x, i
(
∇W + ℓs

0 ∇ℓs
0
))

∇ℓs
0 · ∇ℓs

0 ℓ
s
j

+ i
(
2 ∇W t + ℓs

0 (∇ℓs
0)t
)
Dξq0

(
x, i(∇W + ℓs

0∇ℓs
0)
)(

∇ℓs
0
)

∇ℓs
0 ℓ

s
j

+Rj(ℓs
0, . . . , ℓ

s
j−1)

where Rj :
(
C∞(B(s, 2r))

)j → C∞(B(s, 2r)) and Dξ denotes the partial differential with respect to the
variable ξ.

Proof. Once again, we drop some of the exponents and indexes m̃, s, α and h in the proof. Denote
B∞(s, 2r) = {(y, ξ) ∈ R2d ; max(|y−s|, |ξ|) < 2r}. We need to get an expansion of g(x/2+y/2, ξ+iψ(x, y))
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that we will then be able to combine with the stationnary phase to get an expansion of ω. Let us start
with an expansion of ψ : the expansion of ℓ yields

∇W̃ − ∇W ∼
∑
j≥0

hj
j∑

k=0
ℓk∇ℓj−k on B(s, 2r)

so using (5.2), we get

ψ ∼
∑
j≥0

hjψj on B(s, 2r) × {|y| ≤ 2r}

where

ψ0(x, y) =
∫ 1

0

(
∇W + ℓ0∇ℓ0

)
(y + t(x− y))dt(6.2)

and for j ≥ 1,

ψj(x, y) =
∫ 1

0

j∑
k=0

(
ℓk∇ℓj−k

)
(y + t(x− y))dt.(6.3)

Proceeding as in [17] (proof of Lemma 4.1), we then get thanks to Remark 5.1 that

g
(x+ y

2 , ξ + iψ(x, y)
)

∼
∑
j≥0

hj
j∑

n=0
gn,j−n(x, y, ξ)(6.4)

on B(s, 2r) ×B∞(s, 2r); with

gn,0(x, y, ξ) = gn

(x+ y

2 , ξ + iψ0(x, y)
)

(6.5)

and for j ≥ 1

gn,j(x, y, ξ) = iDξgn

(x+ y

2 , ξ + iψ0(x, y)
)(
ψj(x, y)

)
+R1

j (ℓ0, . . . , ℓj−1)(6.6)

where R1
j :
(
C∞(B(s, 2r))

)j → C∞(B(s, 2r)). Thus, using the expansion (6.4) that we just got, the one of
∇ℓ, and the one for an oscillatory integral given by the stationnary phase (see for instance [19], Theorem
3.17) as well as Proposition C.3 from [17], we finally get

ω ∼
∑
j≥0

hjωj on B(s, 2r),

where

ωj(x) =
∑

n1+n2+n3+n4=j

1
in1n1!

(
∂y · ∂ξ

)n1
(
gn2,n3(x, y, ξ)∇ℓn4(y)

)∣∣∣∣∣ y=x
ξ=0

.

We can already use (6.5) to deduce the expression of ω0 by noticing that according to (6.2), ψ0(x, x) =
∇W + ℓ0∇ℓ0. For j ≥ 1, the terms of ωj in which the function ℓj appears are obviously the one given
by n4 = j, but also the one given by n3 = j according to (6.6). Indeed, in that case, we have using (6.3)
that

g0,j(x, x, 0) = iℓ0Dξg0
(
x, i(∇W+ℓ0∇ℓ0)

)(
∇ℓj

)
+ iDξg0

(
x, i(∇W + ℓ0∇ℓ0)

)(
∇ℓ0

)
ℓj +R2

j (ℓ0, . . . , ℓj−1)

where R2
j :
(
C∞(B(s, 2r))

)j → C∞(B(s, 2r)). We can now conclude as for any X ∈ Rd,

Dξg0
(
x, i(∇W + ℓ0∇ℓ0)

)
(X) = −iXtq0

(
x, i(∇W + ℓ0∇ℓ0)

)
+
(
2 ∇W t + ℓ0 (∇ℓ0)t

)
Dξq0

(
x, i(∇W + ℓ0∇ℓ0)

)
(X)

according to (5.3). □
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Denote (qnm,p)m,p the entries of the matrix qn from Hypothesis 1.3. Since we have for X ∈ Rd

Dξq0
(
x, i(∇W + ℓ0∇ℓ0)

)(
X
)

=
(
∂ξq

0
m,p

(
x, i(∇W + ℓ0∇ℓ0)

)
·X
)

1≤m,p≤d

we get by putting

U(x) = q0

(
x,i
(
∇W + ℓ0 ∇ℓ0

))
∇ℓ0(6.7)

+
∑

1≤m,p≤d

(
2∂xmW + ℓ0∂xm

ℓ0
)
i∂ξq

0
m,p

(
x, i
(
∇W + ℓ0 ∇ℓ0

))
∂xp

ℓ0

that equation (6.1) reads

ωj =
(
q0

(
x, i
(
∇W + ℓ0 ∇ℓ0

))
(2∇W + ℓ0∇ℓ0) + ℓ0 U

)
· ∇ℓj + U · ∇ℓ0 ℓj +Rj(ℓ0, . . . , ℓj−1).

Lemma 6.2. Let x, y ∈ B(s, 2r). For any n ∈ N, β ∈ Nd and 1 ≤ m, p ≤ d, we have

∂βξ q
n
m,p

(x+ y

2 , iψm̃,h
0 (x, y)

)
∈ i|β|R

and

∂βξ gn

(x+ y

2 , iψm̃,h
0 (x, y)

)
∈ i|β|Rd.

In particular, U defined in (6.7) sends B(s, 2r) in Rd.

Proof. Since ℓ0 vanishes at s, we can suppose that r is such that iψ0(x, y) is in

D(0, 1)d = {z ∈ C ; |z| < 1}d

so by analyticity and using the parity of qnm,p, we have

∂βξ q
n
m,p

(x+ y

2 , iψ0(x, y)
)

=
∑
γ∈Nd;

|γ|+|β|∈2N

i|γ| ∂
γ+β
ξ qnm,p

(
x+y

2 , 0
)

γ! ψ0(x, y)γ ∈ i|β|R.

The result for gn follows easily using (5.3) and (5.4). □

Using this Lemma, we also get the following result (see [17] Appendix D for a proof).

Lemma 6.3. The term Rj(ℓs,m̃
0 , . . . , ℓs,m̃

j−1) from Lemma 6.1 is real valued. Moreover, it satisfies

Rj(ℓs,m̃
0 , . . . , ℓs,m̃

j−1) = −Rj(−ℓs,m̃
0 , . . . ,−ℓs,m̃

j−1).

In view of the results from Proposition 5.3 and Lemma 6.1, we want to find ℓs,m̃ such that on B(s, 2r),

q0

(
x, i
(
∇W + ℓ0 ∇ℓ0

))(
2∇W + ℓ0∇ℓ0

)
· ∇ℓ0 = 0(6.8)

and for j ≥ 1(
q0

(
x, i
(
∇W + ℓ0 ∇ℓ0

))
(2∇W + ℓ0∇ℓ0) + ℓ0 U

)
· ∇ℓj + U · ∇ℓ0 ℓj +Rj(ℓ0, . . . , ℓj−1) = 0(6.9)

where U was introduced in (6.7). Note that Lemmas 6.2 and 6.3 ensure that the fact that the (ℓj)j≥0 are
real valued is compatible with equations (6.9).
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6.1. Solving for ℓs,m̃
0 . Denote

p(x, ξ) = (−i ξt + ∇W t)q0(x, ξ)(iξ + ∇W ) = q0(x, ξ) ξ · ξ + q0(x, ξ) ∇W · ∇W
the principal symbol of the whole operator Ph and p̃(x, ξ) = −p(x, iξ) its complexification. Notice that
thanks to item e) from Hypothesis 1.3, the quadratic approximation of p̃ at (s, 0) coincides with the one
of the complexification of the symbol of the Schrödinger operator −h2∆ + |∇W |2 (up to a factor ϱ).
Hence, we get all the results from [7], chapter 3. In particular, denoting

Λ± =
{

(x, ξ) ; lim
t→∓∞

etHp̃(x, ξ) = (s, 0)
}

the stable manifolds associated to the Hamiltonian of p̃ near (s, 0), we obtain the following.

Lemma 6.4. There exist ϕ± ∈ C∞(B(s, 2r),R) vanishing together with their gradients at s and such that

Λ± =
{(
x,∇ϕ±(x)

)
;x ∈ B(s, 2r)

}
.

Moreover, the Hessian matrix of ±ϕ± at s is positive definite.

At this point, one can proceed as in [2], Lemmas 3.2 and 3.3 to establish the following Proposition after
matching the notations by setting Λ(s) = 2ϱWs, b0 = 0, A0(s) = ϱ Id and B(s) = 0.

Proposition 6.5. Recall the notation (3.10). There exists ℓs,m̃
0 ∈ C∞(B(s, 2r),R) such that

• For x ∈ B(s, 2r),

ϕ+(x) = W (x) −W (s) + ℓs,m̃
0 (x)2

2 .

In particular, ℓs,m̃
0 vanishes at s.

• The function ℓs,m̃
0 is a solution of (6.8) in B(s, 2r).

• The vector ∇ℓs,m̃
0 (s) that we denote νs,m̃ is not 0 and satisfies

2Wsν
s,m̃ = −

∣∣νs,m̃∣∣2 νs,m̃.

• Finally,

det
(

Hesss

(
W + (ℓs,m̃

0 )2

2

))
=
∣∣det Ws

∣∣.
6.2. Solving for (ℓs,m̃

j )j≥1. Once again we drop some exponents s and m̃ for shortness. Now that ℓ0
is given by Proposition 6.5, we can solve the transport equations (6.9) by induction, so we suppose that
ℓ0, . . . , ℓj−1 are given and we want to find a solution ℓj to (6.9). Denote

Ũ = q0

(
x, i
(
∇W + ℓ0 ∇ℓ0

))
(2∇W + ℓ0∇ℓ0) + ℓ0 U ∈ C∞(B(s, 2r))

and
τ = ∇ℓ0 · U ∈ C∞(B(s, 2r))

where U was introduced in (6.7). The function ℓj must satisfy (Ũ · ∇ + τ)ℓj = −Rj(ℓ0, . . . , ℓj−1) so we
are intersted in the operaor L = Ũ · ∇ + τ that we decompose as L = Ls

0 + L> with

Ls
0 = Ũ s

0
(
x− s

)
· ∇ + τ s

0

where Ũ s
0 is the differential of Ũ at s and τ s

0 = τ(s), that is with (3.10)

Ũ s
0 = 2ϱ

(
Ws + ννt

)
and τ s

0 = ϱ
∣∣νs,m̃∣∣2.

As usual, we will often omit the exponents s in the notations. Notice that if we denote Pn
hom the space of

homogeneous polynomials of degree n in the variables (x− s), we have L0 ∈ L (Pn
hom) and for P ∈ Pn

hom,
L>P (x) = O

(
(x − s)n+1) near s. Using Proposition 6.5, it is easy to check that the spectrum of Ũ s

0 is
exactly the spectrum of 2ϱWs except that the negative eigenvalue −τ s

0 is replaced by τ s
0 . We can then

apply Lemma A.1 from [2] to get that Ls
0 is invertible on Pn

hom. Thanks to this fact, one can proceed as
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in [2], section 3.3 (see also [7], chapter 3), i.e find an approximate solution of (6.9) using formal power
series and then refine it into an actual solution using the characteristic method. This gives the following
result.
Proposition 6.6. For all j ≥ 1, there exists ℓs,m̃

j ∈ C∞(B(s, 2r)) solving (6.9). Moreover, ℓs,m̃
j is real

valued in view of Lemmas 6.2 and 6.3.

6.3. Construction of ℓs,m̃. Now that we have found (ℓj)j≥0 ⊂ C∞(B(s, 2r),R) solving (6.8) and (6.9)
with ℓ0 vanishing at s, we can use a Borel procedure to construct ℓ ∈ C∞(Rd,R) supported in B(s, 3r)
and satisfying ℓ ∼

∑
j≥0 h

jℓj on B(s, 2r).

Remark 6.7. The properties a)-d) from (3.1) are satisfied by both the functions ℓs,m̃ and −ℓs,m̃. More-
over, by Lemma 6.3, (−ℓs,m̃

j )j≥0 also solve (6.8) and (6.9).

At this point, a straightforward adaptation of the proof of Proposition 5.2 from [17] yields the following
result which states that all the properties from (3.1) are satisfied.
Proposition 6.8. We can choose the signs of the functions (ℓs,m̃)s∈jα(m̃) such that (3.1) holds true and
the coefficients from the classical expansion of ℓs,m̃ solve (6.8) and (6.9).

We end this section with the following observation from [2] (Lemma 6.4).

Lemma 6.9. If s ∈ jα(m) ∩ jα′(m′) with m ̸= m′, we can suppose (up to a modification by O(h∞)) that
ℓs,m = −ℓs,m′

and consequently,

θαm,h = 1 − θα
′

m′,h on B(s, r) ∩
(

supp θαm,h ∪ supp θα
′

m′,h

)
.

7. Interaction between two wells

Let α, α′ ∈ A as well as m ∈ U (0)
α and m′ ∈ U (0)

α′ .

Lemma 7.1. For all m̃ ∈ Û (0)
α and m̃′ ∈ Û (0)

α′ such that jα(m̃) ∩ jα′(m̃′) ̸= ∅, the following holds:

α = α′ or φαm(m̃)φα
′

m′(m̃′) = 0.

Proof. First, notice that since Û (0)
α ⊂ E−(m) and Û (0)

α′ ⊂ E−(m′), our hypothesis implies that E−(m) =
E−(m′). In particular, m̂′ = m̂. If m̂ /∈ {m̃, m̃′}, we easily have m̃Rm̃′ and α = α′. Let us now suppose
that

m̂ ∈ {m̃, m̃′}.(7.1)
According to Lemma 3.4 from [17], m and m′ are in the same CC of {W ≤ σ(m)} that we denote
E⩽. By uniqueness of m̂ in E−(m), each CC of {W < σ(m)} ∩ E⩽ contains exactly one element from
σ−1({σ(m)}) ∪ {m̂}. If m or m′ is of type II, we get by definition of R that α = α′. Otherwise, (7.1)
combined with item b) from Lemma 3.1 yield φαm(m̃)φα′

m′(m̃′) = 0. □

With the notations from Section 3, let us denote for m̃ ∈ Û (0)
α and m̃′ ∈ Û (0)

α′

Nα,α′

m̃,m̃′ = h−d/2cαh(m̃)cα
′

h (m̃′)e
W (m̃)+W (m̃′)

h

〈
Ph

(
(ah)−1χαθ

α
m̃,he−W/h

)
, (ah)−1χα′θα

′

m̃′,he−W/h
〉
.

When α = α′, we denote for shortness Nα,α
m̃,m̃′ = Nα

m̃,m̃′ .

Lemma 7.2. Let m̃ ∈ Û (0)
α and m̃′ ∈ Û (0)

α′ .
• If jα(m̃) ∩ jα′(m̃′) = ∅, we have

Nα,α′

m̃,m̃′ = O
(
h∞e− σ(α)+σ(α′)−W (m̃)−W (m̃′)

h

)
.
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• When α = α′, we have

Nα
m̃,m̃′ = he− 2σ(α)−W (m̃)−W (m̃′)

h Nα
m̃,m̃′

with Nα
m̃,m̃′ admitting an asymptotic expansion whose first term is

Nα,0
m̃,m̃′ = (−1)1−δm̃,m̃′

2π

( ∑
m∈Hα(m̃)

det W−1/2
m

)−1/2( ∑
m′∈Hα(m̃′)

det W−1/2
m′

)−1/2 ∑
s∈jα(m̃)∩jα(m̃′)

| det Ws|−1/2τ s
0

where we recall the notation (3.10) and that −τ s
0 is the negative eigenvalue of 2ϱWs.

Proof. First, notice that by Hypothesis 1.3, we have〈
Ph

(
(ah)−1χαθ

α
m̃,he−W/h

)
, (ah)−1χα′θα

′

m̃′,he−W/h
〉

=
〈
P̃h

(
χαθ

α
m̃,he−W/h

)
, χα′θα

′

m̃′,he−W/h
〉
.

We will use the following localizations and estimates obtained thanks to (3.6) and (5.5):

dW
(
χαθ

α
m̃,he−W/h)1{

dist
(

·, jα(Û(0)
α )
)

≥r
} = O

(
h∞e− σ(α)

h

)
;(7.2)

dW
(
χαθ

α
m̃,he−W/h) = O

(
h

2+d
4 e− σ(α)

h

)
(7.3)

and by the non stationnary phase applied as for (5.8)

Oph(qh)
(
dW
(
χαθ

α
m̃,he−W/h))1{

dist
(

·, jα(Û(0)
α )
)

≥2r
} = O

(
h∞e− σ(α)

h

)
.(7.4)

Using the factorized structure of P̃h, the boundedness of Oph(qh) as well as (7.2), (7.3) and (7.4), we can
write that〈
P̃h
(
χαθ

α
m̃,he−W/h), χα′θα

′

m̃′,he−W/h
〉

+O

(
h∞e− σ(α)+σ(α′)

h

)
=

∑
s∈jα(m̃)∩jα′ (m̃′)

〈
Oph(qh)

(
dW
(
χαθ

α
m̃,he−W/h)), dW (χα′θα

′

m̃′,he−W/h)〉
s

(7.5)

where ⟨·, ·⟩s denotes the inner product on L2(B(s, r)). This already proves the first statement. Now when
α = α′, thanks to the fact that e−W/h ∈ Ker dW and by Lemma 6.9, we have for s ∈ jα(m̃) ∩ jα(m̃′)

dW
(
χαθ

α
m̃,he−W/h) = dW

(
(χαθαm̃,h − 1)e−W/h) = dW

(
χα(θαm̃,h − 1)e−W/h)+O

(
h∞e− σ(α)

h

)
= (−1)1−δm̃,m̃′dW

(
χαθ

α
m̃′,he−W/h)+O

(
h∞e− σ(α)

h

)
on B(s, r).

Thus, (7.5) becomes〈
P̃h
(
χαθ

α
m̃,he−W/h), χαθαm̃′,he−W/h

〉
+O

(
h∞e− 2σ(α)

h

)
= (−1)1−δm̃,m̃′

∑
s∈jα(m̃)∩jα(m̃′)

〈
Oph(qh)

(
dW
(
χαθ

α
m̃,he−W/h)), dW (χαθαm̃,he−W/h)〉

s
.

We can now work as in [17], proof of Lemma 5.3, to get that〈
Oph(qh)

(
dW
(
χαθ

α
m̃,he−W/h)), dW (χαθαm̃,he−W/h)〉

s
= h

2π (πh)d/2e− 2σ(α)
h ϑs,h

with ϑs,h admitting a classical expansion whose first term is | det Ws|−1/2 τ s
0 . Combining this with (3.9),

we get the announced result. □
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8. Interaction between two quasimodes

By (3.11), we have for m ∈ U (0)
α and m′ ∈ U (0)

α′

⟨Phfm,h, fm′,h⟩ = h−d/2
∑

m̃∈Û(0)
α

∑
m̃′∈Û(0)

α′

φαm(m̃)φα
′

m′(m̃′)cαh(m̃)cα
′

h (m̃′)

×
〈
Ph

(
(ah)−1χαθ

α
m̃,he−Wm/h

)
, (ah)−1χα′θα

′

m̃′,he−Wm′/h
〉

=
∑

m̃∈Û(0)
α

∑
m̃′∈Û(0)

α′

φαm(m̃)φα
′

m′(m̃′)Nα,α′

m̃,m̃′

=
∑

m̃∈Û(0)
α ;

W (m̃)=W (m)

∑
m̃′∈Û(0)

α′ ;
W (m̃′)=W (m′)

φαm(m̃)φα
′

m′(m̃′)Nα,α′

m̃,m̃′

by item c) from Lemma 3.1. According to Lemma 7.2, the leading terms in the previous sum are the
ones for which m̃, m̃′ are such that jα(m̃) ∩ jα′(m̃′) ̸= ∅. Combined with Lemma 7.1, we get

⟨Phfm,h, fm′,h⟩ = δα,α′

∑
m̃,m̃′∈Û(0)

α

φαm(m̃)φαm′(m̃′)Nα
m̃,m̃′ +O

(
h∞e− S(m)+S(m′)

h

)
.(8.1)

We now want to go from quasimodes to actual eigenfunctions. This is where the optimization on the
choice of the functions ℓs,m will enable us to have the correct error terms. Here we briefly remind the
procedure and give the main arguments. We refer to [12] for more details. First, combining Proposi-
tion 5.3, item d) from (3.1), Proposition 6.8 and a standard Laplace method, we obtain the following
fundamental estimate.

Lemma 8.1. Let m ∈ U (0). We have

∥Phfm,h∥ = O
(
h∞e− S(m)

h

)
.

Now, considering the orthogonal projector on the generalized eigenspace associated to the small eigen-
values of Ph given by

Π0 = 1
2iπ

∫
|z|=ch

(z − Ph)−1dz(8.2)

and writing

(1 − Π0)fm,h = −1
2iπ

∫
|z|=ch

z−1(z − Ph)−1Phfm,hdz,

Lemma 8.1 together with the resolvent estimate (1.2) give that for any m ∈ U (0), we have

∥(1 − Π0)fm,h∥ = O
(
h∞e− S(m)

h

)
.

Proceeding as in Proposition 4.10 from [12], one can then establish the following thanks to Proposition
4.1.

Lemma 8.2. The family (Π0fm,h)m∈U(0) is almost orthonormal: there exists c > 0 such that

⟨Π0fm,h,Π0fm′,h⟩ = δm,m′ +O(e−c/h).

In particular, it is a basis of the space H = Ran Π0 introduced in (8.2).
Moreover, we have

⟨PhΠ0fm,h,Π0fm′,h⟩ = ⟨Phfm,h, fm′,h⟩ +O
(
h∞e− S(m)+S(m′)

h

)
.
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Let us re-label the local minima m1, . . . ,mn0 so that (S(mj))j=1,...,n0 is non increasing in j. For
shortness, we will now denote

fj = fmj ,h

which still depends on h. We also denote (ũj)j=1,...,n0 the orthogonalization by the Gram-Schmidt
procedure of the family (Π0fj)j=1,...,n0 and

uj = ũj
∥ũj∥

.

In this setting and with our previous results, we get the following (see [12], Proposition 4.12 for a proof).

Lemma 8.3. For all 1 ≤ j, k ≤ n0, it holds

⟨Phuj , uk⟩ = ⟨Phfj , fk⟩ +O
(
h∞e−

S(mj )+S(mk)
h

)
.

In order to compute the small eigenvalues of Ph, let us now consider the restriction Ph|H : H → H.
We denote ûj = un0−j+1 and M the matrix of Ph|H in the orthonormal basis (û1, . . . , ûn0). Since
ûn0 = u1 = f1, we have

M =
(

M′ 0
0 0

)
where M′ =

(
⟨Phûj , ûk⟩

)
1≤j,k≤n0−1

and it is sufficient to study the spectrum of M′. We will also denote {Ŝ1 < · · · < Ŝp} the set {S(mj) ; 2 ≤
j ≤ n0} and for 1 ≤ k ≤ p, Ek the subspace of L2(Rd) generated by {ûr ; S(mr) = Ŝk}. Finally, we
set ϖk = e−(Ŝk−Ŝk−1)/h for 2 ≤ k ≤ p and εj(ϖ) =

∏j
k=2 ϖk = e−(Ŝj−Ŝ1)/h for 2 ≤ j ≤ p (with the

convention ε1(ϖ) = 1).
For a given class α ∈ A, let us denote nα = |U (0)

α | and also label its elements mα
1 , . . . ,mα

nα
so that

(S(mα
j ))j=1,...,nα is non decreasing in j. We also set mα

nα+1 = m̂ for some m ∈ U (0)
α . We will consider

the matrix

Mα
h =

(
Nαφαmα

j
· φαmα

k

)
1≤j,k≤nα

= T ∗
αN

αTα

where Nα is the matrix introduced in Lemma 7.2 and

Tα =
(
φαmα

k
(mα

j )
)

1≤j≤nα+1
1≤k≤nα

.

Before we can state our main result, we need to introduce some material from [2]. For the finite dimen-
sional vector space E = E1 ⊕ · · · ⊕ Ep, and j ∈ {1, . . . , p}, let us write a general matrix M ∈ M(E) by
blocks

(8.3) M =
(
A B
C D

)
: (E1 ⊕ · · · ⊕ Ej−1) ⊕ (Ej ⊕ · · · ⊕ Ep) −→ (E1 ⊕ · · · ⊕ Ej−1) ⊕ (Ej ⊕ · · · ⊕ Ep).

If A ∈ M(E1 ⊕ · · · ⊕ Ej−1) is invertible, the Schur matrix of M (with respect to the vector space
E1 ⊕ · · · ⊕ Ej−1) is the matrix on Ej ⊕ · · · ⊕ Ep defined by

Rj(M) = D − CA−1B,

where by convention R1(M) = M . By the Schur complement method, M is invertible if and only if
Rj(M) is invertible. We will also denote by J : M(⊕k=j,...,pEk) → M(Ej) the restriction map to the
first vector space Ej of ⊕k=j,...,pEk. More precisely, with the notations of (8.3), we will write J (M) = A
when j = 1. Of course, the map J depends on j ∈ {1, . . . , p}, but we omit this dependence since the set
on which J is acting will be obvious in the sequel. We will also use the convention

Spec
(
J ◦ Rj(Mα

h )
)

= ∅ if Ŝj /∈ {S(mα
k ) ; k = 1, . . . , nα}.
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Theorem 8.4. With the notations introduced above, we have

Spec(M′) ⊂ he−2Ŝ1/h
⋃
α∈A

p⋃
j=1

εj(ϖ)2
(

Spec
(
J ◦ Rj(Mα

h )
)

+D
(
0, O(h∞)

))
with Mα

h admitting an asymptotic expansion whose first term is T ∗
0 N

α,0T0 where Nα,0 is defined in
Lemma 7.2 and T0 is the leading term of the matrix Tα given by Lemma 3.1.

Proof. Consider the symmetric matrix M#
h ∈ Mn0−1(R) defined by

(M#
h )j,k =

{
Nαφαmn0−j+1

· φαmn0−k+1
if mn0−j+1 , mn0−k+1 ∈ U (0)

α

0 otherwise
and notice that in view of Lemma 8.3 and (8.1), we have

h−1e2Ŝ1/hM′ = Ω(ϖ)
(
M#
h +O(h∞)

)
Ω(ϖ)

where Ω(ϖ) = diag
(
ε1(ϖ)IdE1 , . . . , εp(ϖ)IdEp

)
. Clearly, Mα

h is the restriction to α of the matrix M#
h

which is permutation similar to the block-diagonal matrix diag
(
Mα
h ; α ∈ A

)
. In particular, M#

h admits
an asymptotic expansion thanks to Lemmas 3.1 and 7.2. Moreover, it is positive definite as each Mα

h

appears to be positive definite. Indeed, T0 is clearly injective as the family (φαm)m∈U(0)
α

is orthonormal
and it is shown in [2], Proposition 6.8, that Nα,0 = L∗

αLα where Lα is an injective matrix, so Mα
0 is

positive definite. In the words of Definition 6.7 from [2], we obtain that h−1e2Ŝ1/hM′ is a classical graded
symmetric matrix so we can apply Theorem 4 from [2] to get

Spec(M′) ⊂ he−2Ŝ1/h

p⋃
j=1

εj(ϖ)2
(

Spec
(
J ◦ Rj(M#

h )
)

+D
(
0, O(h∞)

))
.

We can then conclude as
Spec

(
J ◦ Rj(M#

h )
)

=
⋃
α∈A

Spec
(
J ◦ Rj(Mα

h )
)

(see [2], Theorem 6 and above for details). □
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