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ABSTRACT

Context. Low-metallicity dwarf galaxies often show no or little CO emission, despite the intense star formation observed in local
samples. Both simulations and resolved observations indicate that molecular gas in low-metallicity galaxies may reside in small dense
clumps, surrounded by a substantial amount of more diffuse gas that is not traced by CO. Constraining the relative importance of
CO-bright versus CO-dark H2 star-forming reservoirs is crucial to understanding how star formation proceeds at low metallicity.
Aims. We test classically used single component radiative transfer models and compare their results to those obtained on the assump-
tion of an increasingly complex structure of the interstellar gas, mimicking an inhomogeneous distribution of clouds with various
physical properties.
Methods. Using the Bayesian code MULTIGRIS, we computed representative models of the interstellar medium as combinations of
several gas components, each with a specific set of physical parameters. We introduced physically motivated models assuming power-
law distributions for the density, ionization parameter, and the depth of molecular clouds.
Results. This new modeling framework allows for the simultaneous reproduction of the spectral constraints from the ionized gas,
neutral atomic gas, and molecular gas in 18 galaxies from the Dwarf Galaxy Survey. We confirm the presence of a predominantly
CO-dark molecular reservoir in low-metallicity galaxies. The predicted total H2 mass is best traced by [C II]158µm and, to a lesser
extent, by [C I] 609µm, rather than by CO(1–0). We examine the CO-to-H2 conversion factor (αCO) versus metallicity relation and
find that its dispersion increases significantly when different geometries of the gas are considered. We define a “clumpiness” parameter
that is anti-correlated with [C II]/CO and explains the dispersion of the αCO versus metallicity relation. We find that low-metallicity
galaxies with high clumpiness parameters may have αCO values as low as the Galactic value, even at low metallicity.
Conclusions. We identify the clumpiness of molecular gas as a key parameter for understanding variations of geometry-sensitive quan-
tities, such as αCO. This new modeling framework enables the derivation of constraints on the internal cloud distribution of unresolved
galaxies, based solely on their integrated spectra.
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1. Introduction

Quantifying the total amount of molecular gas hosted within
a galaxy is an important step to understand how stars form
in different environments. The presence of cold molecular gas
is thought to be a necessary element with respect to fueling
the formation of new stars through the fragmentation of dense
molecular clouds (e.g., Chevance et al. 2023). Its direct detection
is complicated by the fact that H2 has no electric dipole moment.
While rovibrational H2 emission can be detected in the infrared,
the latter only traces a warm (E/k ≳ 510 K, Roueff et al. 2019)
H2 component, rather than the total H2 mass. As an alternative,
CO emission has been extensively used to probe the colder H2
component in large samples of local galaxies with instruments

such as IRAM, APEX (e.g., HERACLES; Leroy et al. 2009,
xCOLD gas survey; Saintonge et al. 2017, Montoya Arroyave
et al. 2023), and ALMA (e.g. ALMA-PHANGS, Leroy et al.
2021), in systems at intermediate redshift (z < 1, e.g., Freundlich
et al. 2019), and up to redshifts of ∼6 (e.g., Ginolfi et al. 2017;
Boogaard et al. 2023).

Nevertheless, converting the CO emission into estimates of
the total molecular gas masses is not straightforward. A first
complication comes from the fact that the CO-to-H2 conver-
sion factor (hereafter, αCO in pc−2(K km s−1)−1) is sensitive to
internal variations of the physical properties of the interstel-
lar medium (ISM), rendering the interpretation of an averaged
galactic value difficult. At galactic scales, the αCO conversion
factor can be derived as a statistical average for the populations
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of CO-emitting clouds, assuming, in particular, that they are viri-
alized and not overlapping (e.g., Dickman et al. 1986; Bolatto
et al. 2013, hereafter B13). Nevertheless, important cloud-to-
cloud variations are expected within the ISM of galaxies (e.g.,
Sun et al. 2020, 2022), making the αCO values particularly
sensitive to the spatial variations within galaxies.

In particular, radial gradients of αCO have been observed
in local spiral galaxies (e.g., Teng et al. 2022; den Brok et al.
2023) with lower conversion factors derived in galactic cen-
ters (e.g., Sandstrom et al. 2013). Environmental effects may
also impact star formation mechanisms, leading to dependencies
of the αCO values on global galactic parameters (e.g., Accurso
et al. 2017). In particular, both the metallicity and dust con-
tent of galaxies strongly impact the αCO values (e.g. Glover
& Mac Low 2011; Schruba et al. 2012; Bolatto et al. 2013;
Genzel et al. 2015; Amorín et al. 2016; Accurso et al. 2017;
Tacconi et al. 2018; Madden et al. 2020). Recently, Hirashita
(2023) suggested that the αCO conversion factor may be sen-
sitive not only to the dust-to-gas mass ratio but also to the
size distribution of dust grains, which impacts the formation
and destruction pathways of both H2 and CO molecules. In
low-metallicity and dust-poor galaxies, the radiation field may
penetrate deep into the molecular cloud envelopes and photodis-
sociate CO molecules, while H2 may remain self-shielded. As
a result, large amounts of “CO-dark” (e.g., Wolfire et al. 2010)
H2 gas, invisible in CO, have been reported in low-metallicity
galaxies (e.g., Poglitsch et al. 1995; Madden et al. 1997, 2020;
Schruba et al. 2012, 2017; Amorín et al. 2016; Cormier et al.
2014).

Several methods have been explored to recover the fraction
of molecular gas hidden in this CO-dark gas component. Direct
detections of high-rotational level H2 in the mid-IR can be used
to infer the warm and total H2 masses, based on assumptions
related to the distribution of H2 rotational temperatures (Togi &
Smith 2016). This method is especially promising in the con-
text of JWST, which enables new detections of mid-IR H2 lines
with an unprecedented sensitivity (e.g., Hernandez et al. 2023).
At low metallicities, however, direct H2 detection remains chal-
lenging and alternative methods relying on indirect CO-dark gas
tracers are needed. While Galactic studies can rely on numer-
ous indirect tracers, including, for example, γ-ray emission (e.g.,
Grenier et al. 2005; Ackermann et al. 2012; Remy et al. 2018;
Hayashi et al. 2019) or molecular absorption lines (e.g., Liszt
& Lucas 1996; Lucas & Liszt 1996; Allen et al. 2015; Nguyen
et al. 2018), studies of external galaxies must rely on the direct
emission of luminous tracers associated with H2 reservoirs. In
particular, the dust continuum has been classically used to esti-
mate the total H2 mass in massive galaxies (e.g., Magnelli et al.
2012; Sandstrom et al. 2013; Genzel et al. 2015; Tacconi et al.
2018; Zavala et al. 2022), as well as in the small Local Group
spiral galaxy M33 (Z ∼ Z⊙; e.g., Braine et al. 2010; Gratier et al.
2017) and in the SMC (Tokuda et al. 2021).

The [C II]158µm emission line also provides a widely used
proxy of the molecular gas content (e.g., Zanella et al. 2018;
Béthermin et al. 2020; Dessauges-Zavadsky et al. 2020), includ-
ing in dwarf galaxies (e.g., Jameson et al. 2018; Madden et al.
2020) and a potentially promising proxy for high-redshift stud-
ies (e.g., Vizgan et al. 2022). More recently, the [C I] emission
line has also been identified as a potential tracer of the molecu-
lar gas (e.g., Jiao et al. 2019; Crocker et al. 2019; Madden et al.
2020; Dunne et al. 2021, 2022), although its detection remains
relatively more challenging.

A proper calibration of the αCO conversion factor, accounting
for the CO-dark component, is crucial for solving long-standing

debates regarding star formation mechanisms in low-metallicity
environments. Among other aspects, the lack of H2 and CO
emission in star-forming low-metallicity galaxies (e.g., Tacconi
& Young 1987; Taylor et al. 1998; Cormier et al. 2014, 2017;
Leroy et al. 2007) could indicate unusually high star formation
efficiencies at low metallicity (e.g., Turner et al. 2015). Alterna-
tive scenarios include the existence of mechanisms preventing
the formation of H2 molecules, particularly due to the smaller
amount of dust grains on which H2 form or their disruption in
the aftermath of star formation. It also could possibly serve as
evidence for the existence of star-formation pathways directly
in the neutral atomic gas (e.g., Glover & Clark 2012a,b), with
important implications for star formation at high-redshift.

While primordial galaxies remain beyond the reach of cur-
rent CO-observing facilities, local low-metallicity dwarf galax-
ies with CO measurements are ideal for investigating those
questions. In Madden et al. (2020, hereafter M20), we analyzed
a sample of nearby star forming low-metallicity galaxies from
the Dwarf Galaxy Survey (DGS; Madden et al. 2013). Using the
wealth of available infrared spectral tracers to constrain radiative
transfer models, we inferred the total H2 mass in each galaxy
of this sample. Our results suggest that most of their molecular
mass may reside in CO-dark layers. Accounting for this CO-
dark component, M20 reported that these dwarf galaxies fall
back on the Kennicutt–Schmidt (KS) relation that links star for-
mation rates (SFR) and stellar masses, from which they were
significantly offset when accounting only for the CO-visible
H2 mass.

While radiative transfer models, such as those used in M20
enable a deeper understanding of the underlying physics of
the ISM than empirical studies, they rely on strong modeling
assumptions. In particular, the Cloudy models used in M20
assumed a simple geometry, with the emission arising from the
neutral ISM (atomic and molecular phase) matched by a single
component (single metallicity and single ionizing source). This
simplification of the actual complexity of the multiphase ISM
was necessary to keep a reasonably low number of free param-
eters and to use the CO emission as a direct constraint on the
visual extinction of molecular clouds (AV ). Nevertheless, it pre-
vented the performance of a fully consistent optimization of the
free parameters, since AV was manually adjusted a posteriori
to match the observed CO emission. Under those assumptions,
M20 found a strong anti-correlation of AV with the [C II]/CO
emission line ratio and an anti-correlation between αCO and AV .
Because visual extinction is (by design) correlated with the gas-
phase metallicity in single component models, the latter results
also imply an anti-correlation of the αCO with metallicity. M20
reported a negative slope of the αCO versus the metallicity rela-
tion, with a narrow dispersion (<0.32 dex) of the DGS galaxies
around it.

In the current study, we explore a more realistic set-up by
relaxing the geometrical constraints imposed in M20. We use a
new modeling framework, enabling the combination of multi-
ple ISM components. This “topological” representation follows
that introduced in Péquignot (2008) and extensively applied
to galaxies, including those drawn from the DGS (Cormier
et al. 2012, 2019; Polles et al. 2019; Lebouteiller et al. 2017).
Those models require the simultaneous determination of numer-
ous free parameters, which is difficult to robustly achieve with
frequentist methods such as an χ2 minimization. This dif-
ficulty was leveraged by the development of MULTIGRIS1

(Lebouteiller & Ramambason 2022a), which provides a new

1 https://gitlab.com/multigris/mgris
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framework for model combination based on Bayesian statistics.
While this new tool has successfully allowed for the modeling of
the ionized and neutral ISM of the DGS galaxies with unprece-
dentedly detailed models (up to four components; Lebouteiller &
Ramambason 2022b; Ramambason et al. 2022), this represen-
tation can still be improved. In particular, the use of statistical
distributions to parameterize the combination of numerous com-
ponents has been introduced in several recent studies to describe
the hydrogen density and ionization parameter (Richardson et al.
2014, 2016, 2019), as well as the visual extinction (Bisbas et al.
2021) of clouds distributed within the ISM. These distribution
functions provide a different representation, closer to what is
predicted by simulations of a gravoturbulent star-forming ISM
(e.g., Offner et al. 2014; Burkhart 2018; Burkhart & Mocz 2019;
Appel et al. 2023) and observed in the nearby universe (e.g.,
Brunt 2015; Lombardi et al. 2015)

The work presented here uses the new ISM modeling frame-
work from MULTIGRIS to revisit the M20 results, assuming a
more complex geometry. The data used in this analysis, includ-
ing updated CO measurements, is presented in Sect. 2. In Sect.
3, we describe the different architectures of models (single and
multi-component). We compare their results to previous models
from M20 and motivate the choice of an optimal architecture in
Sect. 4. We then focus on the results obtained using the power
law models in Sect. 5. The physical interpretations, caveats, and
possible improvements of our study are discussed in Sect. 6. Our
main findings are summarized in Sect. 7.

2. Data

2.1. Sample

Our sample is drawn from the DGS survey (Madden et al. 2013)
which gathers observations of 50 nearby (0.5–191 Mpc) star-
forming dwarf galaxies. This sample spans a large range of
physical conditions and in particular a wide range of sub-solar2

metallicities from 12 + log(O/H) = 7.14 (∼1/35 Z⊙) up to 8.43
(∼1/2 Z⊙). This sample has been observed both in the far-infrared
and submillimeter domains with the Herschel Space Telescope,
as well as in the mid-infrared (MIR) domain with the Spitzer
observatory. The wealth of emission lines arising from the dif-
ferent phases of the ISM makes it an ideal sample to constrain in
detail the ISM structure. We restricted our sample to 18 compact
galaxies for which either a detection or an upper limit in CO was
available for the whole galaxy. We excluded galaxies for which
only partial regions were observed.

In Table 1, we list the CO(1–0) measurements and upper
limits taken from the literature, with their associated uncer-
tainties. This table is based on that used in M20 but includes
updated measurements and their reported uncertainties. Most
measurements are expressed in K km s−1 and are reported with
the instrumental beam θ, expressed in arcseconds. We also report
the CO conversion to integrated flux in W m−2 based on Solomon
et al. (1997), assuming that the angular size of the source was
negligible compared to the telescope beam: ΩS << Ω b. Hence,
we approximate the solid angle of the source convolved with the
telescope beam ΩS∗b ≈ Ωb ≈ θ

2, with θ the full width at half
maximum of the telescope beam in arcsecs.

This assumption is equivalent to fixing arbitrarily the size of
the source, which is unknown. It introduces uncertainties linked

2 We use the values from Asplund et al. (2009) as solar references with
the total mass fraction of metals Z⊙ = 0.0134 and the oxygen abundance
(O/H)⊙ = 4.9 × 10−4; i.e., 12 + log(O/H)⊙ = 8.69.

Table 1. Integrated CO(1–0) measurements in the DGS galaxies.

# Galaxy θ(′′) K km s−1 10−20 ×W m−2 Ref.

1 Haro 2 55 1.13± 0.26 14.25± 3.28 (1)
2 Haro 3 22 3.07± 0.29 6.19± 0.58 (2)
3 Haro 11 – – 1.32± 0.04 (3)
4 He2 10 55 4.85± 0.24 61.18± 3.03 (5)
5 II Zw 40 45 0.46± 0.10 3.88± 0.84 (6)
6 I Zw 18 – – 0.0018± 0.0005 (7)
7 Mrk 209 45 0.45± 0.10 3.80± 0.84 (6)
8 Mrk 930 22 0.14± 0.07 0.28± 0.14 (1)
9 Mrk 1089 22 1.53± 0.30 3.10± 0.61 (4)
10 NGC 1569 55 0.69± 0.10 8.64± 1.31 (8)
11 NGC 1140 22 1.00± 0.13 2.01± 0.26 (2)
12 NGC 1705 – – 0.43± 0.21(∗) (9)
13 NGC 5253 – – 3.72± 0.37(∗) (9)
14 NGC 625 30 2.05± 0.63 7.69± 2.36 (4)
15 SBS 0335 1 ≤2.63 ≤0.01 (10)
16 UM 448 22 1.04± 0.22 2.09± 0.44 (2)
17 UM 461 55 ≤0.78 ≤9.84 (11)
18 VII Zw 403 55 ≤0.99 ≤12.49 (12)

Notes. When available, we report the corresponding beam size θ used
in the conversion from K km s−1 to W m−2. Most measurements corre-
spond to CO(1–0) direct detections, except for I Zw 18 and SBS 0335-
52. The uncertainties and upper limits are reported at 3σ, unless stated
otherwise. (∗) We consider a 50% uncertainty for NGC 1705 to account
for the discrepancy between the two values reported for 7-m and 12-m
integrated fluxes. For NGC 5253, we adopt a 10% uncertainty.
References. (1) Thronson & Bally (1987), (2) Hunt et al. (2015), (3)
Gao et al. (2022), (4) Cormier et al. (2014), (5) Kobulnicky et al. (1995),
(6) Young et al. (1995), (7) Conversion based on CO(2–1); Zhou et al.
(2021), (8) Greve et al. (1996), (9) Hunt et al. (2023), (10) Conversion
based on CO(3–2); Hunt et al. (2014), (11) Sage et al. (1992), (12) Leroy
et al. (2005).

to the potential presence of CO emission outside the beam,
which could lead to an underestimation of the molecular gas
masses. Most importantly, Cormier et al. (2014) have stressed
that this uncertainty may hamper the comparison between dif-
ferent CO line transitions, corresponding to different beam sizes,
since their ratio is quite sensitive to the choice of beam used
for the reduction. Thus, in the current study, we focus only on
the CO(1–0) line, for which the largest number of detections are
available. We note that transitions of higher energy level (e.g.,
CO(2–1) and CO(3–2)) as well as emission from 13CO have also
been detected in a few galaxies, which we do not include in the
current study. Nevertheless, for the two lowest metallicity galax-
ies in our sample for which no CO(1–0) detection is reported, we
used conversions based on other transitions. For SBS 0335-052,
we used the CO(3–2) detection reported in Hunt et al. (2014)
to estimate CO(1–0) luminosity, assuming an area of 1′′ sub-
tended by the source. For I Zw 18, we use the CO(2–1) detection
reported in Zhou et al. (2021) at 3.5σ significance, which they
used to estimate a CO(1–0) luminosity, assuming an optically
thick and thermalized emission.

Finally, we include the two recent CO(1–0) detections with
the ALMA 12-m array for Haro 11 and NGC 1705, reported in
Gao et al. (2022) and Hunt et al. (2023), respectively. Consid-
ering the new detections (rather than the previous upper limits
on CO) lowers the predicted αCO values by a factor of ∼72
for Haro 11 and a factor of ∼6 for NGC 1705. Nevertheless,
the predictions obtained for all the main quantities discussed
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Table 2. IR tracers used as constraints and corresponding ionization
potentials for ionic lines.

Tracers

Molecules CO(1–0)λ2.6 mm
Neutral and ionized [O I]λλ63,145µm
gas tracers [Fe II]λλ17,26µm (7.9 eV),

[Si II]λ35µm (8.2 eV),
[C II]λ158µm (11.3 eV),
Huαλ12µm (13.6 eV),
[N II]λλ122,205µm (14.5 eV),
[Ar II]λ7µm (15.7 eV),
[Fe III]λ23µm (16.2 eV),
[Ne II]λ13µm (21.6 eV),
[S III]λλ19,33µm (23.3 eV),
[Ar III]λλ9,22µm (27.6 eV),
[N III]λ57µm (29.6 eV),
[S IV]λ11µm (34.7 eV),
[O III]λ88µm (35.1 eV),
[Ne III]λ16µm (40.9 eV)
[O IV]λ26µm (54.9 eV),
[Ne V]λλ14,24µm (97.1 eV),

Total IR luminosity LTIR (1–1000µm)

Notes. We report the ionization potentials corresponding to the energy
thresholds required to create the ion producing a given emission line,
either by deexcitation or by recombination.

throughout the paper (emission lines, masses, and conversion
factors) remain compatible with the previous values within error-
bars3. While the exact values of physical parameters are slightly
modified (e.g., up to a factor ∼3 for the predicted H2 masses),
it does not change any of the trends discussed throughout
the paper.

Hunt et al. (2023) also reported another detection obtained
for NGC 1705 with the ACA 7-m array, which is a factor of
two lower. To account for this uncertainty on the integrated flux,
we considered a large σ value of half the ALMA 12-m detec-
tion to have a detection uncertainty of 50% of the total flux.
Two new measurements for NGC 625 and NGC 5253 are also
provided in Hunt et al. (2023). We included the updated mea-
surement for NGC 5253, assuming an uncertainty of 10%, as the
new value differs significantly from the value from Taylor et al.
(1998) that was previously used in M20 (lower by a factor 2.5).
Using the new detection yields an H2 mass that is lower by a fac-
tor 2.2, and a αCO value higher by a factor 1.14. As for Haro 11
and NGC 1705, those variations are smaller than the errorbars
associated with our predictions. The ALMA 12-m integrated
luminosity reported in Hunt et al. (2023) for NGC 625 corre-
sponds to a luminosity of 6.59 × 10−20 W m−2, which is slightly
lower but compatible within errorbars with the measurement
from Cormier et al. (2014) used in the current study.

2.2. Tracers of multi-phase ISM

In Table 2, we list the spectral tracers used as constraints. The
tracers used to constrain the ionized gas and the photodissociated
regions (PDR) are similar to those used in Ramambason et al.
(2022). In addition to those tracers, the current analysis requires
the use of tracers emitted in the molecular gas. As we will discuss

3 Errorbars are defined based on the upper and lower-bounds of the
High Density Probability Interval at 94%.

in Sect. 5.2.1, the choice of tracers associated with molecular
gas is not straightforward, especially in low-metallicity envi-
ronments. In particular, part of the H2 may form in the PDR
due to the self-shielding of H2 molecules. Hence, PDR tracers
are particularly useful to estimate the total amount of molecular
gas mass. When available, we include the following tracers that
partly or totally emit in the PDRs: [O I], [Fe II], [Si II], and [C II].

As opposed to Ramambason et al. (2022), we do not include
the H2 rovibrational lines as constraints, which consist mostly of
upper limits, and use CO(1–0) instead. This exclusion is moti-
vated by the coarse radial depth sampling in our models (see
Sect. 3.1.2), which does not capture the sharp transition in the H2
cumulative emission. As shown in Fig. A.1, the emission of H2
may sharply increase before the H/H2 transition (defined in terms
of fractional abundances). Because this transition is not well
captured, this creates an abrupt jump in our predictions, with
models stopping at the ionization front predicting no H2 emis-
sion, while all models stopping after the ionization front predict
substantial H2 emission. As a result, our model predictions can
only match the H2 upper limits with models that are completely
deprived of molecular gas and PDR. Nevertheless, we checked
a posteriori how the predicted H2 luminosities compare with the
H2 detections and upper limits, as shown in Fig. A.2. We find
that H2 S(0) and H2 S(1) upper limits are systematically over-
predicted by our models, while this issue is somehow mitigated
for the H2 detections. We find that our predictions agree within
0.5 dex with all the H2 detections, despite slight overpredictions
of H2 S(0) and H2 S(1). The coarse radial sampling does not
affect CO predicted emission, which has a smoother radial pro-
file and probes a colder molecular gas reservoir, at larger AV (see
Fig. A.1). This motivates the choice of our sample, described
in Sect. 2.1, for which CO(1–0) measurements or upper limits
are available.

3. Modeling framework

3.1. SFGX grid

3.1.1. Overview

The individual models or “components” used in this study are
drawn from the “Star-Forming Galaxies with X-ray sources”
(SFGX) grid of models presented in Ramambason et al. (2022),
tailored to study star-forming low-metallicity dwarf galaxies.
This grid consists of spherical models computed with the pho-
toionization and photodissociation code Cloudy v17.02 (Ferland
et al. 2017) and spans a large metallicity range going from
∼1/100 Z⊙ to 2 Z⊙. Eight parameters were varied, associated
with the physical properties of the radiation sources (the stellar
luminosity, age of the stellar burst, X-ray luminosity, and temper-
ature of the X-ray source assumed to be a multicolor blackbody)
and the gas (metallicity, density at the illuminated edge, n, and
ionization parameter, U, at the illuminated edge). The ionization
parameter at the illuminated edge is defined as follows:

U(Rin) =
Q(H0)

4πn0cR2
in

, (1)

where Q(H0) is the number of ionizing photons emitted per sec-
ond, and n0 is the density at the illuminated edge, located at the
inner radius Rin.

The SFGX grid has since been updated from the previous
version used in Ramambason et al. (2022), with the addition
of the dust-to-gas mass ratio (Zdust) as a free parameter (further
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Fig. 1. Cumulative emission lines profiles of some chosen tracers as
a function of the visual extinction AV , for two models drawn from
the SFGX grid. Both models are computed with a density at the illu-
minated edge of 100 cm−2, an ionization parameter at the illuminated
edge U = 10−2, an instantaneous stellar burst of 3 Myr computed with
BPASS stellar atmospheres (Eldridge et al. 2017), and no X-ray source.
The top row shows a solar metallicity model, while the bottom row
shows a model with Z = 1/10 Z⊙ and Zdust = 1/155 Zdust,⊙, following the
prescription from Sect. 3.1.4. The shaded areas mark the location of the
PDR (light gray) and molecular zone (dark gray). The vertical dashed
lines show the cuts considered for each model. We note that the C/CO
transition is not visible in the first panel since it occurs after AV = 10.

described in Sect. 3.1.4). This additional free parameter increases
the size of the grid by a factor of 3, leading to a total number
of 96 000 Cloudy models covering nine free parameters. Each
model is then cut into 17 sub-models stopping at different depths
in the cloud, controlled by the “cut” parameter, following a pro-
cedure described in Sect. 3.1.2. These submodels allow us to
account for “naked” H II regions that are either density-bounded
or radiation-bounded and not associated with any neutral gas, as
well as for embedded regions, associated with a layer of neutral
gas, with varying thickness controlled by its cut. In the follow-
ing section, we provide an overview of the characteristics of the
SFGX grid which matters the most in the present study, includ-
ing this cut parameter. We refer to Ramambason et al. (2022)
for a complete description of the models. We now briefly recall
the characteristics of three key parameters in the current study:
radial density profile of Cloudy models, depth sampling, and
dust-to-gas mass ratio.

3.1.2. Radial sampling

All models are computed until they reach either an AV of 10 or
their electron temperature drops to 10 K4. Each initial Cloudy
model is used to create 17 sub-models stopping at different
AV controlled by the “cut” parameter, shown in Figs. 1 and
2. The transitions are defined in using the relative abundances
of hydrogen (x(H+), x(H), and x(H2)) and carbon (x(C) and
x(CO)), where x is the fractional abundance, normalized by

4 This second stopping condition ensures that low-metallicity models
with little dust converge, even if their maximum AV remains below 10.

Fig. 2. Density and temperature radial profiles for the two models
described in Fig. 1.

the total abundance of a given element. The original model
is successively cut at the inner radius (cut=0), ionization front
(cut=1; x(H+)=x(H)), H2 dissociation front (cut=2; x(H)=x(H2)),
CO dissociation front (cut=3; x(C)=x(CO)), and outer radius
(cut=4).

To sample the different phases (H II region, PDR, CO-dark
H2 gas, and CO-bright H2 gas) defined by those cuts, three addi-
tional cuts are added between each integer i (cut=i+0.25, i+0.5,
i+0.75), equally spaced in AV between cut=i and cut=i+1. We
note that stopping the model at a given cut and truncating it a
posteriori is not strictly equivalent but results in minor variations
of the emission, in the case of spherical models in which gas is
only illuminated from one single side. Figure 1 illustrates the
sampling in depth for two models drawn for the SFGX grid and
the cumulative emission of some key tracers used to constrain
the depth of a given component (see Sect. 2.2).

3.1.3. Radial density profile

The initial hydrogen density, corresponding to the illuminated
edge of the models, is varied from 1 cm−3 to 104 cm−3. To consis-
tently describe the density profile throughout the H II region, the
PDR, and the molecular gas, we adopt the same density law as
in Cormier et al. (2019), in which the hydrogen density is nearly
constant in the H II region and scales with the total hydrogen
column density above 1021 cm−2, as follows:

n(r) = n0 ×

(
1 +

N(H)
1021

)
, (2)

where n0 is the hydrogen density at the illuminated edge and
N(H) is the hydrogen column density. This law describes a
smoothly varying density, matching both the density profile
expected in the PDR of confined, dynamically-expanding H II
regions (Hosokawa & Inutsuka 2005, 2006), and in the interior
of turbulent molecular clouds (Wolfire et al. 2010).

As shown in Fig. 2, this prescription results in a smooth
increase of density throughout the PDR and molecular zone, as
opposed to the sharp variations expected, for instance, in the case
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of constant pressure models (see discussion in Cormier et al.
2019). Although this prescription is fixed in our grid, the result-
ing geometry of the models depends on other parameters such as
the metallicity, ionization parameter, or the hardness of the radia-
tion field. In particular, the depth of the PDR is strongly affected
by the metallicity. In models with low metal and dust content,
photons can propagate deeper and produce a thicker PDR than
in solar-like metallicity models, as shown in Fig. 2.

3.1.4. Dust-to-gas mass ratio

Dust is included in our Cloudy models following the prescription
described in Ramambason et al. (2022). The radial variation of
the dust abundance follows that of the hydrogen density, while
the total dust mass is set by assuming a metallicity-dependent
dust-to-gas mass (Zdust). We consider three dust-to-gas mass ratio
values per metallicity bin, by sampling the Zdust vs. metallicity
relation derived in Galliano et al. (2021). This calibration relies
on the spectral fitting of the infrared continuum for a large sam-
ple of DustPedia (Davies et al. 2017) and DGS galaxies, which
includes our sample. They provide analytical fits corresponding
to median, upper and lower values of the envelope encompassing
95% of the galaxies used in their analysis. These prescriptions
allow us to explore the potential effects of Zdust variations on our
predicted quantities, while restricting the exploration to plausi-
ble values of Zdust (within the 95% envelope) for each metallicity
bin. We note that this prescription is more refined than the free
power-law fit previously derived in Rémy-Ruyer et al. (2013),
although compatible. Specifically, Rémy-Ruyer et al. (2013)
predict that Zdust scales with ∼Z−2, when assuming a metallicity-
dependent αCO. For a metallicity of 1/10 Z⊙, the dust-to-gas mass
ratio is scaled by a factor ∼1/100, while the prescription from
Galliano et al. (2021) results in a scaling of ∼1/155. Although our
grid is not designed to investigate in detail the dust composition
and its radial distribution (which are both fixed), it remains flexi-
ble enough to self-consistently reproduce the observed integrated
dust masses of galaxies (see Sect. 4.2).

3.2. MULTIGRIS runs

We applied the Bayesian code MULTIGRIS (Lebouteiller &
Ramambason 2022a) to the sample of galaxies described in
Sect. 2.1. This code enables flexible combinations of “compo-
nents” drawn from a large grid of pre-computed models; here,
this refers to the SFGX grid described in Sect. 3.1.1. The code
architecture, based on the python package PyMC3 (Salvatier
et al. 2016a,b), samples the parameter space assuming a given
likelihood and sampling method, chosen by the user to infer pos-
terior probability distribution functions (PDF) of any parameter.
In the current study, we adopted a multi-Gaussian likelihood
and a Markov chain Monte Carlo (MCMC) sampler, which is
ideally suited to deal with multi-modal distributions (sequen-
tial Monte Carlo sampler, Minson et al. 2013; Ching & Chen
2007). Those choices are motivated and detailed in Lebouteiller
& Ramambason (2022b) and Ramambason et al. (2022).

Specifically, our aim is to infer the posterior PDFs of the
gas masses associated with different phases of the ISM, namely:
M(H+), the total gas mass associated with the ionized reservoir
as traced by H+. M(H0), the total gas mass associated with the
neutral hydrogen reservoir as traced by H0; M(H2), the total gas
mass associated with the molecular gas reservoir as traced by
H2; and Mdust, the total mass of dust.

Those masses are extracted from each individual Cloudy
models considered as “components”, following the procedure

described in Sect. 3.2.1. We also derive those quantities for more
complex architectures that consist of either linear combinations
of a discrete number of components (see Sect. 3.2.2) or are
based on statistical distributions for some key parameters (see
Sect. 3.2.3).

3.2.1. Single component models

For each Cloudy model, the total gas mass, MH,i, associated with
a given hydrogen state (H+, H0, or H2) is computed as follows:M(Hi) = mHi

∫ Rout

Rin

nHi (r)4πr2dr,

nHi (r) = xHi (r)nH(r),
(3)

where mH,i is the mass of the hydrogen ion or molecule (H+,
H0, or H2) used as tracer, nH,i is the density of this tracer, xH,i is
the relative abundance of the tracer with respect to total hydro-
gen, nH is the density of total hydrogen, r is the radius varying
between the inner (Rin) and outer (Rout) radius, and 4πr2dr is the
volume of shell of gas between the radius r and r + dr.

We derived an estimate of the total dust mass based on the
dust-to-gas mass ratio, Zdust, defined in Sect. 3.1.4. The total dust
mass is defined by:

Mdust ≈ Zdust ×
1

1 − Y⊙
× (M(H+) + M(H0) + M(H2)), (4)

where Zdust is the dust-to-gas mass ratio, Y⊙ is the Galactic mass
fraction of Helium, and M(H+), M(H0), and M(H2) are defined
by Eq. (3). In the rest of the paper, we adopt Y⊙ = 0.270 (Asplund
et al. 2009), leading to a corrective factor for the helium mass of
∼1.36.

The gas mass definition introduced in Eq. (3) relies on the
use of radial abundance profile of hydrogen atoms, under differ-
ent states. This definition is flexible and can easily be adapted
to trace the gas reservoir of ionized, neutral, or molecular gas
associated with other elements (e.g., carbon). We define the gas
reservoir in different phases as the integrated hydrogen mass,
weighted by the fractional abundance of a given tracer as follows:


M(Hi)X j = mHi

∫ Rout

Rin

nX j nHi (r)4πr2dr,

nHi (r) = xHi (r)nH(r),
nX j (r) = xX j (r)nX(r),

(5)

where nX j is the density of the element X in a given ionization
state (or molecular form), j, and xX j is the fractional abundance
of this tracer with respect to the total density of the element X.
By design, we note that

∑
j xX j = 1. We applied this formula to

derive the mass of H2 in the different carbon phases: M(H2)C+ ,
M(H2)C, and M(H2)CO.

3.2.2. A few independent components

We define a multi-component architecture as a linear combi-
nation of components, using a mixing-weight. Those models
represent a galaxy as a mix of N different gas components,
associated with independent sets of gas parameters (U, n, cut,
and the mixing-weight; 4N free parameters), sharing similar
chemical properties (described by two parameters; the gas-phase
metallicity and dust-to-gas mass ratio) and illuminated by the
same radiation field (i.e., a single representative cluster of stars,
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described by four free parameters: the stellar age, the total cluster
luminosity, the luminosity, and temperature of a potential X-ray
source). The number of free parameters for such models, includ-
ing the mixing-weights, is thus 4N + 6, where N is the number
of gas components. We refer to Ramambason et al. (2022) for
further details, in which a larger sample of DGS galaxies was
modeled with architectures combining up to three components.

We define multi-component models by computing linear
combinations for the extensive quantities of linear components,
in particular, the integrated luminosities and gas masses. To first
order, we assume that the gas masses scale linearly with the
observed luminosity. In other words, our multi-component mod-
els can be considered as luminosity-weighted combination of gas
components. We computed the total masses (i.e., M(H2), M(H I),
M(H II), and Mdust), and the H2 masses in different carbon phases
(i.e., M(H2)C+, M(H2)C, and M(H2)CO) as linear combinations of
the masses of each component, such that:

Mmulti =

Ncomp∑
i=1

wiMi, (6)

where wi is the mixing-weight and Mi the predicted mass associ-
ated with a specific ISM phase, for the ith component. The same
formula is applied to derive the combined total luminosity of a
given line.

As shown in Ramambason et al. (2022), multi-component
models with one to three components enable a simultaneous
reproduction of most of the emission lines arising from the H II
regions and PDRs in the DGS. Nevertheless, the tailored model
developed for I Zw 18 in Lebouteiller & Ramambason (2022b),
which includes additional tracers of the molecular gas (e.g., CO),
has required the addition of a fourth component, corresponding
to a component that is deep enough to reach the denser molec-
ular phase in which CO is emitted, associated with a relatively
small mixing-weight. Thus, in the current study, we follow a sim-
ilar approach and consider models with up to four independent
components.

We use the same selection criterion as in Ramambason et al.
(2022) to select the optimal number of components and keep
only the best configuration, according to the marginal likeli-
hood metric. The values for the relative marginal likelihoods
and the number of components chosen in the best configura-
tion are reported in Table A.1. We note that models that have the
largest number of components do not necessarily perform better
in terms of marginal likelihood. This comes from the fact that
numerous free parameters (e.g., 4 × 4 + 6 = 22 free parameters
for a four-component model) penalize models when not enough
constraints are available. To solve this issue, in the following sec-
tion, we present another architecture allowing for a combination
of large numbers of components, while keeping a relatively low
number of free parameters.

3.2.3. Statistical distributions of components

While it is possible (in theory) to apply the linear combination
described in Sect. 3.2.2 to a large (>4) number of components,
the resulting models are associated with lower marginal like-
lihoods, reflecting the fact that the solution is diluted in an
increasingly large parameter space. Instead, we generalize the
combination of models by combining components drawn from
statistical distributions defined analytically.

A first simple approach is to describe the key parameters of
our models using power-law distributions. This approach was

Table 3. Distribution of parameters adopted in the broken power-law
configuration.

Parameters Statistical distribution (1)

n ϕn ∝ nαn ; [nmin, nmax]

U ϕU ∝ UαU ; [Umin, Umax]

Cut ϕcut ∝ cutαcut,1 ; [cutmin, cutIF]
ϕcut ∝ cutαcut,2 ; [cutIF, cutmax]

Random variables Priors (2)

αn N(µ=–1.5, σ=2)
log nmin N(µ=0, σ=1)
log nmax N(µ=4, σ=1)
αU N(µ=–1.5, σ=2)
log Umin N(µ=–4, σ=1)
log Umax N(µ=0, σ=1)
αcut,1 N(µ=0, σ=2)
αcut,2 N(µ=0, σ=2)
cutmin N(µ=0, σ=1)
cutmax N(µ=2, σ=1)

Notes. (1) ϕX is the statistical distribution assumed for parameter X.
(2) N(µ, σ) is a Normal distribution with mean µ and full-width half
maximum σ.

inspired by the locally optimally emitting cloud model (LOC;
Baldwin et al. 1995), previously used to reproduce emission lines
from the narrow line region in quasars and star-forming galaxies
(Ferguson et al. 1997; Richardson et al. 2014, 2016). The lat-
ter models consider power laws to describe the distributions of
density and radiation field of H II regions, allowing for the rep-
resentation of the integrated emission of a population of clouds
with various densities, distributed at various distances from an
ionizing source. In the current study, we used the ionization
parameter, U, as a proxy for the strength of the radiation field
and consider an additional power law describing the depth of
each component (via the cut parameter, described in Sect. 3.1.2).
This is in essence similar to the approach based on AV -PDF used,
for instance, in Bisbas et al. (2019, 2023), albeit here with differ-
ent choices for the prior distributions, which we further discuss
in Sect. 6.2.2.

As detailed in Table 3, we use power-law distributions to
describe the three main gas parameters of our models: (1) the
hydrogen density n (defined at the illuminated edge of H II
regions); (2) the radiation field (through the ionization param-
eter U of H II regions); and (3) the depth of each component
(through the cut parameter).

This method allows us to integrate over a power-law distri-
bution defined by three free parameters: a slope, a lower-bound,
and an upper-bound. The prior distributions set for those param-
eters are relatively weak and defined as normal distributions,
centered on a value µ with a relatively large σ. For the “cut”
parameter, we consider a broken power-law, allowing for differ-
ent slopes in the ionized gas (below cutIF = 1, corresponding
to the ionizing front) and in the neutral gas (above cutIF = 1),
thus parametrized by four free parameters instead of three. This
results in a total of 3× 2+ 4 = 10 free parameters controlling the
power-law distributions for U, n, and cut.
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In practice, power-law distributions could also be considered
for other parameters in our models. In the current study, we focus
primarily on the gas parameters, and consider a single set of
stellar and X-ray source parameters. This setting corresponds
to several gas components illuminated by a single population
of stars, and can be considered as a generalization of the mod-
els with few components organized around a central cluster,
described in Sect. 3.2.2. We also assume that no strong metallic-
ity gradients are present in our sample, which is compatible with
observations of dwarf galaxies (e.g., Lagos & Papaderos 2013).
We hence use a single free value for the other six parameters
of the SFGX grid: the metallicity, stellar age, cluster luminosity,
dust-to-gas mass ratio, luminosity, and temperature of a potential
X-ray source.

In total, those new models account for 10 + 6 = 16 free
parameters, less than the 18 parameters necessary to com-
bine three discrete components. Nevertheless, the integration
of the power laws effectively performs the linear combination
of numerous components, the exact number of which depends
on the sampling of the initial grid and varies with the bound-
aries of the power laws, from a few tens to a few hundreds of
components. Even with the coarse sampling of the SFGX grid,
with five bins for density and ionization parameter and 17 cuts,
the maximum number of components combined using statisti-
cal distributions can reach up to 425, when the lower and upper
boundaries correspond to the minima and maxima of the grid.

In practice, the integrals over the statistical distributions
are calculated on-the-fly during the MCMC sampling process
(avoiding the storage of a large precomputed grid, with prede-
fined mixing-weights) using the following formula for each mass
(and line luminosity):

Mpower−law =
∑

θ<[U,n,cut]

Umax∑
Umin

nmax∑
nmin

cutmax∑
cutmin

M(θ, x, y, z)

×Φ(x, y, z)dθdxdydz, (7)

where the integration weight function Φ is defined as follows:

Φ = ϕU(x)ϕn(y)ϕcut(z) =
{

xαUyαn zαcut,1 if cut < cutIF,
xαUyαn zαcut,2 if cut > cutIF,

(8)

where x ∈ [Umin,Umax], x ∈ [nmin, nmax], and z ∈ [cutmin, cutmax].
Because the masses are stored in log10, the weighting func-

tion can be re-expressed as follows:

10log Mpower−law =
∑

θ<[U,n,cut]

Umax∑
Umin

nmax∑
nmin

cutmax∑
cutmin

10log M(log θ,X,Y,Z)+Ψ(X,Y,Z)

dθdXdYdZ (9)

with X = log x, Y = log y, Z = log z, dx = xdX, dy = ydY , dz =
zdZ, and Ψ defined as follows:

Ψ(X,Y,Z) = logΦ(x, y, z) + log x + log y + log z
= (αU + 1)X + (αn + 1)Y + (αcut + 1)Z, (10)

4. Comparing model architectures

4.1. Overview

We now compare the results obtained assuming three differ-
ent architectures using: single component models (see Sect.

3.2.1), multi-component models with a few (1–4) indepen-
dent components (see Sect. 3.2.2), or multi-component models
with statistical distributions (power laws; see Sect. 3.2.3). In
Table A.3, we quantify how well each configuration reproduces
the set of emission lines used as constraints by looking at the
probability P(3σ) that the prediction from the models falls
within 3σ of the observed value, with σ the error on the detec-
tion. We also report the associated posterior predictive p-values
(e.g., Meng 1994), which quantify the goodness of the fit for each
line. Those p-values are calculated by generating replicated data
based on the posterior distributions of parameters and estimat-
ing how much they deviate from the observed data (see, e.g.,
Galliano et al. 2021). This metric is classically used in Bayesian
statistics, and allows us to flag models associated with overfitting
(p-values close to 0) or under fitting (p-values close to 1), for
specific sets of lines. The global P(3σ) and p-values, averaged
for all lines, are reasonably good for all architectures. Specifi-
cally, the predicted line fluxes agree with the observations at 3σ
for at least 66% of the draws for single component models and
71% of the draws for multi-component models (few components
and statistical distributions). This indicates that, on average, they
all well reproduce most of the constraints. The subset of PDR
lines is more difficult to reproduce in some galaxies, and the
P(3σ) values are globally lower, although most values remain
above ∼50% (except for a few galaxies, flagged in Table A.3).
We note models that well reproduce the observed emission lines
do not necessarily correspond to realistic gas structures. How-
ever, using increasingly more complex architectures allows us to
derive predictions using models that are, a priori, closer to the
actual geometry of the ISM.

We now compare the different gas mass distributions
obtained with each configuration and motivate the choice of the
best configuration. As a first sanity check, we extract the inte-
grated gas masses associated with the H+, H0, H2, and dust
reservoirs in our sample (see Sect. 2.1). The histograms obtained
for the whole sample are provided in Fig. 3. We note that all
architectures (single component, multi-component with one to
four components, and multi-component with power-law distri-
butions) predict integrated masses globally in good agreement
with each other and that all models are dominated by H0 and H2
gas reservoirs. We find that the M(H II)/M(H I) mass ratios are
below 7% regardless of the architecture we consider. Whether
H2 or H I gas reservoir dominates the total gas mass varies
from galaxy to galaxy and depend on the architecture. Single-
component models predict that H2 mass may dominate in 4 out
of 18 galaxies (Haro 2, Haro 11, He 2–10, and Mrk 1089) with
the M(H2)/M(H I) mass ratios between 0.001 and 13.6. Increas-
ing the number of components leads to more H I-dominated
galaxies; with multi-component models, we find only one H2-
dominated galaxy (He 2–10) and M(H2)/M(H I) mass ratios
between 0.006 and 7. With the power-law distributions, all the
galaxies in our sample are predicted to be H I-dominated, with
M(H2)/M(H I) between 5% and 66%.

4.2. Atomic hydrogen and dust reservoirs

We then compare the predicted H0 and dust masses (respec-
tively M(H I) and Mdust) with previous measurements. The dust
measurements were derived in Rémy-Ruyer et al. (2015) using
a phenomenological dust spectral energy distribution (SED)
model, accounting for starlight intensity mixing in the ISM, to
interpret the whole IR-to-submillimeter observed SED. Their
models were applied to a large set of photometric bands available
using Herschel, Spitzer, WISE, and 2MASS, when available.

A14, page 8 of 23



Ramambason, L., et al.: A&A, 681, A14 (2024)

0

2500

C
ou

nt 4.2 5.56.4 7.8 9.9 4.2 5.8 7.18.2 9.9 4.4 5.8 7.2 8.6 9.9

M(HII)

0

2500

C
ou

nt 4.8 7.18.19.1 11.1 5.2 7.4 8.6 9.8 11.2 5.9 7.4 8.6 9.9 11.2

M(HI)

0

2500

C
ou

nt 2.0 3.6 5.7 6.8 8.8 2.4 3.8 5.9 7.2 8.9 2.6 3.9 5.7 7.5 8.8

Mdust

0 5 10
log [M ] - Single component

0

2500

C
ou

nt 5.5 8.3 9.4 10.7

0 5 10
log [M ] - Multicomponent

0.4 6.5 8.2 9.4 10.7

0 5 10
log [M ] - Power-laws

2.3 6.6 8.2 9.4 10.7

M(H2)

Fig. 3. Comparison of the H II, H I, and H2 masses for different architectures. The histograms are built using the MCMC draws for the whole
sample. The vertical lines show the minima and maxima of the distributions (dashed lines), the quantiles at 15% and 85% (plain black lines), and
the median value (plain red line).

For the measured H I masses, we use the data reported in
Rémy-Ruyer et al. (2014) based on estimates using the H I 21 cm
line (see references therein). The latter H I masses were cor-
rected to match the dust photometric aperture. We note that we
used spectroscopic data from Herschel and Spitzer, integrated
on the full instrumental apertures (Cormier et al. 2015), while
the photometric data was extracted using specific apertures (see
Rémy-Ruyer et al. 2013). Nevertheless, assuming that most of the
line emission arises from the galactic body emitting dust tracers,
we expect the dust masses we derive to be comparable with those
previous measurements.

In Fig. 4, we show that for all architectures, the predicted dust
and H I masses are globally in good agreement (within 0.5 dex)
with the measurements. We note that this was not the case in
Ramambason et al. (2022), in which the H I masses were sys-
tematically underpredicted. This underprediction was driven by
the fact that Ramambason et al. (2022) accounted for H2 upper
limits, while the latter upper limits are now excluded. We refer
the reader to Sect. 2.2 for a detailed description of the prob-
lem regarding H2 upper limits, due to the sharp variations of H2
radial profile. We stress, however, that our H2 predictions remain
in good agreement with the detections of H2 (see Fig. A.2) and
that this issue only concerns H2 upper limits.

4.3. Molecular gas reservoirs

4.3.1. Matching the CO emission

In Fig. 5, we plot the predicted CO luminosities versus the mea-
sured values, for all architectures. In single component models,
the emission of CO is underpredicted by a factor larger than three
(0.5 dex) for 6 out of 15 detected galaxies. Multicomponent mod-
els, with one to four components, perform better at reproducing
CO (12 out of 15 detections are well reproduced within 0.5 dex),
but they still underestimate CO (by a factor of more than 3)
in three detected galaxies. The multi-component models based

on power-law distributions are the only models to predict CO
emission in agreement (within 0.5 dex) with the observations,
for all the galaxies of our sample.

This inability of the models with a few (1–4) components to
match CO emission is also illustrated by the P(3σ) values for
CO only, reported in Table A.3. For single component models,
the P(3σ) obtained for CO are low (≤25%) for 7/15 galaxies
detected in CO, and null in 4/15. The P(3σ) obtained using
multi-component models are globally larger, but remain below
25% for 3/15 detections, and null for one galaxy. In other words,
the tracers of the ionized and neutral gas are reproduced at the
expense of CO.

We note that this underestimation of CO lines was not
present in M20, despite their use of a similar single-component
approach, because the CO emission was matched a posteri-
ori by adjusting the depth (AV ) of each model. While such an
adjustment successfully allows for CO matching, it modifies
a posteriori the solution, which may not match anymore the
other ionized gas and PDR tracers. Here, on the other hand, we
consider AV as a free parameter and attempt to fit all lines simul-
taneously during the MCMC sampling. Within our Bayesian
framework, we find that matching all constraints, including CO,
is impossible for models with only a few components. This
result indicates that in some galaxies, the CO emission can only
be matched by models accounting for numerous clouds or gas
components. This is discussed further in Sect. 6.1.

4.3.2. CO-bright versus CO-dark molecular gas

While the global mass distribution associated with H II, H I, and
H2 are not significantly sensitive to the choice of a given con-
figuration (see Fig. 6), the amount of CO-dark versus CO-bright
H2 predicted using different geometries may vary significantly.
Using Eq. (3), we extracted the masses of H2 associated with C+,
C0, and CO. The histograms obtained for the whole sample in
each configuration are provided in Fig. 6. Qualitatively, the total
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Fig. 4. Dust and H I masses predicted by single component (left), multi-component (middle), and power law models (right). The red points mark the
location of robust means and the ellipses the 1σ uncertainty around the main peak, following the skewed uncertainty ellipses formalism described
in Galliano et al. (2021). We report the mean and standard deviation of the Spearman correlation coefficients (ρ) calculated for of the whole sample,
at each of the MCMC steps, represented by the shaded kernel density estimate underlying data points. The dashed lines indicate the 1:1 relation
and the blue shaded area a deviation of 0.5 dex around the latter relation.

Fig. 5. Predicted vs. observed CO emission for single-sector model (left column), multi-sector models (middle column), and power law models
(right column). The shades, symbols, and legends are described in Fig. 4.

H2 masses in our sample are dominated by H2 reservoirs associ-
ated with C+, and to a lesser extent with C0, while the reservoirs
associated with CO are 2–4 orders of magnitude below.

In a more quantitative way, we examine in Fig. 7 the ratios
of the total H2 mass (MH2,total) to CO-bright H2 mass (MH2,CO),
shown as a histogram for the whole sample. On average, we find
that the galaxies in our sample are completely dominated by the

CO-dark H2 masses. The predicted total H2 masses are on aver-
age 100 to 106 times larger than the H2 masses associated with
CO, in all architectures, although larger for single component
models. Specifically, we find median total-to-CO-bright ratios
of 104.5, 103.7, and 103.4 for single component models, multi-
component models, and power law models, respectively. Those
numbers indicate that, on average, nearly 100% of the H2 gas is
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CO-dark in our sample. This is linked to the selection of our sam-
ple, which consists of extremely CO-faint galaxies and galaxies
in which CO is undetected. We find that the predicted fractions of
CO-dark gas are at least of 70%, 37%, and 80% in single compo-
nent models, multi-component models, and power law models,
respectively.

In Fig. 8, we plot the total-to-CO-bright H2 mass ratio as a
function of [C II]/CO for the three architectures. In M20, this
mass ratio was found to tightly correlate with the [C II]/CO.
Similarly, we find a tight correlation of MH2,total/MH2,CO with
[C II]/CO for single component models (left panel). Our
predictions are slightly shifted away from the relation of M20
because CO is underpredicted by single-component models,
as already pointed out in Sect. 4.3.1. The correlation between
MH2,total/MH2,CO and [C II]/CO still holds when a larger num-
ber of components are combined. Nevertheless, we find that
increasing the number of components flattens the relation and
increases its dispersion. Indeed, purely CO-dark components
(corresponding either to diffuse CO-dark reservoirs or CO-dark
clumps) may be included in the models when combining com-
ponents. This is not the case with a single component model
where the CO-dark H2 envelope is always associated with CO-
bright H2 core. Hence, models combining components predict
higher M(H2)total/M(H2)CO at fixed [C II]/CO (i.e., larger content
of CO-dark gas), and a larger spread around the average linear
relation.

5. Results using statistical distributions of the
components

As discussed in Sect. 4.3.1, the architecture using power-law and
broken power-law distributions for the U, n, and cut parameters
performs better at reproducing the CO emission in our sam-
ple. We now focus only on the latter architecture to infer the
integrated molecular gas masses and αCO values.

5.1. Constraints on the power laws and broken power laws

As described in Sect. 3.2.3, we combine components following
power laws (defined by a slope over a given range of values
between a lower and upper bound) for the density and ioniza-
tion parameter and a broken power law (defined by two slopes
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Fig. 8. MH2,total/MH2,CO versus [C II]/CO(1–0) for single component models (left), multi-component models (middle), and power law models
(right). The shades and symbols are described in Fig. 4. The dashed gray lines corresponds to the relation from M20 while the dashed red lines
show the linear regressions fitted to the combined posterior distribution for the entire sample. We indicate the equations of linear regressions fitted
to the 2D-PDF of the whole sample and the associated coefficients of determination R2.
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over two ranges of values separated by a pivot point) for the cut
parameter. We consider relatively weak priors for the slope and
boundaries, defined as normal distributions centered on a value
µ with a relatively large σ. We now examine the means of the
posterior PDFs for the density, ionization parameter, and cut in
our sample.

In Fig. 9, we show the means of the posterior PDFs obtained
for the slopes and boundaries of the distributions for density,
ionization parameter, and cut in each of the individual galaxies.
We note that the power laws controlling the density and ioniza-
tion parameter are parameterized using the values of U and n at
the illuminated face of the clouds, which may differ from the
volume-averaged U and n. In Table A.2, we report the lumi-
nosity weighted-averaged of the corresponding parameters: the
density and the ionization parameter at the illuminated edge of
H II regions, as well as the cuts in the ionized gas (#1) and neutral
gas (#2).

On the left panel of Fig. 9, the mean slopes obtained for the
distribution of density are all negative, meaning that components
with relatively low density dominate the emission with respect to
denser regions. As reported in Table A.2, the averaged densities
in the H II regions are ∼10–100 cm−3, which is close to the typ-
ical values often considered for H II regions in thermodynamic
equilibrium. We note that three galaxies, NGC 1140, NGC 5253,
and UM 448, have mean densities lower than 10 cm−3. We spec-
ulate that the relatively high contribution of low density gas

in those galaxies may be due to a disturbed morphology of
the gas (e.g., ionization cones in NGC 5253; Zastrow et al.
2011, interaction-induced inflow in a merger system for UM 448;
James et al. 2013, complex ionized gas structure associated with
superbubbles and shocked shells in NGC 1140; Westmoquette
et al. 2010). On the other-hand, SBS 0335-052 is associated with
a larger mean density value (∼100 cm−3) than the other galax-
ies and a relatively high lower bound for the density (∼67 cm−3),
which suggests that diffuse regions do not contribute much to
the observed emission in this galaxy. In the middle panel of
Fig. 9, we observe mostly negative medians for the slopes of
the distribution of ionization parameters, meaning that regions
with relatively low ionization parameters may dominate the total
luminosity in most galaxies. The range of slopes covered by the
whole sample is large, with several galaxies showing relatively
flat slopes and three galaxies with a positive slopes (i.e, domi-
nated by components of high ionization parameters). The means
reported in Table A.2 are between ∼− 3 and −1.5, with three
galaxies associated with relatively higher ionization parameters
(II Zw 40, Mrk 209, and SBS 0335-052) between −1.5 and −1.25.

In the right panel of Fig. 9, we plot the broken power-law
parameters for the cuts, which show a change of slopes at the
ionization front (cut=1). This drastic change of slope is indica-
tive of the presence of different populations of gas components,
depending on their optical depth. Specifically, we find that the
distribution of “naked” H II regions, which are not associated
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Fig. 10. Predicted line fluxes for [C II] [C I], and CO emission lines vs. MH2,total for multi-component models with power-law distributions. The
predictions for [C II] and CO match well the observed measurements, as shown in Figs. A.3 and 5. The predictions for [C I] are purely model-based,
since no measurement is available. The dashed gray lines show the relations from M20 while the dashed red lines show the linear regressions fitted
to the combined posterior distribution for the entire sample. The shades, symbols, and legends are described in Fig. 4. We indicate the equations of
linear regressions fitted to the 2D-PDF of the whole sample, and the associated coefficients of determination R2.

with any neutral gas (i.e., cut ≤1), differs from the distribution
of embedded H II regions associated with a complete or par-
tial PDR, and potentially with molecular gas (i.e., cut >1). We
observe a large spread in the slopes obtained for each individ-
ual galaxy, with both negative and positive slopes found in the
ionized gas and in the neutral gas.

Interestingly, if we focus only on galaxies associated with
the largest upper bounds for cuts (e.g., cut ≥2, indicating that
the models include components that are deep enough to exceed
the dissociation front), we find that they are all associated with
clearly negative slopes for the cuts within the neutral gas. Qual-
itatively, such negative slopes indicate that the component with
relatively smaller optical depths are more numerous and domi-
nate the total luminosity, while fewer components reach greater
optical depths contribute to the emission. These features could
be associated with a “clumpy” distribution of dense clouds and
will be further discussed in Sect. 6.1. In Table A.2, we identify in
bold 6/18 galaxies associated with upper bounds higher than 2,
which are further examined in Sect. 5.2.3. The averaged values
for the cut in the ionized gas are always between 1 (ionization
front) and 2 (dissociation front), which is indicative of galaxies
dominated (in mass) by atomic neutral gas rather than molecular
gas, as discussed in Sect. 4.2. The mean cut values in the ionized
gas are between ∼0.6 and ∼0.8, while we may expect mean cut
values closer to unity, if most of the H II regions were radiation-
bounded. Such values may reflect an important contribution of
density-bounded regions to the total luminosity. The presence of
the latter regions, potentially associated with leakage of ioniz-
ing photons, was studied in more details in Ramambason et al.
(2022).

5.2. Total H2 masses

5.2.1. Tracers of M(H2)

In Fig. 10, we plot the evolution of the total H2 masses pre-
dicted by the power law models with respect to different tracers:
[C II], [C I], and CO(1–0). All the galaxies are detected in [C II]
and our line flux predictions are in excellent agreement with the
observed values as shown in Fig. A.3. For [C I], our plots show
purely predicted luminosities since no detection is available in
our sample. Nevertheless, as discussed in Sect. 4.3.1, the power

law models are in good agreement with the few tracers arising
from the PDRs, as shown by the P(3σ) in Table A.3 and in
Fig. A.3. For the CO(1–0), our predictions are in good agreement
within 0.5 dex with all measurements, as shown in Fig. 5.

We find that the total H2 mass correlates best with
[C II]158µm, with a Spearman coefficient of 0.92 ± 0.03. As
shown in the left panel of Fig. 10, the relation we derive is
slightly below that of M20. This systematic offset comes from
the nature of the power law models (see Sect. 4.3.1), which
allows us to match the CO emission with numerous components
rather than assuming a single component. As a result, the total H2
masses derived for a fixed [C II] value are systematically smaller
than those derived in M20, on average by a factor 180. We note
that the single component models (presented in Sect. 3.2.1),
predict masses in perfect agreement with the M20 relation, indi-
cating that this offset is merely due to the different distribution
of gas (i.e., more independent components) considered in the
multi-component models.

In the middle panel of Fig. 10, we show the relation between
H2 mass and [C I] 609µm. We find that based on our predictions,
[C I] 609µm also provides an excellent tracer of the total H2
(with a Spearman correlation coefficient of 0.9± 0.03), although
with a slightly larger dispersion than for the [C II] line. We
predict a shallower relation than that derived in M20 based on
single-sector models with a fixed metallicity of 1/10 Z⊙. On the
right panel of Fig. 10, we show the relation between M(H2) and
CO(1–0). Although the two quantities are correlated, we find a
lower Spearman correlation coefficient (ρ = 0.8 ± 0.07) and a
lower regression coefficient than for [C II] and [C I]. Our pre-
dictions suggest that both [C II] and [C I] are better tracers of
the total H2 mass than CO(1–0) at low metallicity and should be
preferred, provided that they can be detected.

5.2.2. Conversion factors

In Fig. 11, we translate the relations from Sect. 5.2.1 into conver-
sion factors, assuming that the area of emission is the same for
all tracers5. We then examine the variations on those conversion
5 In practice, we use a conversion factor of erg s−1 to K km s−1pc2 cal-
culated for each frequency using the formula from on Solomon et al.
(1997)
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Fig. 11. αCII (left), αCI (middle), αCO (right) versus metallicity for power law models. The shades, symbols, and legends are described in Fig. 4. We
indicate the equations of linear regressions fitted to the 2D-PDF of the whole sample, and the associated coefficients of determination R2. We also
show the Galactic αCO value from B13 and the range of values compatible with it within 30% (gray-shaded area), the αCO vs. metallicity relations
from M20, Schruba et al. (2012), Amorín et al. (2016), and Accurso et al. (2017), and the α[CI] vs. metallicity relations from Glover & Clark (2016)
and Heintz & Watson (2020). We use a Galactic conversion factor of 3.2 M⊙ pc−2(K km s−1)−1 to correct for the helium mass (factor of 1.36) when
comparing to the model prediction of M(H2).

factors with metallicity. As shown in Fig. 11 (left and middle
panel), we find a nearly constant α[CII] value at all metallicities
while the α[CI] values anticorrelate with metallicity, with a slope
close to −1. We note, however, that there is a significant scat-
ter (∼2 dex) around both relations, which is linked to the variety
of gas geometry considered when combining many components.
We find similar trends of α[CII] and α[CI] values with metallicity
when considering lower numbers of components (from one to
four components; see Sects. 3.2.1 and 3.2.2), with an increasing
scatter as a function of the number of components.

Despite the large scatter, α[CI] (middle panel) shows a clear
metallicity trend, with a Spearman coefficient of −0.45 ± 0.12.
We derived a negative slope of −1.39, which is in relatively good
agreement, although slightly steeper, with the slopes derived in
both observational and theoretical studies. In particular, our pre-
dictions are compatible with the study from Heintz & Watson
(2020), which derived a slope of −1.13 based on samples of
high-redshift γ-ray burst and quasar molecular gas absorbers.
The slope we derive is also close to the value of about −1 derived
by Glover & Clark (2016) based on simulations of star forming
clouds, just before the onset of star formation. The latter study
also points out that the exact dependence of α[CI] with metal-
licity is sensitive to dynamical effects and is likely to vary over
time. Those effects are ignored in our stationary 1D models and
will be further discussed in Sect. 6.2.

Finally, we examine the αCO versus metallicity dependence,
shown in the right panel of Fig. 11. While we observe a clear
dependence of αCO with metallicity, we find a relatively low
absolute value for the Spearman correlation (0.19), indicating
that the monotonic trend is weak. This is especially striking
when compared to the results from M20 for which the αCO of
the DGS galaxies followed a steep relation with metallicity with
a narrow dispersion (0.32 dex). Instead, we find a large scatter
at fixed metallicity for the power law models, which match best
the observed emission lines (see Sect. 4.3.1). While most of the
galaxies in our sample are found to be in good agreement with
the steep relation from M20 and Schruba et al. (2012) and several
αCO values are in better agreement with flatter relations (e.g.,
Amorín et al. 2016; Accurso et al. 2017), while three galaxies
have a predicted αCO values close to the Galactic value (within a
factor of 3 based on their 1σ uncertainties), despite their subsolar

Fig. 12. Clumpiness parameter (defined by Eq. (11)) vs. predicted
[C II]/CO ratio, colorcoded as a function of metallicity. The clumpiness
parameter is anti-correlated with the [C II]/CO ratio and has a secondary
dependence with metallicity.

metallicity. This finding indicates that the αCO may be driven
by another physical parameter. In the next section, we further
explore the impact of the geometry of our models on the derived
αCO values, through the clumpiness of the gas.

5.2.3. Impact of clumpiness on αCO

To further examine the different morphologies of galaxies
inferred by our code, we define a “clumpiness” probability
parameter as follows:

Pclumpy =< C >; with C =
{

1 if αcut,2 < 0 & cutmax > 2,
0 else,

(11)

where < C > is the averaged value of the posterior PDF of the
binary variable C, αcut,2, and cutmax are respectively the slope and
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upper-bound of the distribution followed by the cut parameters
(see Sect. 3.2.3).

The introduction of the clumpiness parameter allows us to
qualitatively define two morphologies of CO-bright molecular
gas: 1) diffuse CO distribution, corresponding to low Pclumpy
parameters, in which the CO emission is dominated by numerous
low-AV clouds6. The inferred distributions favor low upper-
bounds (cutmax < 2) meaning that most clouds do not reach their
dissociation front, and positive slopes, corresponding to rela-
tively larger contribution of such clouds, with respect to deeper
clouds, to the total gas mass; 2) clumpy CO distribution, corre-
sponding to large Pclumpy parameters, in which the CO emission
is dominated by a few high-AV clouds. In such galaxies, the
distribution of parameters inferred by our models favors large
upper-bounds (cut > 2, meaning that some regions drawn dur-
ing the sampling reach large AV , after the dissociation front) and
negative slopes (αcut,2 < 0), meaning that such deep clouds with
large AV contribute relatively less to the total gas mass than the
lower-AV components. As the Pclumpy parameter increases, galax-
ies gradually evolve from a diffuse CO distribution to a clumpy
distribution.

In Fig. 12, we show the variation of the clumpiness
parameter, Pclumpy, as a function of the predicted luminosity ratio
[C II]/CO and find a relatively strong anti-correlation with a
Spearman correlation coefficient of –0.59. This relation appears
to shift with metallicity, with lower metallicities being associ-
ated with larger clumpiness parameter at fixed [C II]/CO ratio. In
Fig. 13, we then examine how the clumpiness parameter relates
to αCO and the metallicity. In the left panel, we see that the dis-
persion in the αCO versus the metallicity relation is mainly linked
to the clumpiness parameters. Galaxies corresponding to the dif-
fuse CO distribution, with Pclumpy ≲ 0.4 are close to the steep
relations from Schruba et al. (2012) and M20. On the contrary,
the clumpiest galaxies with Pclumpy ≳ 0.4 deviate significantly
from the latter relations and are associated with lower αCO. The
latter galaxies are flagged in bold in Table A.2.

In the right panel of Fig. 13, we show αCO versus Pclumpy
which exhibits a clearer anti-correlation than the αCO vs.

6 A cloud defines here a component drawn from our grid of models
whose depth exceeds the ionization front (cut > 1).

metallicity, with a Spearman coefficient of –0.51. In particular,
the three clumpiest galaxies (Pclumpy > 0.5) in our sample are
found close to the Galactic αCO (within a factor of 3), despite
their subsolar metallicities. While one of them, He 2–10, has the
highest metallicity in our sample (12 + log(O/H) = 8.43 ± 0.01,
Madden et al. 2013), the two other clumpiest galaxies, Mrk 209
and UM 461, both have a metallicity close to ∼1/10 Z⊙ (respec-
tively, 12 + log(O/H)= 7.74 ± 0.01 and 12 + log(O/H)= 7.73 ±
0.01; Madden et al. 2013).

Nevertheless, we still find that metallicity plays an impor-
tant role, with the two lowest metallicity galaxies, I Zw 18 and
SBS 0335-052, being clearly offset toward larger αCO. The αCO
variations can be relatively well described by fitting a sim-
ple linear relation, which depends on both the metallicity and
clumpiness parameter:

logαCO(Z, Pclumpy)
= log(αCO,MW) − β × (Z − Z⊙) × (1 − Pclumpy); (12)

where Z is the metallicity given as 12 + log(O/H), Pclumpy
the clumpiness parameters (see Eq. (11)), and with an opti-
mal slope of β = −3.51 ± 5 × 10−5. In the latter equation, the
clumpiness parameter modulates the slope of the αCO versus
metallicity anticorrelation that flattens with increasing clumpi-
ness. For Pclumpy=0, we find a slope of −3.51 which is close to
that of M20 (−3.39). We argue that the M20 relation, derived
assuming a diffuse CO emission provides an upper limit on
αCO while the actual αCO accounting for the clumpiness of the
medium, decreases with increasing Pclumpy. We further discuss
the possible physical mechanisms leading to either a clumpy or
diffuse distribution of molecular gas in Sect. 6.1.

6. Discussion

6.1. Clumpy versus diffuse molecular gas at low metallicity

6.1.1. Geometry of the cold ISM at low metallicity

The current study is aimed at recovering information about the
mass distribution of CO-emitting clouds in spatially unresolved
galaxies. We introduced multi-component models (described in
Sect. 3.2.3) that provide luminosity-weighted predictions for
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emission lines and masses, accounting for the relative contribu-
tion of diffuse low-AV clouds versus denser larger-AV clouds (see
Sect. 5.2.3). Our sample of dwarf galaxies (see Sect. 2.1) is best
fitted by different luminosity-weighted topologies, going from a
diffuse CO distribution (dominated by many low-AV clouds) to
a clumpy CO distribution (dominated by a few high-AV clouds).
Most of the DGS galaxies (12 out of 18 in this study) are associ-
ated with a “diffuse” scenario which matches the picture drawn
from previous works of substantial CO-dark molecular gas reser-
voirs and large αCO values in low-metallicity environments (e.g.,
Lebouteiller et al. 2017, 2019; Chevance et al. 2020; Madden
et al. 2020). Nevertheless, our results predict that a clumpy
molecular gas geometry (Pclumpy ≥ 0.4) is expected for 6 out of
18 galaxies in our sample.

Such results are consistent with recent observations, per-
formed at high spatial resolution with ALMA, which have
revealed CO clumps with sizes of 10–100 pc in several of the
galaxies included in the current study (e.g., NGC 625 at ∼20 pc
resolution; Imara et al. 2020, II Zw 40 at ∼24 pc resolution;
Kepley et al. 2016, He 2–10 ∼26 pc resolution; Imara & Faesi
2019). Among the three clumpiest galaxies identified in our
study, He 2–10 is associated with a high Pclumpy of 0.75, which
is consistent with the observations from Imara & Faesi (2019),
which reported the presence of 119 resolved giant molecular
clouds, with average sizes of ∼26 pc in which 45–70% of the
total molecular mass is concentrated. The authors report a CO-
to-H2 conversion factor of 0.5 to 13 times the Milky-Way value,
which is also in good agreement with our predictions. The two
other clumpiest galaxies identified by our models (UM 461 and
Mrk 209) have not been mapped in CO at high resolution. It is
also possible that CO resides in even smaller clumps (≲10 pc),
below the resolution of the existing ALMA observations. Indeed,
recent observations performed at very high-angular resolution in
other low metallicity dwarf galaxies have detected CO-clumps
with sizes as small as a few parsecs (e.g., Oey et al. 2017; Shi
et al. 2020; Schruba et al. 2017; Rubio et al. 2015; Archer et al.
2022). In the Magellanic Clouds, recent studies have shown that
CO emission has a complex, highly filamentary structure both in
the LMC (Wong et al. 2019, 2022) and in the SMC (Ohno et al.
2023), and have identified CO sub-structures with equivalent
radius down to ∼0.1 pc.

Nevertheless, the latter observations remain scarce and were
performed at different spatial resolutions. Observing a repre-
sentative sample of dwarf galaxies at high spatial resolution is
needed to perform a meaningful comparison with the clumpi-
ness predictions from the current study and to better understand
the physical and chemical mechanisms driving the clumpiness of
molecular gas in the ISM. Meanwhile, magnetohydrodynamical
(MHD) simulations may help to gain insight into the structures
that may form in cold neutral gas. In a recent work simulating
galaxies with metallicities ranging from 0.2 to 1 Z⊙, Kobayashi
et al. (2023) reported the presence of small cold neutral medium
structures with sizes ∼0.1–1 pc, which form naturally out of con-
verging gas flows, although over longer formation timescales at
lower metallicity. Regardless of their exact sizes, our results sug-
gest that clumps may dominate the integrated CO luminosity,
with important implications on the integrated gas masses and on
the star formation laws derived at galactic-scales.

6.1.2. Impact of clumpiness on integrated gas masses and
αCO conversion factors

As discussed in Sect. 4.2, changes in terms of gas topologies (i.e.,
number and distribution of components) have little effect on the

predicted values for the total gas masses associated with the ion-
ized, neutral, and molecular gas reservoirs (see Fig. 3). However,
the topology of our models strongly affects how H2 is distributed
between the warm CO-dark phase (associated with C+ and C0)
and the cold CO-bright phase (associated with CO, see Figs. 6
and 7). While the DGS galaxies are found to be largely dom-
inated by CO-dark H2, regardless of the architecture, we show
that single-component models and models with only a few com-
ponents tend to overestimate both the fractions of CO-dark H2
gas (see Fig. 7) and the total integrated H2 mass (see Fig. 10).

Using statistical distributions of components to mimic a
clumpy medium, we find that all the galaxies in our sample
are H I-dominated, with M(H2)/M(H I) ranging from ∼5% to
66% (see Sect. 4.1). This result differs from those of Cormier
et al. (2014), which predict several H2-dominated galaxies using
the same sample, based on an αCO prescription that scales with
metallicity. Our predictions are in better agreement with the
global mass distributions observed in larger surveys, such as the
xGASS survey. In the latter survey, the atomic gas fractions are
found to increase with decreasing stellar masses, leading to an
average M(H2)/M(H I) ratio close to 10% for stellar masses of
∼109 M⊙ (Catinella et al. 2018).

We find a large dispersion around the αCO versus metallicity
relation (see Fig. 11), which we interpret in terms of clumpi-
ness of the medium (see Fig. 13). The clumpiness parameter,
defined by Eq. (11), anti-correlates with the [C II]/CO emission
line ratio, as shown in Fig. 12. In other words, our results recover
the variations of αCO as a function of [C II]/CO, observed in large
samples of galaxies up to z ∼ 2.5 (Accurso et al. 2017), and pro-
vide a new physical interpretation in terms of clumpiness of the
ISM. Our predicted αCO values are anti-correlated with both the
metallicity and clumpiness, and are well described by a linear
equation involving both parameters (see Eq. (12)). As a result,
low-metallicity galaxies may be associated with low αCO values,
close to the Galactic value, provided that they have a clumpy
molecular gas distribution.

This finding is in line with results from Gratier et al. (2017) in
the small spiral galaxy M33 that report an average αCO of twice
the Galactic value, despite its half-solar metallicity. Similarly,
αCO values of less than a factor ten larger than the Milky-Way
value were reported in the Large and Small Magellanic clouds
despite their subsolar metallicities (Pineda et al. 2017; Jameson
et al. 2018; Saldaño et al. 2023). In particular, Pineda et al. (2017)
find that accounting for the small filling factor of CO emission
tends to reduce the derived αCO values.

A complementary picture is provided in Hu et al. (2022)
that couple hydrodynamical simulations with time-dependent H2
chemistry to study the effect of metallicity variations on the
αCO derived from post-processed CO maps. The authors report
significant spatial variations of αCO on parsec scales, with dif-
fuse clouds being associated with high αCO values, while denser
clouds, from where CO mainly arise, are associated with low
αCO values. To account for those spatial variations, Hu et al.
(2022) introduce a multivariate αCO calibration that is not only
a function of metallicity, but also depends on the beam size and
line intensity.

6.1.3. Impact on star-formation laws

While a few studies have examined the atomic gas-to-SFR rela-
tion in H I-dominated dwarf galaxies (see e.g., Bigiel et al.
2008), estimates of their total molecular gas surface density,
including H2, have remained challenging. An unprecedentedly
large sample of dwarf galaxies is included in the recent analysis
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of de los Reyes & Kennicutt (2019) that revisit the integrated
KS law in a wide range of environments, but the authors specifi-
cally excluded the blue compact dwarf galaxies (BCD), which
are similar to the galaxies in our sample, to focus on non-
starbursting systems. In a subsequent paper, Kennicutt & De
Los Reyes (2021) provided an updated version of the KS law
for spiral and starburst galaxies including BCDs, but most of
their sample consists of massive galaxies. In addition, the neces-
sity to adopt of a CO-to-H2 conversion factor to estimate the
total molecular gas surface density yields large uncertainties,
especially for low-metallicity galaxies. Hence, it remains unclear
whether star-forming dwarf galaxies are expected to follow the
classical KS law, and predictions based on simulations (such as
e.g., Whitworth et al. 2022) or models such as Cormier et al.
2014 or M20 are much needed.

We translate the predicted H I and H2 masses inferred by the
power law models into gas surface densities to examine the star-
formation laws in the DGS. As previously done in Cormier et al.
(2014) and M20, we use the dust photometric apertures reported
in Rémy-Ruyer et al. (2015) to estimate the angular size of the
emission. We note that the predicted H I masses are globally in
good agreement with the available measurements based on 21 cm
emission (as shown in Fig. 4). The measured H I masses were
corrected so that they correspond to the exact same photometric
apertures as the integrated line fluxes used in our modeling. This
correction was performed by estimating the total H I-emitting
area and assuming a Gaussian distribution profile of the H I
21 cm emission. We stress that the uncertainties on the latter cor-
rections remain quite large and the Gaussian profile adopted to
model the H I radial extent may overestimate the amount of H I
located within the photometric aperture, meaning that H I masses
could be overestimated both in models and in observations. We
assumed that both H2 masses and the corrected H I masses
broadly correspond to the same spatial area and derived an aver-
age gas surface densities over the dust apertures. In practice, the
latter aperture may lead to an overestimation of Σ(H I), although
this is mitigated by the correction of H I masses, and to an under-
estimation of Σ(H2), especially since H2 clumps may have sizes
much smaller than the photometric apertures (∼1–500 kpc2).

Despite these uncertainties, we examined the position of
our sample of star-forming low-metallicity dwarf galaxies with
respect to classical star-formation laws in starbursting and non-
starbursting galaxies. Figure 14 shows that the DGS galaxies are
globally in good agreement with the star formation law derived
in Kennicutt & De Los Reyes (2021) for an extended sample of
starbursting galaxies and spiral. As previously reported in M20,
accounting for the CO-dark H2 gas solves the apparent offset of
dwarf galaxies, which appear shifted toward lower gas surface
densities when accounting only for the CO-bright H2 gas (e.g.,
Cormier et al. 2014). For the “clumpy” subsample of galaxies
we derive a nearly linear relation corresponding to a constant
depletion time of ∼1 Gyr. Despite low statistics leading to large
uncertainties on the fit, we find that the relation we derived for
clumpy dwarf galaxies is compatible with the classical KS law
derived for more massive for spiral and starburst galaxies in
Kennicutt & De Los Reyes (2021).

On the other hand, we find that several galaxies among
the ones predicted to have a diffuse CO distribution are off-
set toward large gas surface densities and correspond to higher
depletion times, between 1 to 10 Gyrs. While similarly long
depletion times have been reported for H I-dominated irregular
dwarf galaxies in Bigiel et al. (2008) and for non-starbursting
dwarf galaxies (see e.g., the low surface density galaxies and
faint irregular dwarf galaxies from Wyder et al. 2009 and
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Fig. 14. ΣSFR vs. Σ(H2+H I). The galaxies associated with a “clumpy
CO” distribution are reported in bold in Table A.2 and correspond to
Pclumpy ≥ 0.4 (see Eq. (11)), while the others correspond to a “diffuse
CO” distribution. Plain lines correspond to the best fits obtained for
those two categories, with their 95% confidence intervals shown as
shaded-areas, as well as the relations derived for starbursting galaxies
and non-starbursting galaxies from Kennicutt & De Los Reyes (2021)
and de los Reyes & Kennicutt (2019), respectively.

Roychowdhury et al. 2017 shown in de los Reyes & Kennicutt
2019), the latter timescales appear surprisingly large for star-
bursting galaxies. Galaxies associated with large depletion times
(5 out of 18 galaxies with depletion time > 1 Gyr) are respon-
sible for a flattening of the slope that we derive, leading to a
sublinear relation (slope of 0.59 ± 0.28) for dwarf galaxies with
diffuse CO distribution. The latter relation is incompatible with
the classical KS law for more massive starbursts, even within the
large fit uncertainties. We speculate that this offset may be linked
to the presence of diffuse molecular gas reservoirs that are not
associated with any star forming regions, an explanation that was
previously invoked in Shetty et al. (2013, 2014) to account for the
flattening of the KS. In particular, Shetty et al. (2014) claimed
that the fraction of diffuse, non-starforming CO-bright compo-
nent could be at least of 30% in extragalactic observations. The
presence of a diffuse gas reservoir, shining in CO, is qualita-
tively consistent with our results and the fact that most galaxies
in our sample (12 out of 18) are associated with relatively low
clumpiness parameters.

6.2. Known caveats and potential improvements

6.2.1. Limitations of the SFGX grid

While the statistical framework provided by MULTIGRIS allows
us to consider complex, more realistic geometries of the gas,
its accuracy ultimately depends on the underlying grid of 1D
models. In the current study, we used the SFGX grid (see
Sect. 3) composed of spherical Cloudy models, computed at
thermal equilibrium. A first caveat, already mentioned in Sect.
2.2 is that the radial sampling of our grid does not enable to
properly capture the sharp increase of H2 cumulative emission
(as shown in Fig. A.1). Mid-IR H2 upper limits are overpredicted
by our models, especially for the two lowest levels (H2 S(0) and
H2 S(1)). This problem is somewhat mitigated for the detections,
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which are found in relatively good agreement with predictions,
but also tend to be overpredicted for H2 S(0) and H2 S(1). While
this issue is restricted only to H2 lines, associated with a sharp
radial increase of the emission, it prevents us from using H2 lines
as constraints. The latter H2 lines would provide additional infor-
mation on the neutral atomic and molecular gas phase, for which
few tracers are available (see Table 2). While resampling the grid
using a finer step in cut or interpolating between different cut val-
ues may improve the solutions, properly recovering the fluxes of
tracers with sharp radial variations remains challenging with our
method. Carefully selecting the list of lines used in the analy-
sis and excluding the problematic tracers remains, for now, the
best option.

A second caveat is that Cloudy models are static, while time-
dependent effects have been shown to strongly affect both H2
predictions and the associated CO-to-H2 conversion factors (e.g.,
Glover & Clark 2012b). Specifically, Hu et al. (2021) show that
steady-state models tend to overestimate H2 and the CO-dark gas
fraction with respect to time-dependent models. As a result, Hu
et al. (2022) found that the CO-to-H2 conversion factors derived
using time-dependent models are systematically lower than those
derived using steady-state models. Based on a highly-resolved
(∼0.2 pc) ISM simulation of an isolated low-metallicity (1/10 Z⊙)
dwarf galaxy post-processed using a time-dependent chemistry
network and a dust-evolution model, Hu et al. (2023) recently
derive a CO-to-H2 conversion factor close to the Milky-Way
value. Accounting for out-of-equilibrium chemistry may result in
even lower αCO values than those predicted in the current study.

Additionally, several physical quantities are fixed in the
SFGX grid, some of which may be important in order to cor-
rectly predict the emission in the neutral and molecular gas. First,
the adopted cosmic ray ionization rate (CRIR) is an important
parameter to accurately predict CO. The effect of an enhanced
CRIR on the CO emission is not trivial as it depends on the den-
sity: at low densities ( n ∼ 102 cm−3), it causes a decrease in CO
emissivity, while at higher densities, this effect is compensated
by the rise in temperature (e.g., Bisbas et al. 2015; Vallini et al.
2019). Based on MHD simulations, Gong et al. (2020) found that
a decrease of αCO is expected at higher CRIR. In the current
study, we follow the prescription of Cormier et al. (2019) and
adopted a CRIR value that is about three times higher than the
standard Galactic value from Indriolo et al. (2007) in order to
account for the recent star-formation history in the DGS. This
value remains somewhat arbitrary and is not varied in the SFGX
grid. Nevertheless, the SFGX grid includes a variable contribu-
tion from X-ray sources with luminosities ranging from 0 to 10%
of the stellar luminosity, which may match the emission of galax-
ies with higher CRIR than the one considered in our models. We
note that cosmic rays and X-rays have similar effects in terms
of ionization and heating on the PDR tracers (e.g., Lebouteiller
et al. 2017); hence, their effects cannot be disentangled with our
set of constraints, which include only one line arising from the
molecular gas. Disentangling the complex effects of enhanced
CRIR and X-rays would require constraining the entire CO-sled
(e.g., Vallini et al. 2019; Esposito et al. 2022), which is not
possible with only CO(1–0).

Finally, as mentioned in Sect. 3.1.3, the radial density profile
in our Cloudy models follows a physically motivated prescrip-
tion introduced in Cormier et al. (2019), with density increasing
linearly in the dense gas, above a given density threshold. This
law controls the density profile of the PDR and molecular clouds
associated with H2 regions, and directly impacts the luminos-
ity and mass estimates that we derive. The effect of choosing
a different density law was examined in Cormier et al. (2019)

which tried to fit constant pressure and constant density mod-
els to the DGS galaxies. They found that some variations are
expected, in particular for [O I] lines, for which the emission
is boosted in constant pressure models and decreased in con-
stant density models. Nevertheless, the authors report that such
changes did not significantly affect the quality of their fits. The
effect of changing density laws is not examined in the current
study as it would require running numerous additional Cloudy
models, and because it is not clear that this could be constrained
within our multi-component framework. Nevertheless, we point
out that changing this prescription would likely change the dis-
tribution of parameters and the gas geometry inferred by our
multi-component models.

6.2.2. Improving the statistical distributions

In Sect. 3.2.3, we present combinations of models based on the
use of power laws and broken power laws to describe three main
parameters in the study: the density, n, the ionization parame-
ter, U, and the radial depth controlled by the cut. While the use
of power laws to describe the distribution of such parameter is
physically motivated, other PDFs could be considered based on
the information provided by both theoretical studies and resolved
observations.

In particular, the expected shape of the density PDF has been
examined in several theoretical works. In a gravoturbulent ISM,
the density of the gas is expected to follow a log-normal distri-
bution at low densities (associated with a turbulent-dominated
regime), while the high-density region is well-described by a
power law, associated with a self-gravity dominated regime
(e.g., Offner et al. 2014; Burkhart 2018; Burkhart & Mocz 2019;
Jaupart & Chabrier 2020; Appel et al. 2023). Hence, the power-
law distribution adopted in this study is well-suited to describe
the dense star-forming gas but may break down at lower density,
where turbulence plays an important role. A possible improve-
ment of the models would be to include a log-normal distribution
to account for the diffuse ISM component. Nevertheless, we
note that the exact transition between the turbulent-dominated
and gravity-dominated regimes is not well-known (e.g., at the
location of shock fronts; Appel et al. 2023, at the phase tran-
sition between ionized and neutral gas, or between a cold and
warm neutral medium; Kobayashi et al. 2022) and the transition
point should be considered as an additional free parameter.

The power-law distribution adopted for the ionization param-
eter is even less easily constrained. In the current study, we use
the ionization parameter at the illuminated front as a proxy to
control the intensity of the radiation fields. While the ionization
parameter provides a convenient proxy to parameterize models,
it can be defined differently (either at fixed radius or as a volumic
average) and has known dependencies on several other parame-
ters such as metallicity, stellar mass, and the spatial scales (e.g.,
Ji & Yan 2022). Deriving meaningful priors for the ionization
parameter, based either on observations or simulations, may not
be straightforward.

A similar issue arises from the use of distribution of cuts
rather than a parameterization based on the visual extinction,
AV , or on column densities. While the cut parameter allows
us to consider different distributions in the ionized gas and in
the neutral gas, it prevents any direct comparison among the
inferred geometries and the observation or simulations. The
clumpiness parameter (introduced in Sect. 5.2.3) cannot be used
outside the framework of this study. A more physically moti-
vated approach would consist in describing models based on
either on column density of molecular clouds or on AV -PDFs,
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as, for example in Bisbas et al. (2019, 2023). Even with those
quantities, the analytical functions remain debated (e.g., log-
normal as in Bisbas et al. 2019, 2023 or power laws as in
Brunt 2015; Lombardi et al. 2015). Observational biases such
as resolution, noise, boundaries, and superposition effects may
also distort the true underlying PDFs of physical parameters, as
discussed for example in Lombardi et al. (2015).

Finally, while we have focused on refining the combination
of gas parameters, the exploration of the parameter space asso-
ciated with the stellar population and X-ray sources is beyond
the scope of the current study. Nevertheless, the distributions
of parameters accounting for the spread in age and luminosity
of the population of stellar clusters, as well as the effect of X-
ray sources illuminating parts of the gas reservoirs, should also
be explored. At any rate, statistics on the population of resolved
H II regions or on the stellar cluster distributions based on high
angular resolution observations (e.g., with MUSE or JWST) in
combination with predictions from high-resolution simulations
of galaxies are needed to introduce physically motivated priors
on physical parameters.

7. Conclusion

In the current study, we revisit the results from M20 motivated by
the extreme [C II]/CO(1–0) values observed in low-metallicity
galaxies. We provide new predictions based on updated mod-
els and using a Bayesian statistical framework to account for
the potentially complex structure of the neutral gas, through
the use of statistical distribution of gas components. While the
[C II]/CO variations were interpreted as changes in the visual
extinction, AV , in M20, we find instead that the latter varia-
tions result from the combined effects of both the metallicity
and the clumpiness of the ISM. Our main conclusions are
summarized below:

– Models combining numerous components based on statis-
tical distributions of parameters are the only models able
to match simultaneously the suite of ISM tracers used in
our study, in all the galaxies of our sample. Models based
on a combination of a few components (1–4) significantly
underpredict CO(1–0) in at least 3 out of 18 galaxies;

– Models combining a few components systematically over-
estimate the total H2 mass. When more components are
considered, we find that all the galaxies in our sample are
H I-dominated, which was not the case in previous studies;

– Regardless of the modeling architecture, we find that H2
mass is always dominated by the reservoirs associated with
C+, as well as C0 to a lesser extent, while the H2 masses asso-
ciated with CO are negligible. This leads to large predicted
fractions of CO-dark H2 gas in all galaxies, above 80% for
models based on statistical distributions;

– We confirm that [C II]158µm is a good tracer of the total
H2 mass and that α[CII] does not depend on metallicity. We
derive a [C II] luminosity versus M(H2) relation, with a slope
close to that of M20 but with a systematic offset toward lower
H2 masses (a factor ∼180 lower);

– Our models predict that [C I]609µm would also be a good
tracer of the total H2 mass, although α[CI] is metallicity-
dependent. We find a large scatter around the α[CII], α[CI], and
αCO versus metallicity relations, associated with variations
in the geometry of multi-component models;

– We find that CO(1–0) is not a good tracer of the total H2
mass at low metallicity and that αCO strongly depends on
both the metallicity and the clumpiness of the medium;

– We find that the αCO versus metallicity relation derived in
M20, assuming a simpler geometry for the models, only pro-
vides an upper limit on the actual αCO. While most of the
galaxies in our sample (12 out of 18) are associated with a
diffuse CO distribution and align on the M20 relation, we
predict a clumpy geometry of CO-emitting clouds associated
with reduced αCO values in 6 out of 18 galaxies. Two out of
these six clumpy galaxies are predicted with αCO values ≤3
times the Galactic value, indicating that αCO may reach val-
ues close to the Galactic αCO regardless of the metallicity of
the galaxy.
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Appendix A: Additional figures

Fig. A.1. Cumulative emission lines profiles of some chosen tracers,
including the H2 lines for the two models described in Figures 2 and 1.

Fig. A.2. Predicted versus observed H2 lines for power law models.

Fig. A.3. Predicted versus observed PDR lines for power law models.
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Table A.1. Best configuration selected for multi-component modeling with 1-4 components.

Galaxy Nsectors,best LM,best
1 ∆L2

M,1 ∆L2
M,2 ∆L2

M,3 ∆L2
M,4

Haro2 4.0 -52.18 -7.58 -2.41 -0.18 0.0
Haro3 3.0 -81.34 -16.74 -3.97 0.0 -3.6
Haro11 3.0 -67.03 -4.9 -1.17 0.0 -1.1
He2-10 4.0 -86.47 -13.16 -4.37 -2.71 0.0
IIZw40 3.0 -52.11 -3.55 -2.93 0.0 -0.8
IZw18 2.0 -41.78 -7.98 0.0 -0.37 -1.79
Mrk209 2.0 -41.34 -0.36 0.0 -0.19 -2.66
Mrk930 1.0 -32.0 0.0 -3.19 -1.59 -4.85
Mrk1089 2.0 -49.19 -6.15 0.0 -0.27 -2.26
NGC1140 3.0 -64.04 -1.17 -0.83 0.0 -1.09
NGC1569 1.0 -70.78 0.0 -2.13 -2.38 -3.58
NGC1705 1.0 -48.73 0.0 -5.45 -7.5 -9.09
NGC5253 4.0 -61.3 -7.17 -3.44 -1.68 0.0
NGC625 2.0 -62.23 -5.93 0.0 -0.04 -1.38
SBS0335-052 2.0 -42.4 -1.72 0.0 -1.86 -1.98
UM448 3.0 -60.33 -8.61 -1.84 0.0 -4.98
UM461 1.0 -36.54 0.0 -0.63 -0.17 -1.01
VIIZw403 3.0 -31.06 -6.45 -2.49 0.0 -0.36

We report the absolute value of the logarithm of the marginal likelihood for the best configuration corresponding to Nsectors,best and the relative
marginal likelihoods ∆LM,i = ln(LM,i/LM,best) for all architectures.

Table A.2. Luminosity weighted-averaged and slopes of the U, n, and cut1 (ionized gas), and cut2 (neutral gas) parameters of the power law models.

Galaxy log <n>(1) log <U>(2) α(3)
n α(3)

U <cut1>(4) <cut2>(5) αcut1
(3) α(3)

cut2 Pclumpy

Haro2 1.293.42
0.42 -2.71−0.82

−3.19 -0.96−0.79
−1.16 -1.41−1.24

−1.56 0.741
0.32 1.361.9

1 0.471.63
−1.0 -1.110.56

−2.4 0.30
Haro3 1.053.23

0.47 -2.41−1.27
−3.13 -1.27−0.55

−2.97 -0.84−0.04
−1.41 0.711

0.27 1.271.75
1 0.261.79

−1.73 -1.511.11
−4.53 0.24

Haro11 1.243.63
0.88 -2.51−0.62

−3.31 -1.71−1.65
−1.78 -0.97−0.76

−1.12 0.81
0.32 1.511.82

1 1.172.51
−0.15 0.331.32

−1.1 0.005
He2-10 1.613.13

0.71 -2.59−1.28
−3.18 -0.82−0.78

−0.92 -1.09−0.88
−1.48 0.811

0.23 1.62.35
1 1.462.22

0.59 -0.72−0.06
−1.09 0.71

IIZw40 1.553.05
0.8 -1.28−0.91

−2.64 -0.940.38
−1.56 0.611.8

−0.52 0.71
0.32 1.452.18

1 -0.111.86
−1.54 -1.080.39

−4.39 0.40
IZw18 1.193.19

1.04 -2.63−0.67
−2.94 -3.19−2.38

−3.8 -1.92−0.6
−3.07 0.791

0.42 1.142.12
1 0.72.03

−0.82 -3.57−1.89
−5.17 0.47

Mrk209 1.083.04
0.89 -1.25−0.65

−3.23 -2.73−1.35
−3.74 0.220.97

−0.6 0.821
0.39 1.242.26

1 1.452.55
−0.59 -2.28−0.15

−2.91 0.75
Mrk930 1.083.24

0.91 -2.03−1.02
−2.78 -2.88−1.7

−3.97 -0.730.38
−1.87 0.781

0.44 1.521.76
1 0.471.89

−0.7 0.852.14
−0.18 0.03

Mrk1089 1.152.84
0.92 -2.85−1.61

−3.58 -2.32−1.72
−2.9 -0.88−0.61

−1.08 0.761
0.38 1.441.87

1 0.563.0
−2.98 -0.432.26

−2.37 0.25
NGC1140 0.613.02

0.42 -2.06−1.18
−2.87 -2.7−1.52

−3.84 -0.570.69
−2.45 0.751

0.26 1.311.49
1 0.642.25

−0.91 0.774.63
−0.85 0.01

NGC1569 1.083.2
0.94 -2.13−1.23

−3.09 -3.34−2.58
−4.38 -0.450.29

−2.4 0.661
0.34 1.391.81

1 -0.551.02
−2.17 -0.651.15

−2.54 0.06
NGC1705 1.13.29

0.94 -3.24−0.94
−3.44 -3.0−2.15

−3.82 -2.58−2.24
−3.2 0.771

0.44 1.371.89
1 0.412.42

−1.73 -0.992.77
−3.34 0.23

NGC5253 0.863.21
0.65 -2.44−0.66

−3.33 -2.5−1.57
−2.91 -0.89−0.17

−1.73 0.71
0.31 1.491.78

1 -0.030.57
−0.52 0.441.59

−0.93 0.02
NGC625 1.143.26

0.9 -2.02−0.87
−2.47 -2.33−1.48

−3.14 -1.33−0.48
−2.41 0.691

0.36 1.511.89
1 -0.390.71

−1.37 -0.111.48
−1.28 0.19

SBS0335 2.02.91
1.83 -1.48−0.83

−2.93 -2.89−1.31
−4.45 0.051.78

−1.03 0.691
0.38 1.591.85

1 -0.521.76
−2.7 0.882.36

−0.33 0.05
UM448 0.593.12

0.4 -2.22−1.02
−2.93 -2.74−1.8

−3.91 -0.890.22
−2.64 0.831

0.43 1.221.42
1 1.413.05

−0.36 -0.081.43
−1.84 0.003

UM461 1.043.26
0.83 -1.51−0.63

−3.26 -2.5−1.64
−3.59 -0.110.63

−0.66 0.691
0.37 1.312.24

1 -0.431.21
−1.98 -1.75−1.0

−2.46 0.58
VIIZw403 1.173.13

0.88 -2.62−0.68
−3.23 -1.95−1.16

−3.17 -1.2−0.9
−1.46 0.721

0.33 1.452.09
1 0.121.41

−1.36 -0.93−0.02
−1.95 0.49

The reported errorbars for weighted-averages correspond to the upper bound and lower boundaries of the power law, and to the High Density
Probability Interval at 94% for the slopes. Galaxies flagged in bold with maximum cuts larger than 2 and negative αcut2 slopes correspond to
clumpy galaxies, as defined by Equation 11.
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Table A.3. P(3σ) probabilities and averaged p-values for the power law models, multi-component, and single component.

Galaxy Allp−law Allmulti Allsingle PDRp−law PDRmulti PDRsingle COp−law COmulti COsingle
Haro2 91.50

(0.749)
88.00
(0.750)

78.30
(0.750)

55.54
(0.754)

57.83
(0.576)

53.59
(0.896)

92.00
(0.816)

4.60
(1.000)

20.20
(1.000)

Haro3 74.20
(0.750)

81.6
(0.750)

71.70
(0.747)

68.62
(0.583)

75.62
(0.414)

79.07
(0.334)

86.20
(0.010)

35.05
(0.571)

3.90
(0.994)

Haro11 87.60
(0.750)

85.00
(0.750)

72.80
(0.7500)

48.90
(0.478)

45.45
(0.515)

53.00
(0.720)

57.23
(0.752)

67.77
(0.390)

70.62
(0.811)

He2-10 77.30
(0.749)

79.20
(0.750)

65.60
(0.750)

63.90
(0.502)

61.97
(0.389)

55.18
(0.729)

51.55
(0.230)

45.65
(0.237)

97.20
(0.754)

IIZw40 95.60
(0.750)

92.80
(0.750)

83.90
(0.750)

80.75
(0.415)

80.39
(0.383)

81.18
(0.565)

85.60
(0.080)

52.20
(0.162)

0.00
(1.000)

IZw18 93.00
(0.700)

89.00
(0.702)

80.70
(0.750)

79.64
(0.629)

68.56
(0.724)

79.68
(0.615)

87.75
(0.150)

90.95
(0.756)

0.00
(1.000)

Mrk209 86.80
(0.744)

80.60
(0.750)

78.70
(0.750)

79.18
(0.559)

79.53
(0.454)

81.26
(0.460)

71.50
(0.318)

0.00
(1.000)

0.00
(1.000)

Mrk930 98.70
(0.750)

99.30
(0.750)

99.3
(0.750)

90.53
(0.371)

87.08
(0.576)

87.08
(0.576)

99.95
(0.950)

100.0∗
(1.000)

100.0∗
(1.000)

Mrk1089 88.00
(0.750)

84.30
(0.746)

79.30
(0.658)

64.35
(0.358)

67.25
(0.384)

63.31
(0.614)

76.30
(0.559)

55.15
(0.842)

57.70
(0.421)

NGC1140 77.4
(0.742)

81.70
(0.704)

75.20
(0.748)

61.21
(0.567)

65.66
(0.486)

66.12
(0.615)

53.35
(0.165)

58.25
(0.129)

0.55
(0.997)

NGC1569 76.40
(0.750)

74.60
(0.750)

74.60
(0.750)

49.02
(0.403)

51.26
(0.678)

51.26
(0.678)

82.70
(0.396)

98.80
(0.940)

98.80
(0.940)

NGC1705 87.60
(0.740)

84.70
(0.750)

84.70
(0.750)

99.95
(0.981)

100.0
(1.000)

100.0
(1.000)

45.94
(0.433)

45.37
(0.430)

45.37
(0.430)

NGC5253 80.10
(0.750)

82.30
(0.750)

79.40
(0.750)

97.40
(0.204)

72.65
(0.463)

67.95
(0.128)

65.23
(0.624)

62.55
(0.429)

58.12
(0.577)

NGC625 70.90
(0.749)

70.90
(0.749)

64.10
(0.750)

41.88
(0.777)

44.4
(0.705)

44.96
(0.785)

52.20
(0.828)

10.25
(0.999)

0.00
(1.000)

SBS0335-052 70.60
(0.749)

77.20
(0.750)

74.40
(0.725)

79.13
(0.543)

82.56
(0.397)

82.90
(0.590)

100.0∗
(0.500)

100.0∗
(0.500)

100.0∗
(0.500)

UM448 78.80
(0.750)

88.30
(0.750)

80.30
(0.698)

71.33
(0.754)

79.83
(0.345)

61.11
(0.603)

69.25
(0.200)

91.5
(0.448)

64.15
(0.896)

UM461 90.70
(0.734)

88.8
(0.750)

88.8
(0.750)

82.83
(0.385)

83.22
(0.615)

83.22
(0.615)

100.0∗
(0.500)

100.0∗
(0.500)

100.0∗
(0.500)

VIIZw403 92.5
(0.748)

95.00
(0.742)

72.90
(0.731)

86.67
(0.546)

88.46
(0.569)

83.47
(0.610)

100.0∗
(0.499)

100.0∗
(0.500)

100.0∗
(0.500)

Notes. P(3σ) represents the probability that the inferred value from MCMC sampling fall within 3σ from the observed value. We report P(3σ) as
averaged percentages for all lines, PDR lines, and the CO(1–0) line alone. We provide averaged values for the following PDR lines: [C II] 158µm,
[Si II] 34µm, [O I] 63µm, [O I] 145µm, [Fe II]17µm, and [Fe II] 25µm. P(3σ) below 50% are shown in bold and below 25% in red. The averaged
p-values are reported between parenthesis; they should ideally be close to 0.5. Very low p-value (near 0) or very high (near 1) can be used to
identify overfitting or underfitting. (∗): P(3σ)= 100% correspond to observed upper limits which are well matched by the models.
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