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Euler implicit time-discretization of multivariable sliding-mode con-
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Euler implicit time-discretization of multivariable sliding-mode con-
trollers
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• The implicit discretization of the sliding-mode controllers is extended
to the multivariable case.

• An algorithm is proposed to solve the multivariable generalized equa-
tions that cannot be solved by conventional graphical interpretations.

• The proposed algorithm leads to a chattering-free discrete-time imple-
mentation without modifying the continuous-time control law.

• The finite-time convergence and gain insensitivity of the discrete-time
control law have been addressed.
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Abstract

This paper aims to develop the Euler implicit time-discretization of multivari-
able sliding-mode controllers to solve the numerical chattering problem with-
out modifying the continuous-time control law. To this end, a continuous-
time multi-input plant under a multivariable sliding-mode control is stud-
ied, and it is shown that the implicit discretization of the continuous-time
sliding-mode controller leads to a multivariable generalized equation with
several set-valued terms which is not possible to be solved using the graph-
ical interpretations. Subsequently, an algorithm is proposed to solve such a
multivariable generalized equation required to synthesize the implicit sliding-
mode control signal at each time step. The proposed algorithm is explained
through a simple example accompanied by numerical simulations. The prop-
erties of the implicit multivariable sliding-mode controller, e.g., finite-time
convergence, gain insensitivity, and chattering suppression, are studied ana-
lytically. Afterwards, a multivariable sliding-mode controller is implemented
on a digital processor based on the developed algorithm to control a six-input
six-output system, i.e., six-component thrust generator, and the results are
compared with the case where the continuous-time sliding-mode controller is
implemented using the conventional Euler explicit discretization. In the end,
the related issues and drawbacks are addressed to be considered in future
works.
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1. Introduction

The SMCs are initially developed and studied in a continuous time set-
ting. Hence, a time-discretization method has to be used in order to im-
plement them on digital computers. The effect of the time-discretization
is usually underestimated in the studies and the SMCs are implemented
and evaluated without addressing the discretization’s effect. While in most
studies the discretization method used to implement the SMC is not even
mentioned, the most natural way to implement a control algorithm is the
Euler forward discretization, known as explicit discretization, because of its
straightforward implementation. Recent studies revealed that the chattering
problem is basically caused by an inappropriate time-discretization method,
e.g., explicit discretization, and not the discontinuous functions (or more ac-
curately set-valued functions), itself, that exists in the structure of the con-
tinuous time SMCs [1, 2]. As a result, an alternative discretization method,
i.e., Euler backward discretization known as the implicit discretization has
been proposed for the SMCs to handle the set-valued terms that exist in
the continuous-time structure of the SMCs in order to avoid the chattering
phenomena. The implicit discretization involves the Euler backward dis-
cretization and replacing the single-valued terms with the set-valued coun-
terparts. In the implicit discretization, it is assumed that the discontinuous
terms return a set at the discontinuous points allowing to achieve a con-
tinuous discrete-time system even in the presence of discontinuities in the
continuous-time setting. It should be noted that such property cannot be
achieved in explicit discretization.

Following the literature, the concept of implicit discretization was in-
troduced in [3]. However, to the best of the authors’ knowledge, this dis-
cretization disappeared for two decades, and the importance and properties
of implicit discretization remained unknown to the control community un-
til the early 2010s when the implicit discretization was reintroduced for the
SMC in [4, 5], and some of its basic characteristics were presented. The ap-
plication of this discretization method was then studied for observers with
discontinuous terms [6]. Further studies mainly dealt with the mathemati-
cal and experimental analyses of the implicit SMCs [7, 8, 9, 10, 11, 12] and
observers [13, 14] such as chattering elimination, gain insensitivity in the
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absence of noise, and keeping the properties of the continuous-time system
such as finite-time convergence. The implicit discretization was then devel-
oped for the twisting [15, 16] and super-twisting controllers [17]. Further-
more, this discretization method has been used for the sliding-mode-based
differentiators [6, 18, 19, 20, 21] and some useful properties, e.g., finite-time
convergence, gain insensitivity and chattering reduction have been reported
by [22, 23, 24]. The main drawback of implicit discretization is that it re-
quires relatively higher calculation resources compared to explicit ones. For
instance, an implicitly implemented differentiator may need a solver to obtain
the solutions of a polynomial equation at each time step [22, 23]. However,
implicit discretization can still be used to implement both controllers [15]
and observers [22] in practical applications. In addition, the semi-implicit
schemes can be used to alleviate the calculation burden while keeping some
of the advantages of the implicit discretization [25, 26, 27].

The references mentioned above only considered the single-input systems,
where only one scalar set-valued function appears in the generalized equa-
tion (GE) which is not the case for the multi-input systems. The multi-input
systems, in general, contain a set-valued vector function [28] and, therefore,
several set-valued scalar terms appear in the GE. As a result, the graphi-
cal interpretations considered in all the references mentioned above cannot
be used anymore to solve the GEs [1]. To avoid this issue, semi-implicit
[27] approaches may be employed to implement some terms implicitly while
others remain explicit. However, as studied in [23], semi-implicit discretiza-
tions lead to significantly different behavior than the fully implicit one and
several useful characteristics, e.g., gain-insensitivity cannot be ensured any-
more. Hence, motivated by the fact that the implicit discretization of the
multivariable sliding-mode controllers has not been yet addressed in the lit-
erature, the main contribution of this study is to address the multi-input
systems under the multivariable SMCs, where several set-valued functions
appear in the GE. To this end, an algorithm is proposed to solve the mul-
tivariable GEs. The algorithm will be explained through a simple example
accompanied by numerical simulations. A six-input six-output thrust gen-
erator will be considered as the case study to show the practicability of the
proposed algorithm.

In the remainder of this manuscript, a multivariable SMC is introduced
in Sec. 2, and its implicit time-discretization is addressed in Sec. 3. To
this end, an algorithm is proposed in this section to solve the multivariable
GE along with a simple example and the characteristics of the multi-input
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plant under the implicit multivariable SMC will be evaluated analytically
and numerically. The practicability of the algorithm on a real multi-input
system is investigated in Sec. 4, and the conclusions, drawbacks, and potential
subjects for future studies are presented in Sec. 5.

Throughout this manuscript, the set-valued sign function is defined as
follows:

sgn(x) =


−1 for x ∈ R < 0
[−1,+1] for x = 0
+1 for x ∈ R > 0.

(1)

The functions f1(x), f2(x) and f3(x) are defined in (2) to (4), respectively.
These functions map a natural number from the set {1, 2, 3} into an integer
belong to the set {−1, 0, 1}. When the input of these functions are vectors
and matrices, they operate elementwise.

f1(x) =


1 for x = 1
0 for x = 2
1 for x = 3,

(2)

f2(x) =


0 for x = 1
1 for x = 2
0 for x = 3,

(3)

f3(x) =


−1 for x = 1
0 for x = 2
1 for x = 3.

(4)

The matrix R ∈ {1, 2, 3}n×3n is called the permutation matrix. The columns
of this matrix are unique and contain a permutation of n elements selected
from the set {1, 2, 3}. The matrix R can be generated systematically using
the script provided in the Appendix. The notation diag(x) ∈ Rn×n returns
a diagonal matrix where the main diagonal is composed of the elements of
the vector x ∈ Rn. Moreover, the notation xi and xk,i, indicates the ith

element of x and xk, respectively. In addition, xk is the discretization of the
continuous-time variable x(t), where xk = x(t) for t ∈ [kh, (k + 1)h), and
h > 0 is the sampling time.

2. Problem formulation

The following dynamical system is considered in this study as the plant:

ẋ(t) = A(x(t))x(t) +B(x(t))u(t), (5)
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where x(t) ∈ Rn is the state vector, u(t) ∈ Rn is the control vector,
A(x(t)) ∈ Rn×n is the state transition matrix, B(x(t)) ∈ Rn×n is an invert-
ible input matrix, and t is the time variable corresponding to the continuous-
time system. In this study, it is assumed that all the system’s parameters A
and B are known (see Sec. 5 for further discussions). Note that the input
arguments of the functions, e.g., A(x(t)), may be suppressed for the com-
pactness of the presentation. A typical multivariable sliding-mode control
law to control (5) reads as:

u = B−1(−Ax+ λ sgn(x)), (6)

where λ ∈ Rn×n is an invertible gain matrix. Substituting (6) into (5) gives
the closed-loop dynamic equation:

ẋ(t) = λ sgn(x). (7)

Following [29, 30], the methods that have been developed for the linear con-
trol systems can be used to design λ according to Theorem 1.

Theorem 1 ([30]). Assuming that det(λ) ̸= 0 is bounded, x(t) = 0 is the
asymptotically stable solution of (7) if and only if the following system is
stable:

ẋ(t) = λx(t). (8)

The common way to implement the continuous control law (6) is to use the
Euler explicit discretization leading to the following explicit control law:

uk = B−1(−Axk + λ sgn(xk)), (9)

where k = t/h is the discrete time step, h > 0 is the sampling time, and
sgn(0) = 0 is single-valued. It can be seen that the implementation of the
explicit SMC is straightforward. However, according to [7, 8], such discretiza-
tion leads to poor performances and numerical chattering. Alternatively, the
implicit discretization of (6) reads as:

uk = B−1(−Axk + λ sgn(xk+1)). (10)

Comparing (9) and (10), one can see that the implementation of the implicit
SMC (10) requires extra manipulations since the term xk+1 appears in the
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control law at the time step k. To calculate xk+1 at the discrete time step k,
the dynamic equation of the plant (5) is discretized as follows:

xk+1 = h(Axk +Buk) + xk. (11)

Substituting (10) into (11) gives the discrete form of the closed-loop equation
under the implicit SMC control (see [1] for the scalar form):

xk+1 ∈ hλ sgn(xk+1) + xk. (12)

Note that ∈ is written instead of the equality =, since (12) is a GE, i.e., the
left-hand side of (12) is a scalar while the right-hand side is a set because of
using the set-valued sign function (1). The variable xk+1 may be obtained by
solving the GE using the graphical interpretations when (12) is in the scalar
form as proposed by [4]. However, this is not the case for the vector form.
This issue was considered an open problem in [1, Section 6]. An algorithm
is proposed in Sec. 3 to solve the multivariable GEs.

Remark 1. In the case of diagonal gain matrix λ, coupling disappears in the
system and n independent controller can be designed for the system. In this
case, the monovariable approach can be applied to each subsystem. However,
a non-diagonal gain matrix λ may be necessary to achieve a certain level of
performance (see the example provided in [31, Sec. III]).

3. Solving multivariable GEs

The set-valued sgn(x) function (1) presents three different behaviors cor-
responding to the inputs x < 0, x = 0, and x > 0 for x ∈ R. The implicit
state vector xk+1 contains n elements, i.e., xk+1,i, i = 1, 2, . . . , n. Hence, in
general, the GE (12) contains n set-valued scalar functions sgn(xk+1,i). As a
result, the GE (12) presents 3n different cases that need to be studied sepa-
rately (three permutations of n set-valued sgn functions). It should be noted
that for the scalar case, there are only three cases that can be studied using
graphical interpretations. An algorithm is presented in Algorithm 1 to solve
the GE (12) and synthesize the implicit control signal (10) at each time step
k. This algorithm contains 24 steps as follows:

• Step 1: Receiving the required parameters, i.e., the system’s matrices
A and B (see (5)) and the gain matrix λ (according to Theorem 2
and remark 4).
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• Step 2: The intermediate variables used by the algorithm are initialized
in the memory, where i, j, and c are arbitrary scalar variables, k3, ζk,
ζ∗
k and R∗ are arbitrary vectors with n elements, k1 and k2 are two

arbitrary n× n matrices, and R is a n× 3n arbitrary matrix, where n
is the order of the system (5).

• Step 3: A zero value is assigned to the scalar index variables i, j, and
c used for the loops.

• Step 4 (measurement): The state variable xk is measured at the time
step k.

• Step 5 (generating all possible cases): As it was mentioned above, (12)
contains n set-valued sign functions with three different behaviors lead-
ing to 3n cases to be studied when solving the GE. At this step, the
algorithm generates the permutation matrix R ∈ {1, 2, 3}n×3n , based
on the script given in the Appendix, where ith row of this matrix corre-
sponds to the behavior of sgn(xk+1,i) such that the elements 1, 2, and
3 indicate sgn(xk+1,i) = −1, sgn(xk+1,i) ∈ [−1,+1], sgn(xk+1,i) = 1, re-
spectively. Furthermore, each column indicates a unique permutation
of different behaviors of the set-valued sign functions.

• Steps 6-12 (solving the GE for each specific case): In these steps, a
column of the matrix R is selected and assigned to R∗, and the GE
(12) turns into the system of linear equations (13) with n equations
and n variables as follows:

k1xk+1 − hλk2 sgn(xk+1) = xk + hλk3, (13)

where the matrices k1, k2 are diagonal matrices and k3 is a vector
which is calculated as follows:

– if the ith element of R∗ is equal to 1, the value of sgn(xk+1,i) is
constant and equal to −1, and xk+1,i needs to be solved. As a
result, the ith element on the main diagonal of k1 is equal to 1
while the ith element on the main diagonal of k2 is equal to zero.
Moreover, the ith element of the vector k3 is equal to −1.

– if the ith element of R∗ is equal to 2, sgn(xk+1,i) ∈ [−1, 1] needs to
be solved as a variable and clearly, according to (1), xk+1,i = 0 is
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constant. As a result, the ith element on the main diagonal of k1 is
0 while the ith element on the main diagonal of k2 is 1. Moreover,
the ith element of the vector k3 equals zero.

– if the ith element of R∗ is equal to 3, the value of sgn(xk+1,i) is
constant and equal to 1, and xk+1,i needs to be solved. As a result,
the ith element on the main diagonal of k1 is equal to 1 while the
ith element on the main diagonal of k2 is equal to zero. Moreover,
the ith element of the vector k3 equals 1.

The functions f1, f2, and f3 are selected in (2) to (4) to calculate
the appropriate values of k1 ∈ {0, 1}n×n, k2 ∈ {0, 1}n×n, and k3 ∈
{−1, 0, 1}n, respectively.

• Steps 13-17 (checking the solutions): During these steps, a vector ζk,
is calculated based on (13) as follows (note that k1, k2 and k3 are
selected such that the row number i of either k1xk+1 or hλk2 sgn(xk+1)
are always zero):

ζk = (k1 − hλk2)
−1(xk + hλk3), (14)

where ζk,i corresponds to the solution of either xk+1,i or sgn(xk+1,i) (this
is equivalent to the selection procedure [1] for the scalar GEs). This
function is verified as follows to select the valid case number among all
3n possible cases:

– if ith element of R∗ is equal to 1 and the ith element of ζk > −1
the selected case must be ignored.

– if ith element ofR∗ is equal to 2 and the ith element of ζk /∈ [−1, 1],
similarly this case must be avoided.

– if ith element of R∗ is equal to 3 and the ith element of ζk < 1 this
case is not valid.

Note that at each time step k, only a unique case number (correspond-
ing to the selected R∗) is valid and selected based on the conditions
above.

• Steps 18-22 (calculating the set-valued sign function): The rows of
the vector ζk calculated in the previous step, contain the solutions
of either xk+1,i or sgn(xk+1,i) depending on the case. More clearly, if
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the ith element of R∗ is equal to 1 or 3, the ith element of ζk is the
solution of xk+1,i but not sgn(xk+1,i). Hence, the value of sgn(xk+1,i)
needs to be calculated using (1) as ζ∗k,i = sgn(ζk,i). Otherwise, ζk,i
directly corresponds to the solution of sgn(xk+1,i), i.e., ζ

∗
k,i = ζk,i. Note

that vector ζ∗
k contains the solutions of the selection process in the

multivariable case, i.e., ζ∗
k = sgn(xk+1) (see [1] for the scalar case).

• Step 23 (synthesizing the control signal): The value of ζ∗
k is used to

synthesize the control (10) as shown in (15):

uk = B−1(−Axk + λζ∗
k). (15)

Since the multivariable GEs have not yet been considered in the literature,
a detailed example is provided in Example 1 for n = 2.

Example 1. Considering n = 2, (12) gives:[
xk+1,1

xk+1,2

]
∈
[
hλ11 hλ12

hλ21 hλ22

] [
sgn(xk+1,1)
sgn(xk+1,2)

]
+

[
xk,1

xk,2

]
, (16)

where λ11, λ12, λ21, and λ22 ∈ R are four scalars. Depending on the values
of xk+1,i and sgn(xk+1,i), i = 1, 2, eq. (16) shows 32 different cases as listed
in Table 2. According to the script provided in Appendix, the matrix R, in
this case, is as follows:

R =

[
1 1 1 2 2 2 3 3 3
1 2 3 1 2 3 1 2 3

]
, (17)

where nine columns correspond to nine different cases and ith row corresponds
to the behavior of sgn(xk+1,i). All nine cases are studied in the following,
where in each case, one column of R is considered and assigned to R∗.

• Case 1 (R∗ = [1, 1]⊺):

In this case, the first column of R is selected, i.e., R∗ = [1, 1]⊺, which
is decoded as sgn(xk+1,1) < 0 , sgn(xk+1,2) < 0. In this case, according
to steps 6-12 of Algorithm 1, (16) turns into (13) with the parameters
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Algorithm 1 Algorithm for the implicit discretization of the multivariable
SMC at each time-step k for any order n

0) Start
1) Receive λ, A, and B.
2) Initialize i, j, c, k1, k2, k3, ζk, ζ

∗
k, R, and R∗

3) i← 0, j ← 0, and c← 0
4) Measure xk

5) Generate the permutation matrix R (see the Appendix)
6) i← i+ 1
7) R∗ ← column i of R
8) k1 ← diag(f1(R

∗))
9) k2 ← diag(f2(R

∗))
10) k3 ← f3(R

∗)
11) j ← j + 1 and c← 0
12) ζk ← (k1 − hλk2)

−1(xk + hλk3)
13) If (element j of R∗) = 1 and (element j of ζk) ≥ −1 then go to 6
14) If (element j of R∗) = 2 and (element j of ζk) /∈ [−1, 1] then go to 6
15) If (element j of R∗) = 3 and (element j of ζk) ≤ 1 then go to 6
16) c← c+ 1
17) If c = n then go to 18, otherwise go to 11
18) j ← 0
19) j ← j + 1
20) If (element j of R∗) ∈ 1, 3 then (element j of ζk) ← sgn(element j of
ζk)
21) ζ∗

k ← ζk

22) If j < n then go to 19
23) Synthesize the control signal (15)
24) Terminate
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(18): [
1 0
0 1

]
︸ ︷︷ ︸

k1

[
xk+1,1

xk+1,2

]
− hλ

[
0 0
0 0

]
︸ ︷︷ ︸

k2

[
sgn(xk+1,1)
sgn(xk+1,2)

]

= xk + hλ

[
−1
−1

]
︸ ︷︷ ︸

k3

.
(18)

Subsequently, step 12 of Algorithm 1 gives:[
xk+1,1

xk+1,2

]
= ζk = (k1 − hλk2)

−1(xk + hλk3). (19)

The required conditions for the validity of the solutions are xk+1,1 < 0
and xk+1,2 < 0. If the solutions do not satisfy this condition, they
must be avoided and jump to the next case. Moreover, since all ele-
ments of R∗ ∈ {1, 3}, ζ∗

k can be calculated according to steps 20-21 of
Algorithm 1:

ζ∗
k = sgn(ζk). (20)

If this case is valid, i.e., the solutions satisfy the conditions mentioned
above, the value of ζ∗

k is used to synthesize the control (15). Otherwise,
the next case (indicated in the next column of the matrix R) will be
considered

• Case 2 (R∗ = [1, 2]⊺):

For this case, second column of R is selected and assigned to R∗, i.e.,
R∗ = [1, 2]⊺ indicating xk+1,1 < 0 and xk+1,2 = 0. The coefficients of
(13) read as:

k1 =

[
1 0
0 0

]
,k2 =

[
0 0
0 1

]
,k3 =

[
−1
0

]
. (21)

These coefficients along with (19) can be used to calculate ζk. More-
over, according to steps 20-21:

ζ∗
k =

[
sgn(ζk,1)

ζk,2

]
. (22)
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• Case 3 (R∗ = [1, 3]⊺): This case leads to xk+1,1 < 0 and xk+1,2 > 0.
The coefficients k1, k2 and k3 are listed below:

k1 =

[
1 0
0 1

]
,k2 =

[
0 0
0 0

]
,k3 =

[
−1
1

]
. (23)

This case is valid when the solutions satisfy xk+1,1 < 0 and xk+1,2 > 0.
After finding ζk, ζ

∗
k can be calculated using (20) to synthesize (15).

• Case 4 (R∗ = [2, 1]⊺): In this case, xk+1,1 = 0 , xk+1,2 < 0 and one has

k1 =

[
0 0
0 1

]
,k2 =

[
1 0
0 0

]
,k3 =

[
0
−1

]
. (24)

The solutions must satisfy | sgn(xk+1,1)| ≤ 1 , xk+1,2 < 0. In addition,

ζ∗
k =

[
ζk,1

sgn(ζk,2)

]
. (25)

• Case 5 (R∗ = [2, 2]⊺):

For this case xk+1,1 = 0 , xk+1,2 = 0 leading to

k1 =

[
0 0
0 0

]
,k2 =

[
1 0
0 1

]
,k3 =

[
0
0

]
. (26)

The solutions of (19) must satisfy | sgn(xk+1,1)| ≤ 1 , | sgn(xk+1,2)| ≤ 1.
Otherwise, this case must be omitted when synthesizing the control
signal at time step k. Moreover, in this case, one has ζ∗

k = ζk.

• Case 6 (R∗ = [2, 3]⊺):

The mentioned R∗ indicates xk+1,1 = 0 , xk+1,2 > 0, which leads to

k1 =

[
0 0
0 1

]
,k2 =

[
1 0
0 0

]
,k3 =

[
0
1

]
. (27)

The required condition for this case is | sgn(xk+1,1)| ≤ 1 , xk+1,2 > 0.
In addition, (25) can be used to synthesize (15).

12



• Case 7 (R∗ = [3, 1]⊺):

This case corresponds to xk+1,1 > 0 , xk+1,2 < 0 and one has:

k1 =

[
1 0
0 1

]
,k2 =

[
0 0
0 0

]
,k3 =

[
1
−1

]
. (28)

The solutions satisfying xk+1,1 > 0 and xk+1,2 < 0 are considered for
the control synthesize. Moreover, (20) can be used to obtain ζ∗

k.

• Case 8 (R∗ = [3, 2]⊺):

The vector R∗ is read as xk+1,1 > 0 , xk+1,2 = 0, leading to

k1 =

[
1 0
0 0

]
,k2 =

[
0 0
0 1

]
,k3 =

[
1
0

]
, (29)

with the condition xk+1,1 > 0 and | sgn(xk+1,2)| ≤ 1. Subsequently, (22)
can be used to obtain ζ∗

k and synthesize (15).

• Case 9 (R∗ = [3, 3]⊺): This case corresponds to xk+1,1 > 0 , xk+1,2 > 0
with

k1 =

[
1 0
0 1

]
,k2 =

[
0 0
0 0

]
,k3 =

[
1
1

]
. (30)

Clearly, the solutions must satisfy xk+1,1 > 0 and xk+1,2 > 0, and (20)
can be used to synthesize (15).

The responses of the plant (5) under the explicit (9) and implicit (15)
SMCs are studied through a numerical simulation and the results are shown
in Figs. 1 and 2, respectively. The conditions of the simulation are provided
in Table 1. The numerical simulation has been performed on a computer
equipped with an i5-1135G7 CPU with 8 GB of memory in MATLAB envi-
ronment. The total required time to synthesize the control signal correspond-
ing to the explicit and implicit discretizations as well as proceeding (11) for
the amount of 8 seconds of simulations are 438 µs and 964 µs, respectively.
It indicates that the implicit discretization requires almost two times more
calculation resources compared to the explicit one.

For n = 2, the state vector x = [x1, x2]
⊺ contains two variables x1 and

x2, with the input vector u = [u1, u2]
⊺. According to Fig. 1, as soon as one

of the components of the sliding vector, i.e., x1, reaches around the origin
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at t = 1.4 s, the system under the explicit SMC (9) starts showing the
numerical chattering on all state variables which is caused by the coupling
that exists in the multivariable system. The system continues to show the
numerical chattering until the end of the simulations. On the other hand, the
response of the same continuous-time plant (5) under the implicit SMC (15) is
illustrated in Fig. 2. Compared to the explicit one, the numerical chattering
is not observed anymore and both x1 and x2 converge exactly to the origin
and stay there until the end of the simulation. For this example with n = 2,
the system presents nine (32) different cases, and the evolution of the selected
cases is shown at the bottom of Fig. 2, it can be seen that the system starts
from case seven, and then switched to the cases four and five, and stayed in
the fifth case until the end of the simulation. Note that Case 5 corresponds to
the condition where the system converges to the origin, i.e., x = 0. The last
case in the implicit discretization can be calculated using (3n−1)/2+1, where
n is the system’s order (see the Appendix). The phase plane of the closed-loop
system corresponding to the explicit and implicit discretizations is provided
in Fig. 3 to see the effect of the discretization on the system’s trajectory. This
figure confirms that for case number seven, the system is in the reaching phase
and the behavior of both explicit and implicit discretizations are the same.
However, as soon as one of the components of the sliding vector hits the
origin, the explicit discretization starts to show the chattering which is not
the case for the implicit one. Another observation is that case number five
indicates the convergence of the implicit discretization to the origin, and the
system under the implicit discretization stays in the origin thereafter, which
cannot be observed for the explicit discretization. The proposed algorithm
can be potentially used for any n as shown by another numerical simulation
given in the Appendix.

Remark 2. The choice of (2) and (3) is such that (13) always leads to a
system of linear equations with n equations and n variables. The reason is
that for a specific i = 1, . . . , n, only one of the variables xk+1,i or sgn(xk+1,i),
appears in (13).

Theorem 2. Assuming that λ is designed according to Theorem 1, the im-
plicit SMC provided in Algorithm 1 ensures the convergence of the closed-loop
system with n = 2.

Proof. The proof is only given for a specific condition when n = 2 and
λ11 < 0 and λ22 < 0. To this end, we consider the convergence of system

14



(11) under all nine cases explained in Example 1 as follows. We start the
proof with Case 5, since as it will be seen, all other cases will lead to this
case.

• Case 5: The fifth column of matrix R, given in (17), is [2, 2]⊺ meaning
that in this case one has xk+1 = 0. It indicates that once the system
enters Case 5 at k, it reaches the origin at the next time step k + 1.
Furthermore, thereafter, one has xk = 0, indicating that the system
remains in the origin.

• Cases 1, 3, 7, 9: For these cases, the system is in the reaching phase,
substituting the values of k1, k2, and k3 corresponding to these cases
into (13) one can see that no coupling exists in the generalized equation.
Since the parameters are obtained based on Theorem 1, the inequalities
λ11 < −|λ12| and λ22 < −|λ21| always hold. Hence, the convergence of
the system can be shown for these cases. For instance, in Case 1, from
(19) one has: [

xk+1,1

xk+1,2

]
=

[
xk,1

xk,2

]
− h

[
λ11 λ12

λ21 λ22

]
. (31)

Assuming that one step passes, this case indicates xk,1 < 0 and xk,2 < 0.
The values of xk+1,1 and xk+1,2 increase indicating the convergence of
the state variables towards the origin.

• Case 4: Substituting (24) into (13) gives:[
xk+1,1

xk+1,2

]
=

[
0 0
−λ21

λ11
1

] [
xk,1

xk,2

]
+ h

[
0

λ12λ21

λ11
− λ22

]
. (32)

In this case, xk+1,1 = 0 always holds independent to xk+1,2. Assuming
that one step passes, one has xk+2,2 = xk+1,2 + h(λ12λ21

λ11
− λ22). Since,

in this case, xk+1,2 < 0, and according to Theorem 1 and the fact that
λ11 < 0, h(λ12λ21

λ11
− λ22) > 0, the value of xk+2,2 will increase until the

system reaches Case 5.

• Case 6: Substituting (27) into (13) gives xk+1,1 = 0, and similar to
Case 4, one has xk+2,2 = xk+1,2− h(λ12λ21

λ11
− λ22). Compared to Case 4,

the value of xk+2,2 decreases until it reaches Case 5.

• Cases 2 and 8: The proof of convergence for Cases 2 and 8 is similar
to Cases 4, and 6, respectively where it can be done by replacing xk,1

and xk,2.
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The proof has only been provided for n = 2 and a special condition when
λ11 < −|λ12| and λ22 < −|λ21| (see Sec. 5 for further discussions). ■

Remark 3. According to Theorem 2, the plant (5) under the implicit SMC
always converges to Case 5 for n = 2. In this case, as it has been shown
in Theorem 2, the equality xk+1 = 0 always holds, meaning that the system
converges to the origin and stays there one step after satisfying Case 5. It
indicates that the multivariable implicit SMC does not show the numerical
chattering inherently (see [1] for the scalar case) which is confirmed by the
numerical simulation illustrated in Fig. 2.

Remark 4. Substituting (26) into (15) one has

sgn(xk+1) = ζ∗
k = (hλ)−1xk. (33)

Moreover, from (33) and (15):

uk = B−1(−Axk − hλλ−1xk)→
uk = B−1(−Axk − hxk).

(34)

As can be seen, the gain matrix λ does not appear in the implicit control signal
during Case 5. It implies that the multivariable implicit SMC is insensitive
to the gain during the sliding phase. It should be noted that the explicit
discretization is sensitive to the gain λ since the gain matrix λ always appears
in the control law (9). As a result, increasing the gain amplifies the chattering
for the explicit discretization which is not the case for the implicit one. Note
that the mentioned gain insensitivity only occurs in noise-free conditions.
Assuming that the state vector xk is polluted by an additive measurement
noise ñ, i.e., xk = x̄k+ ñ, where x̄k is the noise-free part of the state vector,
(34) turns into:

uk = B−1(−A−hIn)(x̄k+ñ) = B−1(−A−hIn)(x̄k)+B−1(−A−hIn)(ñ),
(35)

where In is the n × n identity matrix. It indicates that even the implicit
discretization is affected by the measurement noise during the sliding phase.
Substituting (35) into the discrete equation of the plant (11), one can see
xk+1 = 0 does not hold anymore, meaning that the closed-loop system is
not invariant during the sliding phase. In other words, measurement noise
perturbs the system from the sliding phase and pushes it away to the other
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cases where the control gain λ appears in the control law. Hence, in practical
applications, where the measurement noise exists, the gain λ must be chosen
according to the noise level for both explicit and implicit discretizations.

Remark 5. The multivariable GE (12) always has a unique solution. The
reason is that the columns of R are unique and the validity conditions cor-
responding to cases do not show any overlap (see Table 2 for n = 2). Hence,
at each time step, only one case is valid. Moreover, in each case, (13) turns
into a system of linear equations with n equation and n variables since for
xk+1,i ̸= 0 the value of sgn(xk+1,i) is known. Alternatively, xk+1,i = 0 indi-
cates that sgn(xk+1,i) is a variable that needs to be obtained. In other words,
it is not possible to have two variables xk+1,i and sgn(k+1,i), i = 1, . . . , n,
simultaneously, at each time step.

4. Practical experiments

To evaluate the practicability of the developed algorithm, a multi-input
plant, i.e., six component thrust generator is selected with six inputs and
six outputs as represented in Figs. 4 and 5. The system is composed of six
propeller actuators P1, P2, . . . , P6, which can be divided into two groups.
The first group of the propellers, i.e., P1, P2, and P3, are located at the
distance of l2 = 705 mm from the center R. The second group of propellers,
i.e., P4, P5, and P6 are located at the same plane with the distance of
l1 = 300 mm from the center R. The angles between each two links are
θ = 2π/3 rad. Assuming that the thrust generated by the propellers P1, P2,
P3, P4, P5, and P6 are T1, T2, T3, T4, T5, and T6, respectively, the output
of the system is the overall forces and moments on the point R and can be
calculated based on the geometry of the system as follows:

fx = T1 + T2 + T3

fy = −T4 − (T5 + T6) cos(2π/3)
fz = (−T5 + T6) sin(2π/3)
mx = l1(T4 + T5 + T6)
my = l2T1 + (T2 + T3)l2 cos(2π/3)
mz = l2(T2 − T3) sin(2π/3),

(36)

where fx, fy, and fz, are three force components along the x, y, and z axes,
respectively, and mx, my, and mz are three moments around the mentioned
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axes, respectively, measured on the point R. In the matrix form, one has:
y(t) = M aT (t),
y(t) = [fx, fy, fz,mx,my,mz]

T

T (t) = [T1, T2, T3, T4, T5, T6]
T ,

(37)

where y(t) is the output and M a ∈ R6×6 is the allocation matrix which can
be obtained based on (36) as follows:

M a =


1 1 1 0 0 0
0 0 0 −1 Cθ Cθ

0 0 0 0 −Sθ Sθ

0 0 0 l1 l1 l1
l2 l2Cθ l2Cθ 0 0 0
0 l2Sθ −l2Sθ 0 0 0


Cθ = cos(θ), Sθ = sin(θ), θ = 2π/3.

(38)

Following [32, 33, 34, 35], the trust generated by each individual propeller
Pi = 1, . . . , 6, i.e., Ti(t) ∈ R > 0, follows the dynamic:

Ṫi(t) = fiTi(t) + giui(t), (39)

where fi ∈ R < 0 and gi ∈ R > 0 are the constants of the propeller i,
and ui is the control input corresponding to the propeller Pi. The con-
trol objective is to design six scalar control inputs u = [u1, . . . , u6] such
that the system’s output y(t) tracks the desired reference trajectory yr =
[fxr, fyr, fzr,mxr,myr,mzr, ], where fxr, fyr, fzr, mxr, myr, and mzr, are the
desired values of fx, fy, and fz, mx, my, andmz, respectively. As can be seen,
the system contains six scalar control inputs u ∈ R6 and six scalar outputs
y ∈ R6. The system’s output y is measured using a six-component force
sensor installed on point R. However, the generated thrust by each actuator
cannot be measured directly and is calculated based on (37) as follows:

T (t) = M−1
a y(t). (40)

Similarly, the vector of the desired thrust generated by each individual actu-
ator T r = [T1r, T2r, T3r, T4r, T5r, T6r, ] reads as:

T r(t) = M−1
a yr(t), (41)
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where Tir, i = 1, . . . , 6 denotes the desired thrust generated by Pi, and
yr = [fxr, fyr, fzr,mxr,myr,mzr, ] is the desired output. The equations (40)
and (41) are only valid when the allocation matrix is invertible, which is the
case in the scenario considered in this study.

The control objective is to synthesize the control input u = [u1, . . . , u6]
such that the system’s output y tracks the desired trajectory yr. The state
vector x(t) = [x1, . . . , x6]

⊺ ∈ R6 is defined as the tracking error, i.e.,

x(t) = T (t)− T r. (42)

Using (39) and (42) the dynamic of the thrust generated by the propellers can
be written into the matrix form defined in (5), where A = diag([f1, . . . , f6])

T ,
u = [u1, . . . , u6]

T , and B = diag([g1, . . . , g6])
T .

The parameter of the continuous-time SMC (6), i.e., λ is selected accord-
ing to Theorem 1 and Remark 4 as λ = − diag([10 10 10 3 3 3]). However,
such a gain matrix may not provide optimal results and, in real applications,
the gains should be specifically tuned for each type of discretization. Note
that if the components of the gain matrix λ are selected too small, the sys-
tem presents slow transient responses. On the other hand, a gain matrix
with large components amplifies the noise effect for both explicit and im-
plicit discretizations (see Remark 4). In addition, larger components of λ
lead to a higher numerical chattering for the explicit discretization which is
not the case for the implicit one according to Remark 4. As it is known
(see [1]), numerical chattering can affect the tracking performance as was
seen in Fig. 1. Moreover, chattering may lead to higher energy consumption,
actuator degradation, and even instability.

Both explicit and implicit controllers are implemented on NI-cRIO-
9049 computer manufactured by National Instruments. This computer con-
tains an Intel Atom E3940 CPU with four cores running on 1.6 GHz.
The sampling time is set to 10 ms. Hence, for n = 6, all 729 cases must be
checked within 10 ms to realize a practicable system. In other words, each
case must be executed in less than 13 µs. For such a computer with four
cores, this is doable. However, the algorithm may not lead to real-time im-
plementation for other processors with fewer calculation resources (see Sec. 5
for further discussions).

To evaluate the performances of the implemented controllers, two charac-
teristics, i.e., the chattering on the control signal and the tracking error are
studied. These two characteristics are quantified by two objective functions,
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i.e., the variation on the control signal (var(ui)) and the second norm of the
tracking error (||xi||) as follows:

var(ui) =
∑

k=2 |ui(k)− ui(k − 1)|,

||xi|| =
√∑

k=1 x
2
i (k),

(43)

where ui and xi are the ith components of the control u and state x vec-
tors, respectively. A higher variation on the control signal indicates larger
chattering. Moreover, a smaller ||xi|| shows better tracking since the state
variable (42) is the tracking error.

The synthesized control signal corresponding to the explicit (9) and im-
plicit (15) SMCs are shown in Figs. 7 and 8, respectively. It can be seen that
the implicit controller shows less chattering on the control signal than the
explicit one. The variation (var(·)) corresponding to each component of the
control vector is listed in Table 4. This table confirms the previous observa-
tion. The existing variations seen on the implicit control signal are caused
by the measurement noise but not the numerical chattering. The tracking
performances of the SMC discretized in the explicit and implicit ways are
shown in Figs. 9 and 10, respectively. The references are the square waves
with periods of 2s. One can see that both explicit and implicit controllers
converge to the desired reference values. However, the explicit one shows a
large amount of chattering caused by the numerical chattering on its control
signal, which is not the case for the implicit one. The second norm (|| · ||)
of the tracking error for the components of the state vector is x provided
in Table 4 to confirm that the implicit SMC shows a smaller tracking error
than the explicit one.

Comparing the experimental results obtained for the explicit and im-
plicit discretizations, it can be seen that while the implicit and explicit
discretizations are just two different discretizations of the continuous-time
control signal (6) with the same parameters, the differences are significant
which indicate the importance of the time discretization which is usually un-
derestimated. Note that to reduce the numerical chattering of the explicit
discretization, it is possible to reduce the amplitude of the elements in the
gain matrix λ, which in turn affects the tracking performances. In any case,
this study aims to show the impact of discretization on the continuous-time
SMC with the same parameters, which seems to be significant.
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5. Conclusion

An algorithm has been proposed in this work to be able to extend the
implicit discretization to the multivariable sliding-mode controller. The pro-
posed algorithm can systematically solve the multivariable generalized equa-
tions that cannot be done using graphical interpretations. An example is pro-
vided to show the validity of the algorithm applied to a multi-input system
accompanied by a numerical simulation. In addition, the algorithm has been
implemented on a six-component thrust generator with six inputs and six
outputs to show its practicability. The proposed implicit discretization can
bring the following advantages over the commonly used explicit discretization
as follows:

• In the developed algorithm, the continuous-time form of the control
law is not modified, meaning that the resulting discrete-time imple-
mentation shares the same behavior as its continuous-time counterpart
without an approximation. For instance, there is no need to replace
the sign function with its continuous approximation like the saturation
function as can be seen in Sec. 3.

• The discrete-time implementation shows a chattering-free implementa-
tion (see Remark 3 and Fig. 2) and gain insensitivity (Remark 4) under
noise-free conditions.

• The finite-time convergence of the discrete-time form of the imple-
mented control law has been shown in Theorem 2.

• The feasibility of the algorithm has been studied from the computa-
tional (existence and uniqueness of the solutions shown in Remark 5)
and implementation points of view (the calculation burden was rea-
sonable to implement the algorithm on a typical industrial computer
NI-cRIO-9049).

In addition, since the implicit discretization of the multivariable systems has
not been considered in the literature before, the proposed algorithm is still
at a very early stage of development. As a result, the following topics are
suggested to be considered in future studies for further developments:

• While the algorithm can be used for any system’s order n, the stability
analysis and convergence e.g., Theorem 2, have been only given for a
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system with two inputs, and it is not clear whether such properties are
valid for n > 2 or not. Hence extension of Theorem 2 for an arbitrary
n would be necessary.

• This work aims to develop the implicit discretization for multi-input
systems. Hence, the design and properties of the continuous-time con-
troller are out of the scope of this work. Throughout the manuscript,
it is assumed that all system elements are known without presenting
any perturbation. In this case, it is not clear how to tackle the im-
plicit discretization when the system’s parameters, i.e., A and B, are
unknown. The authors believe that this issue should be addressed in
future works.

• The algorithm presented in this work concerns the implicit discretiza-
tion of the continuous-time SMC presented in (6). The extension of
the Algorithm for other multivariable SMCs, e.g., multivariable twist-
ing and super-twisting types [27, 28] of SMC remains for future studies.

• The practicability of the algorithm has been shown on an NI-cRIO-
9049 computer equipped with an Intel Atom E3940 CPU with
four cores running on 1.6 GHz. As it was seen, the algorithm leads to
3n cases that need to be checked within a time step. Such a calculation
may not be executable within a time step for all types of comput-
ers. The authors believe that the calculation resources required by the
algorithm should be studied in the future. In addition, it was seen
that the implicit SMC always stays in the case number (3n − 1)/2 + 1
(see Remark 3, Figs. 2, 3 and 11 and the Appendix) during the slid-
ing phase. Hence, the configuration of the permutation matrix can be
modified such that the algorithm verifies this case and the cases nearby
before the others to reduce the calculation burden. In this context, the
learning algorithms may be employed to identify the most probable
configurations to be checked before the others [36, 37].
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Appendix

A simple script in MATLAB to generate the permutation matrix R is
given below:

n=6; % n indicates the system 's order

for i=0:3^n-1

x=dec2base(i,3);

while strlength (\ boldsymbol{x})<n

x=append('0',x);
end

for j=1:n

R(j,i+1)=str2double(x(j))+1;

end

end

Algorithm 1 can be potentially used for any order of systems. For in-
stance, a simulation has been made for n = 10, h = 100 ms and randomly
generated A,B,λ and initial conditions leading to 310 = 59049 cases. The
algorithm led to the convergence for the state vector xk, and the selected
cases are shown in Fig. 11. An interesting observation is that the final case
can be calculated using (3n−1)/2+1. In this example, the final case is equal
to (310 − 1)/2 + 1 = 29525 while for the example provided in Example 1 it
was (32 − 1)/2 + 1 = 5. This is the case where the state vector converges
to the origin and stays there one step after. All the software developments
including the proposed algorithm written in MATLAB are available upon
request to the first author.

Table 1: Condition of the numerical simulation
h = 100 ms, x1(0) = 10, x2(0) = −30

A =

[
−1 −2
2 −7

]
,B =

[
1 2
3 4

]
,λ = −

[
10 3
5 10

]
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Table 2: Different configurations of the GE (12) when n = 2
Case number xk+1,1 sgn(xk+1,1) xk+1,2 sgn(xk+1,2) variables to be solved conditions to be verified

1 < 0 −1 < 0 −1 xk+1,1 , xk+1,2 xk+1,1 < 0 xk+1,2 < 0
2 < 0 −1 0 [−1, 1] xk+1,1 , sgn(xk+1,2) xk+1,1 < 0 | sgn(xk+1,2)| ≤ 1
3 < 0 −1 > 0 1 xk+1,1 , xk+1,2 xk+1,1 < 0 xk+1,2 > 0
4 0 [−1, 1] < 0 −1 sgn(xk+1,1) , xk+1,2 | sgn(xk+1,1)| ≤ 1 xk+1,2 < 0
5 0 [−1, 1] 0 [−1, 1] sgn(xk+1,1) , sgn(xk+1,2) | sgn(xk+1,1)| ≤ 1 | sgn(xk+1,2)| ≤ 1
6 0 [−1, 1] > 0 1 sgn(xk+1,1) , xk+1,2 | sgn(xk+1,1)| ≤ 1 xk+1,2 > 0
7 > 0 1 < 0 −1 xk+1,1 , xk+1,2 xk+1,1 > 0 xk+1,2 < 0
8 > 0 1 0 [−1, 1] xk+1,1 , sgn(xk+1,2) xk+1,1 > 0 | sgn(xk+1,2)| ≤ 1
9 > 0 1 > 0 1 xk+1,1 , xk+1,2 xk+1,1 > 0 xk+1,2 > 0

Table 3: Parameters of the propellers i = 1, . . . , 6

fi = −226 , gi = 1100

Table 4: Results obtained for the experiments

var(·) Implicit Explicit || · || Implicit Explicit
var(u1) 1202 9922 ||x1|| 26.9 30.6
var(u2) 719 9877 ||x2|| 23.0 33.3
var(u3) 589 10465 ||x3|| 25.2 25.6
var(u4) 3654 6656 ||x4|| 20.8 43.5
var(u5) 5408 9482 ||x5|| 14.5 14.6
var(u6) 5082 9603 ||x6|| 13.4 13.5
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Figure 1: Result of the multivariable explicit SMC. The system starts to show the numer-
ical chattering as soon as one of the state variables hits the origin.

25



Figure 2: Result of the multivariable implicit SMC. The numerical chattering is not ob-
served.

Figure 3: Phase plane of the plant (5) under explicit (9) and implicit (15) SMCs. The
implicit discretization directly converged to the origin which is not the case for the explicit
one.

26



P1

P2 P3
P6

P5

P4

fx fy

fz

R

Figure 4: Photo of the six-component thrust generator installed on the head of a floating
wind turbine in the test tank to study the aerodynamic effects (front view)
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Figure 5: The position and direction of the propellers in the six-components actuator (rear
view)

28



Multivariable 
SMC

Explicit: (9)
or

Implicit: (15)

P1fxr

fyr

fzr
mxr

myr

mzr

P2

P3

P4

P5

P6

fx

fy
fz
mx

my

mz

Sensors
(39) 

- 
(41)

x1

x2

x3

x4

x5

x6

Feedback
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Figure 6: The control loop, where ui are the control signals, Pi are the propeller actuators,
Ti are the thrusts generated by each propeller, and the outputs of the control loop are fx,
fy, fz, mx, my and mz which are the forces and moments on point R.

Figure 7: Control signal u of the explicit SMC. The chattering can be observed on the
control signal. Horizontal axis: Time (s).
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Figure 8: Control signal u of the implicit SMC. The implicit control signal is much
smoother than the explicit one. Horizontal axis: Time (s).

Figure 9: Tracking performance corresponding to the explicit SMC. The tracking is affected
by the chattering. Horizontal axis: Time (s).
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Figure 10: Tracking performance corresponding to the implicit SMC. The implicit imple-
mentation shows better tracking than the explicit one since it is not affected by numerical
chattering. Horizontal axis: Time (s).
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Figure 11: Selected cases for a simulation with n = 10 leading to 310 = 59049 cases. It
can be seen the last case number for n = 10 can be obtained by (3n − 1)/2 + 1 = 29525
meaning that the system is converged to the origin.
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