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Abstract. We consider the dynamics of classical particles or defects moving in a fluctuating

two-dimensional magnetic medium made of Ising spins. These defects occupy empty sites, and

each of them can move according to simple rules, by exchanging its location with one of the

neighboring or distant spin if the energy is favorable, conserving the magnetization. We use a

fermionic representation of the theory in order to map the partition function into an integral over

Grassmannian variables. This model of annealed disorder can be described by a Grassmannian

action containing quartic interaction terms. We study the critical behavior of this system as well

as the entropy, specific heat, and residual correlation functions which are evaluated within this

Grassmannian formalism. We found in particular that the correlations are strongly attractive

at short distances in the low temperature regime and for a broader range of distances near the

spin critical regime, and slightly repulsive at large distances. These results are compared with

Monte-Carlo simulations.

PACS numbers: 05.40.-a,05.10.Ln,05.70.Fh,05.65.+b,64.60.De

1. Introduction

The emergence of cooperative phenomena in interacting spin systems, quantum or classical,

with mobile defects [1] reveals the role of the magnetic fluctuations in the dynamics of these

defects. For example there is evidence of the existence of correlated stripes of charges or

holes in two-dimensional copper oxide superconducting materials that are closely related to the

commensurability between the lattice and the spin spatial structure when dilution is present [2].

In the classical case of dilute spin models where annealing disorder is represented by moving holes

or defects, critical and thermodynamical properties have been investigated using exact models on

special lattice structures. In early works, exact calculations were performed on decorated square,

hexagonal, or diced lattices [3] where magnetic or nonmagnetic ions occupy a sublattice formed by

the centers of the bonds between magnetic sites on the main lattice. The magnetic ions of the main

lattice interact via couplings which can be ferromagnetic, antiferromagnetic, or zero depending on

the presence of magnetic or nonmagnetic ions on the bonds. When the concentration of magnetic



Crystallization and dynamics of defects in a magnetic fluctuating medium 2

ions on the sublattice is varied, there is a specific value below which magnetic order vanishes

and cluster percolation disappears. Annealed Ising models with site dilution on self-similar or

hierarchical structures were also studied, for example on the triangular Apollonian network [4, 5]

with a random distribution of vacant sites that are thermalized. The transfer matrix method

in the Grand Ensemble reveals that the presence of magnetic order depends not only on the

chemical potential of vacancies but also on the lattice choice. In these models it is also worth

noticing the presence of a residual macroscopic entropy at zero temperature due to the complex

geometrical and random connectivity between magnetic sites, and the contribution of nonactive

magnetic sites. Non zero residual entropy is also seen in spin-ice models with quenched disorder on

similar hierarchical lattices mimicking the tetrahedral three dimensional structures [6]. However

the precise value of the residual entropy is not always understood in general in terms of simple

local spin configurations contributing to highly degenerate ground states. Dynamical properties

of mobile defects were also studied on a dilute Ising chain and within the Bethe approximation

[7, 8, 9], when a short range potential is introduced between magnetic ions. Spatial correlation

functions were evaluated between the mobile impurities as function of the dilution and different

parameters such as the temperature or potential strength, which reveals the degree of randomness

of the impurities in the system at thermal equilibrium.

In this context, we would like to analyze the degree of correlation between mobile defects in

the simple case of the classical dilute Ising model on a square lattice. In particular, the knowledge

of the spatial correlation functions between mobile defects at equilibrium can shed light on the

contribution of the local magnetic fluctuations to the dynamics of these impurities. We expect that

these magnetic fluctuations induce some effective potential between the non-magnetic particles,

which can be seen by studying the different thermodynamical quantities as well. Analytically, we

will consider a method based on Grassmann variables in order to fermionize the theory, in parallel

to a previous work on quenched disorder [10]. We will show that we can transform the original

spin and defect or hole model into a non-linear fermionic action, depending on the positional

configuration of the defects represented by bosonic nilpotent variables. The advantage of this

formulation is that corrections to non-linear terms are usually small due to the nilpotent properties

of the Grassmann variables and good approximations to the thermodynamical quantities can be

achieved. The present model is actually similar to a three-states Blume-Capel model [11], with

spin zero representing the defects, however the main difference is that the number of variables with

spin zero representing the presence onsite of nonmagnetic impurities is fixed by their concentration,

either in the Canonical Ensemble or in the Grand Canonical Ensemble with a chemical potential.

From a numerical point of view, we have performed Monte-Carlo (MC) simulations and

investigated two cases for the dynamics of the mobile defects, considered as hard core particles: first

we will study the local diffusion (model A), where a particle can hop to one of the four neighboring

sites by exchange of the local state with the corresponding spin, if the energy is favorable and

if no other particle is already present. In the second case (model B), we consider that particles

can hop to any site distant on the lattice with the same previous rules. In both cases there is
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no change in the magnetization. Configurations with the highest probability are counted by the

partition function mixing particles and spins. In particular, we observe that the low temperature

properties display a crystallization of small clusters of particles in the model A, due to the fact

that it is favorable energetically for particles to aggregate in a medium where most of the spins are

polarized in one direction. Once a particle reaches a local cluster, its motion is frozen since there

is almost no possibility that it can leave this cluster. The number of small clusters depends on the

space configuration of the particles just above the crystallization temperature. In the model B,

we expect that all particles aggregate into a single giant cluster due to the possibility of reducing

the total surface of the clusters by non-local diffusion.

In the high temperature regime however, the particles tend to localize near the domain walls,

as seen in the two examples of figure 1, since it is energetically beneficial to take advantage of the

discontinuity in spin polarity, especially near the critical regime. The interparticle correlations can

be evaluated through the thermal space correlation functions. At high temperature, we expect

that the strong thermal fluctuations will not contribute to the particle dynamics, and that free

diffusion of uncorrelated particles will occur.

The paper is organized as follow: In section 2 we introduce the model and explain how

to transform the Hamiltonian into a fermionic action, using Grassmann algebra. This is an

extension of the Grassmann representation of the Ising model that includes defects. In relation

with fluid theory, we introduce the notion of fugacity or activity in the description of our model.

In section 3, we analyze the critical properties of the model, in particular we give an estimation

of the critical concentration of defects above which magnetization disappears. In section 4, we

consider the entropy and specific heat and discuss the differences between the analytical results

and simulations in the low temperature regime. This is supplemented by the computation of the

two-point correlation functions in section 5 where an estimation of the long distance behavior is

given. Finally we summarize and discuss the physical findings of this work in the conclusion,

section 6.

2. Effective interaction with the magnetic fluctuations

In this part, we introduce the model and consider a square lattice of size N = L2 on which each

site is occupied either by a spin or a non-magnetic particle or vacancy. The spin Hamiltonian

describing this system is represented by an Ising model with ferromagnetic coupling J > 0

HSP = −J

2

∑
<r,r′>

(1− nr)σr(1− nr′)σr′ , σr = ±1, nr = 0, 1, (1)

where the sites occupied by diffusive particles are represented by the variable nr = 1, whereas

the spins are represented by the local state (σr = ±1, nr = 0). The total number of vacancies on

the lattice is given by NP ≤ N . The brackets < r, r′ > take into account only next neighboring

sites r and r′. The subscripts S and P indicate, in the subsequent notations, the spins and

particles respectively. It is well known that the Ising spin system in absence of vacancies, or
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(a) (b)

Figure 1: Spin configurations between two domains of opposite polarity, with a particle (solid

circle) along the domain wall, case (a), or inside the domain of spins up, case (b). The energy for

the spin configuration (a) has a lower energy than (b), and the energy difference is 4J . The red

crosses in (a) indicate that the domain wall is interrupted by the presence of the particle.

HS = −1
2J
∑

<r,r′> σrσr′ , has a fermionic representation of its partition function ZS in terms of

one pair of Grassmann variables (ar, ār) per site [12, 13]

ZS =
∏
r

∑
σr=±1

e−βHS = 2N cosh(βJ)2N
∫ (∏

r

dārdar

)
eSS , (2)

where the Grassmannian action SS is defined by SS =
∑

r Sr with the local quantities

Sr = arār + u(ar + ār)(ar−x − ār−y)− u2ar−xār−y. (3)

In this expression u = tanh(βJ), and x and y are the elementary unit steps in the x and y

directions respectively. We recall the main following Grassmannian integration rules:
∫
darar = 1,∫

dar = 0, and arār = −ārar. The factor 2N counts the number of spin configurations and one

cosh(βJ) has been factorized for each coupling in the two directions.

2.1. Fermionic representation in presence of vacancies

In presence of vacancies, we can derive a similar and more general result in more details. We first

consider the decoupling of the spins using two pairs of Grassmann variables per site (ar, ār) and

(br, b̄r), or one pair for each direction, such that

ZSP [{nr}] =
∏
r

∑
σr=±1

e−βHSP

= cosh(βJ)2N
∏
r

∑
σr=±1

(1 + uϵrσrϵr+xσr+x)(1 + uϵrσrϵr+yσr+y)
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= cosh(βJ)2N
∏
r

∑
σr=±1

∫
dārdare

arār

∫
db̄rdbre

brb̄r

× (1 + arϵrσr)(1 + uārϵr+xσr+x)(1 + brϵrσr)(1 + ub̄rϵr+yσr+y), (4)

where we have defined ϵr = 1−nr for simplification. The last line can be rewritten as the product

of four non-commutative quantities ArĀr+xBrB̄r+x, which then have to be rearranged inside the

overall integral in order to group together the weights containing the same spin σr, or index r, that

can be summed up independently. The overall product in (4) can be rearranged in the correct order

by considering a mirror-ordering factorization procedure, which has a valid meaning under the sign

of integration. Free boundary conditions are taken here, as it simplifies the problem of ordering

at the border of the lattice. When double periodic boundary conditions are considered, we can

cite for more details the Appendix of the reference [14], which proposes a straightforward solution

for this problem of periodicity at the borders using a general symmetry identity for Grassmannian

polynomial functions. The exponential terms in (4) are commuting variables and can be factorized

easily. We obtain, using the notation r = (m,n)

ZSP [{nr}] = cosh(βJ)2N
∏
r

∑
σr=±1

∫
dārdare

arār

∫
db̄rdbre

brb̄r

×

−→
L∏

n=1

B̄1nA1n

−→L∏
m=2

ĀmnB̄mnAmn

←−
L∏

m=2

Bmn

B1n, (5)

where the arrows indicate the ordering of the products. We can then perform iteratively the

summation over the spin variables, since in this form the four weights that share the same spin

variable are grouped together. In particular we can exponentiate the resulting quadratic and

quartic Grassmannian polynomial terms after summation over the spin variable, which commute

with the rest of the products and therefore can be factorized before the next iterative summation

is performed ∑
σr=±1

ĀrB̄rArBr = 2 exp
[
arbrϵr + u(ār−x + b̄r−y)(ar + br)ϵr + u2ār−xb̄r−yϵr

]
. (6)

We finally obtain

ZSP [{nr}] = 2N cosh(βJ)2N
∫ ∏

r

dārdardb̄rdbr (7)

× exp

[∑
r

arār + brb̄r + arbrϵr + u(ār−x + b̄r−y)(ar + br)ϵr + u2ār−xb̄r−yϵr

]
.

We can further reduce the number of variables by performing an integration over (ar, br), which

leads to a simplification of the previous expression

ZSP [{nr}] = 2N cosh(βJ)2N
∫ ∏

r

dārdb̄r (8)



Crystallization and dynamics of defects in a magnetic fluctuating medium 6

× exp

[∑
r

b̄rār + u(ār−x + b̄r−y)(b̄r − ār)ϵr + u2ār−xb̄r−yϵr

]
.

This expression is compared to (3) in the case where ϵr = 1, by formally replacing the pair

(ār, b̄r) → (ar,−ār), which leads to the expression of Sr containing only one pair of Grassmann

variables per site. In the general case, we obtain instead [10, 15, 16]

ZSP [{nr}] = 2N cosh(βJ)2N
∫ ∏

r

dārdar (9)

× exp

[∑
r

arār + u(ar + ār)(ar−x − ār−y)ϵr − u2ar−xār−yϵr

]
.

In terms of the variables {nr} describing the particle positions, the partition function can be

expressed as

ZSP [{nr}] = 2NS cosh(βJ)2NS

∫ ∏
r

dārdar
[
δnr,0e

Sr + δnr,1arār
]
, (10)

where we have replaced the number of spins N in the overall factor by the number of active spins

NS = N −NP , since there are NP hidden spins which does not contribute to the thermodynamics.

Indeed we have to formally remove the spin degrees of freedom per site occupied by the particles

as well as the absence of couplings between spins and particles. This partition function can be

further rewritten as

ZSP [{nr}] = 2NS cosh(βJ)2NS

∫ ∏
r

dārdar
[
1 +

(
arāre

−Sr − 1
)
nr

]
eSS . (11)

To simplify the problem, we first diagonalize SS, using the Fourier space transformation ar =

L−1
∑

k ake
ik.r, ār = L−1

∑
k āke

−ik.r, and express the partition function ZS as a product over

momentum dependent factors, after relabeling momenta kx → −kx:

SS =
∑
k

′

[gkakāk + ḡka−kā−k − 2iu sin(kx)aka−k + 2iu sin(ky)ākā−k] ,

gk = 1− u(eikx + eiky)− u2eikx+iky . (12)

The partition function ZS can then be easily factorized using Grassmannian integral rules

(NS = N)

ZS = 2N cosh(βJ)2N
∫ ∏

k

′

dākdakdā−kda−ke
SS

= 2N cosh(βJ)2N
∏
k

′ (
gkḡk − 4u2 sin(kx) sin(ky)

)
= 2N cosh(βJ)N

∏
k

′ [
(1 + u2)2 − 2u(1− u2)(cos(kx) + cos(ky))

]
. (13)

The prime symbol corresponds to the set of momenta k located in one half of the Brillouin zone,
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the opposite momenta ′′ − k′′ completing the zone, see figure 2. The opposite momentum ′′ − k′′

is related to k by the fact that (k+′′ −k′′) is zero modulo the period (2π, 2π) of the lattice. The

particular momentum contribution (ā0, a0) could be included formally into the reduced sum but

this term should be negligible in the thermodynamical limit as it corresponds to a single value

in the large asymptotic sum and will be omitted. One can write an effective action for (11) by

introducing nilpotent commuting variables ρr such that ρ2r = 0 and

ZSP [{nr}] = 2NS cosh(βJ)2NS (14)

×
∫ ∏

r

dārdardρr exp

(
SS +

∑
r

ρr(1− nr) +
∑
r

ρrnrarāre
−Sr

)
.

One should notice that ρr can always be written as a product of two Grassmann variables. The

term arāre
−Sr = arār − u2arar−xārār−y will be approximated in the following by the quadratic

part since the quartic part contains second order derivatives which will be assumed to be negligible

for small momenta and small concentration of particles. However the corrections to the quartic

part are studied in Appendix A. We can now construct the total partition function ZSP in the

Grand Canonical Ensemble for the spin-particles system that includes the vacancies in thermal

equilibrium

ZSP =
∏
r

∑
nr=0,1

ZSP [{nr}] exp

(
βµ
∑
r

nr

)

= 2N cosh(βJ)2N
∫ ∏

r

dārdar exp

(
SS + z

∑
r

arāre
−Sr

)

(π,0)

(0,-π)

(-π,0)

(0,π)

(π,0)

(0,-π)

(-π,0)

(0,π)

k

-k

Figure 2: Reduced Brillouin zone located in the yellow shade area with momenta k, or red circles,

contributing to the pairs of Grassmann variables (āk, ak), for L even L = 4 (left) and odd L = 5

(right). The other momenta, or black circles, are related by the relation k → −k and contribute

to the pairs (ā−k, a−k). The blue circle is the zero momentum k = 0 corresponding to (ā0, a0).

When L is even, momenta in green have their counterparts in both zones since akx,L/2 = akx,−L/2

or aL/2,ky = a−L/2,ky , and should be counted with a factor 1/2.
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= 2N cosh(βJ)2N
∫ ∏

r

dārdar exp(SSP ), (15)

where we have introduced a chemical potential µ that fixes the average number of particles NP

in this representation. The parameter z = eβµ/2 cosh2(βJ) is called the activity or fugacity,

incorporating a spin chemical potential that we can define as being equal to− log(2 cosh2(βJ))/β ≃
−2J at low temperature. The parameter NS = N − NP in the overall factor has been replaced

by N and the corrective factor, corresponding to remaining part NP , has been included with the

chemical potential in the definition of z. The expression (15) is exact and comprises not only

quadratic but also quartic terms in the Grassmannian action, which can not be integrated by

means of a determinant without approximation. The chemical potential is defined by the implicit

relation

NP = −∂Ω

∂µ
, Ω = −kBT logZSP , (16)

with Ω the Grand Potential. After summation over the particle variables and using the quadratic

approximation for the term in factor of z, the effective action SSP in equation (15) can be written

in the Fourier space as

SSP =
∑
k

′[
(z + gk)akāk + (z + ḡk)a−kā−k − 2iu sin(kx)aka−k + 2iu sin(ky)ākā−k

]
. (17)

When there is no particle in the system, µ = −∞ and z = 0 as expected. It is straightforward

to perform the integration over the Grassmann variables in (17), which leads to the Fourier

factorization

ZSP = 2N cosh(βJ)2N
∏
k

′[
(z + gk)(z + ḡk)− 4u2 sin(kx) sin(ky)

]
= 2N cosh(βJ)2N

∏
k

′[
(1 + z)2 + u2(2 + u2)− 2u(1 + z − u2)(cos(kx) + cos(ky))

−2u2z cos(kx + ky)
]
= 2N cosh(βJ)2N

∏
k

′

Zk(z). (18)

We will consider in the following the free energy F in the Canonical Ensemble, for a fixed

concentration of defects, using the Legendre transformation

F = Ω+ µNP . (19)

2.2. Equation for the fugacity

The average number of particles is then defined by NP = z∂z logZSP , and the density by ρ =

NP/N . The local density nr is represented formally by the Grassmann variable zarāre
−Sr ≃ zarār

in the averaging process. If we define ⟨· · ·⟩ as the Boltzmann thermal average, then we have

⟨nr⟩ = z⟨arār⟩ =
z

N

∑
k,k′

′〈 (
ake

ik.r + a−ke
−ik.r

) (
āk′e−ik′.r + ā−k′eik

′.r
)〉
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=
z

N

∑
k

′〈
akāk + a−kā−k

〉
. (20)

The last line results from the admissible combinations between the quadratic operators imposed

by the action (17). Only quadratic terms such as akāk, a−kā−k, aka−k, and ākā−k, lead to non

zero averages. Their corresponding thermal averages are given by

⟨akāk⟩ =
z + ḡk
Zk

, ⟨a−kā−k⟩ =
z + gk
Zk

,

⟨aka−k⟩ = −2iu
sin(ky)

Zk

, ⟨ākā−k⟩ = 2iu
sin(kx)

Zk

. (21)

Therefore the local density, which is independent of the position, is given by

ρ = ⟨nr⟩ =
z

N

∑
k

′ 2z + gk + ḡk
Zk

=
2z

N

∑
k

′ 1 + z − u(cos(kx) + cos(ky))− u2 cos(kx + ky)

Zk

= zΦ(z), (22)

where Φ(z) can be expressed exactly in terms of complete elliptic integrals in the continuum

or asymptotic limit, see in reference [17] the Appendix C for precise details. In particular, the

complete expression at finite temperature is given by

Φ(z) =
1

2z
− 1

z

1− z2 + u2(2 + u2)

(1 + z)2 + u2(2 + u2)

K1

8π2
+

1

z

u(1− u2)

(1 + z)2 + u2(2 + u2)

K2

2π2
, (23)

where K1 and K2 are given by

K1 =
8π

|a1|
K(q)

[(r21 − 1)(r22 − 1)]1/4
, q2 =

1

2

(
1− (r1r2 − 1)√

(r21 − 1)(r22 − 1)

)
, (24)

and

K2 =
8π

|a1|
1

[(r21 − 1)(r22 − 1)]1/4
1 +R0

1−R0

[
K(q)− Π

(
−(1−R0)

2

4R0

, q

)]
,

R2
0 =

(r21 − 1)(r22 − 1)

[(r1 + 1)(r2 + 1)]2
. (25)

K and Π are the complete elliptic integrals of the first and third kind, respectively. The quantities

r1 > r2 > 1 are parametrized by factors a1 and a2, such that

a1 =
2u(1 + z − u2)

(1 + z)2 + u2(2 + u2)
, a2 =

2u2z

(1 + z)2 + u2(2 + u2)
,

r1 =
1 + a2 +

√
a21 + 2a2(1 + a2)

a1
, r2 =

1 + a2 −
√

a21 + 2a2(1 + a2)

a1
. (26)

In figure 3 is plotted the function Φ(z) for different temperatures, as well as zΦ(z). The latter is

bounded by unity for large z, or when the concentration of particles is close to ρ = 1.
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Figure 3: Functions Φ(z) and zΦ(z) (inset) for different temperatures (L = 400). zΦ(z) is positive

and monotonic and bounded by unity.

3. Critical properties

In presence of dilution, the usual second order critical line for the spin sector has a reduced critical

temperature Tc(ρ). The critical temperature corresponds to the singular value for which Zk in

(18) vanishes at long momenta, or when k = 0. This gives an equation between u and z at Tc(ρ).

In this limit, we can show that

Zk≃0 = (1 + z − 2u− u2)2 = m2 ≥ 0, (27)

where m is defined as the mass of the theory. The critical point is then simply determined by

u =
√
z + 2 − 1, with z defined by equation (22). The critical temperature is then uniquely

determined. When ρ = 0, z = 0 and we have the usual value Tc(0) = 1/arctanh(
√
2− 1) ≃ 2.269.

When ρ increases, this value diminishes as more particles destroy the magnetic order until the

percolation of large clusters is rendered impossible. Since u ≤ 1, the density for which Tc = 0 is

given by z = 2, corresponding to a system half populated by particles, or ρ = 1/2, see equation

(34) in the next section for the exact expression of Φ(2) in this limit. In figure 4 is plotted the

analytical solution Tc(ρ) as function of ρ, in the last lower right panel with blue circle symbols.

For comparison, we have performed MC simulations for the model A and evaluated the fourth

order cumulant [18] of the magnetization ma =
∑

r σr(1− nr)/NS

u4 = 1− ⟨m4
a⟩

3⟨m2
a⟩2

, (28)

for different sizes L = 20, 50, 80 as function of the temperature, see figure 4. For each case, we have

performed 106 MC steps, each step corresponding to N = L2 iterations, starting with a random

configuration of particles. The asymptotic value Tc(ρ) when N → ∞ is localized where all the
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curves intersect, and this value is displayed as the black filled circles on the last lower right panel

of the figure, for each concentration ρ. Although the analytical results predicts that Tc vanishes

at ρ = 1/2, the MC results suggests that the critical temperature vanishes at ρ ≃ 0.570, after

a quadratic fit of the data was performed, see the black dashed line. A linear fit gives instead

ρ ≃ 0.606. It is however difficult to extract a precise value of Tc when the density of particles

is close to 1/2 and the analytical result shows important non linearity deviation near this value.

To put these results into perspective, we can mention that the percolation threshold for particles

on a square lattice is given with high accuracy by ρ ≃ 0.593 [19, 20]. For mobile electrons on a

square lattice with Ising spins, using the quadratic approximation of the Grassmann action and

self-consistent equations for the fermionic Green functions, we found that the critical density is

instead ρ = 2/3 ≃ 0.667 [17], which is a larger value.
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Figure 4: Fourth order cumulant u4 of the magnetization, for different values of ρ and sizes

(L = 20, 50, 80). The value of the critical temperature (blue circles, lower right panel) from

the analytical result is compared with the MC simulations (black filled circles) of the finite size

estimation of u4, see (28). The asymptotic critical temperature for a given concentration is located

where the curves for different L intersect.
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4. Entropy and specific heat

The free energy density per site in the Canonical Ensemble is given by the expression

F

N
= −kBT (1− ρ)

[
log 2 + 2 log cosh βJ

]
+ kBTρ log z −

kBT

N

∑
k

′

logZk. (29)

The entropy per site is defined by S(T ) = −N−1∂F/∂T . At high temperature, the previous

expression can be simplified (u ≃ 0) by expanding the free energy and keeping the leading terms

S(T ≫ 1)/kB ≃ (1− ρ) log 2 + ρ log z + log(1 + z). (30)

The value of z in this limit, given by the implicit equation (22), yields the simple relation

z = ρ/(1 − ρ). Therefore, we deduce that the entropy is simply given by the sum of the spin

contribution, log 2, on each site where a spin is present, and the entropy for NP free particles

S(T ≫ 1)/kB ≃ (1− ρ) log 2− ρ log ρ− (1− ρ) log(1− ρ). (31)

The particle contribution corresponds to the number of ways to put randomly NP particles on a

square lattice with each site containing at most one particle. This contribution is equivalent to

the logarithm of the combinatorial factor
(

N
NP

)
in the thermodynamical limit N → ∞ using the

Stirling formula. In figure 5(a) is represented the temperature dependent entropy from expression
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Figure 5: (a) Entropy per site as function of the temperature T for different values of ρ (L = 1500),

with the variation of the activity z with T in inset. (b) Entropy per site at zero temperature as

function of the density of particles ρ. The black dashed line represents the entropy with the

quartic corrections, see Appendix A. For comparison, the red dashed line represents the free

entropy S/kB = −ρ log ρ− (1− ρ) log(1− ρ) if the particles were all independent. In inset is the

corresponding value of z.

(29), and for different concentrations of particles. At high temperature, the entropy reaches the
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value given by (31), and a crossover around T ≃ 1 is observed below which the entropy tends to

a low temperature macroscopic residual value.

In the low temperature regime, this residual entropy is less obvious to determine analytically.

In absence of any particle, the entropy is simply zero since there are only two possible ground

states with all spins up or all spins down. However, in presence of particles, this entropy is not

zero as the particles tend naively to arrange themselves in clusters with non-trivial geometry in

order to minimize the energy and maximize the coupling between spins, either with the models

A or B. After expanding equation (29) at small T and keeping the dominant terms which are not

exponentially small, we find

S(0)/kB = −(1− ρ) log 2− ρ log z

+
1

N

∑
k

′ log
(
z2 + 2z + 4− 2z [cos(kx) + cos(ky) + cos(kx + ky)]

)
, (32)

where z is obtained from (22) at zero temperature. We can notice that if ρ = 0, then z = 0,

and ρ log z → 0 since Φ(z) is finite near z = 0, see figure 3. Then the expression above reduces

to S(0) = 0 as expected. Function Φ(z) has the following expression at zero temperature in the

thermodynamical limit, after setting u = 1 in (23)

Φ(z) =
1

2z
+

(z − 2)

πz
√
z2 − 4

K

(√
1−R

2

)
,

R =
z4 + 4z3 + 16z + 16

(2 + z)2|z2 − 4|
. (33)

In this formula, K is the complete elliptic integral of the first kind with imaginary modulus since

the quantity (1− R)/2 in the square root of the previous expression is found to be negative. We

obtain in particular

Φ(z ≤ 2) =
1

2z
− 1

πz

√
2− z

2 + z
K

(
i

√
z3(4 + z)

(2 + z)3(2− z)

)
,

Φ(z ≥ 2) =
1

2z
+

1

πz

√
z − 2

z + 2
K

(
i

√
16(1 + z)

(2 + z)3(z − 2)

)
. (34)

At the special singular point z = 2, we have simply Φ(2) = 1/4. This corresponds graphically

to the peak of the function Φ(z) displayed in figure 3. In figure 5(b) is plotted the entropy

S(0)/kB at zero temperature as function of the particle density. We have used (34) to determine

z and computed the entropy from (32) with L = 2500 to evaluate the finite sum. The entropy

is symmetrical around ρ ≃ 0.5 where it reaches its maximum S(0) ≃ 0.461 kB. It is given in the

thermodynamical limit by the integral

S(0)/kB =
1

8π2

∫ π

−π

∫ π

−π

dkxdky log [3− cos(kx)− cos(ky)− cos(kx + ky)] ≃ 0.46108. (35)

The black dashed curve in figure 5(b) corresponds to the contribution of the quartic terms in the

main action SSP defined in (15), see Appendix A for analytical details. The improved value of the
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entropy is now slightly lower and non symmetrical about ρ = 0.5 but close to the approximated

entropy with quadratic terms only. In addition, the residual entropy is lower than the one for NP

hard core independent particles, see red dashed line on the same figure. This nonzero entropy at

first could be attributed to a crystallization effect at low temperature, where particles tend to form

independent clusters or one giant unique cluster, in models A and B, as we can see in figures 6 and

7 respectively. From a random configuration of particles, the unique cluster is rapidly formed

in the model B, as expected from nonlocal hopping particles, see for example the configuration

at T = 0.1 in figure 7. In the model A, starting from a random configuration of particles in

the low temperature regime, small clusters are formed principally since such configurations are

metastable states. At zero temperature, these configurations are stable, unless a cooling procedure

is performed from a high temperature. At slightly higher temperatures, for example T = 0.3 and

T = 0.5, the mobility of the particles, or diffusivity, is larger and bigger clusters can be formed

after some time. Close to the critical point T ≃ 1.98 for ρ = 0.1, or even at high temperature

regimes, T = 3, many particles are located near the domain walls.

In order to probe the existence of phases, in the spin and impurity sectors, we evaluate

numerically the specific heat by considering the energy fluctuations

Cv(T ) = kBβ
2
(
⟨H2

SP ⟩ − ⟨HSP ⟩2
)

(36)

or Cv = −T∂2F/∂T 2. From the expression (36) we can in principle deduce the entropy at finite

temperature from the exact value at infinite temperature

S(T ) = S(∞)−
∫ ∞

T

Cv(T
′)

T ′ dT ′, (37)

with S(∞) given by (31). In figures 8(a) and (b) we have plotted the specific heat from the MC

results, for several particle concentrations, in a system of size L = 100 with 106 MCS, and for

the two models A and B respectively. We have evaluated Cv up to T = 10 for fitting analytically

Cv at large temperature in order to compute the entropy, but we have restricted the figures at

a maximum temperature T = 5 for display purpose. In figure 9, for ρ = 0.1, is plotted the

analytical result from (29), as well as the corrective contributions from the quartic term in the

action SSP . The corrective terms agree well with the numerical results around the critical point

for this concentration, however Cv is slightly larger than the MC data at higher temperature.

In the low temperature regime, T ≲ 1, the MC data in figures 8(a) and (b) present a peak

structure at low temperature, around T ≃ 0.5 for all defect concentrations, which we attribute to

the formation of particle clusters when they crystallize. These clusters are usually not extended,

see figure 7 for example, and we may assume that this peak represent an anomaly but they possess

a sharp structure which is more compatible to the presence of large energy fluctuations associated

with the formation of metastable states. The amplitude of this peak is slightly dependent of the

model A or B chosen: In model A the peak amplitude is larger than in model B which displays

additional fluctuations at temperatures T < 0.2 due to a possible residual particle activity. These

peaks are however not accounted for by the theory which does not present such a peak in the



Crystallization and dynamics of defects in a magnetic fluctuating medium 15

L=100, ρ=0.1, T=0.1, MCS=10
6

L=100, ρ=0.1, T=0.3, MCS=10
5

L=100, ρ=0.1, T=0.5, MCS=10
5

L=100, ρ=0.1, T=1.0, MCS=10
5

L=100, ρ=0.1, T=1.98, MCS=10
4

L=100, ρ=0.1, T=3, MCS=10
4

Figure 6: Spin and particle MC configurations for different temperatures, model A: the white

squares represent spins up, black squares spins downs, and red squares the particle positions.

For each temperature, the initial particle and spin configuration of the MC simulation is chosen

randomly.

analytical expressions. However we can numerically compute the contribution of this peak to the

entropy (model B) as function of T from the data of figure 8(b) using equation (37). Since we

know the exact expression of the entropy at infinite temperature (31), an analytical fit of the form
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L=100, ρ=0.1, T=0.1, MCS=10
4

L=100, ρ=0.1, T=0.5, MCS=10
4

Figure 7: Spin and particle MC configurations for different temperatures, model B. The initial

particle and spin configuration of the MC simulation is chosen randomly.

(a)

1 2 3 4 5

T

0

0.5

1

1.5

2

C
v
/k

B
 p

e
r 

s
it
e

ρ=0.05

ρ=0.10

ρ=0.15

ρ=0.20

ρ=0.25

ρ=0.30

(b)

0 1 2 3 4 5

T

0

0.5

1

1.5

2

C
v
/k

B
 p

e
r 

s
it
e

ρ=0.05

ρ=0.10

ρ=0.15

ρ=0.20

ρ=0.25

ρ=0.30

Figure 8: (a) Specific heat per site for L = 100 with 106 MCS, model A, as function of the

temperature. (b) Specific heat per site, model B, as function of the temperature. In both cases

the numerical data were recorded by decreasing the temperature (cooling).

Cv ≃ T−be
a
T is performed from T ≳ 2 to T = 10. The resulting expression is integrated from

T = 5 to T = ∞, then we use the data between T = 5 and a reduced temperature T to extract

the entropy by integration, see figure 10. We observe that the entropy tends to vanish at T ≃ 0.1

for the three concentrations considered, within approximation errors since the entropy becomes

negative below this limit. We conclude that the low temperature peak that we observe around

T = 0.5 is compatible with the existence of a unique ground state or giant cluster. In figure 10,

we also have extrapolated the entropy for two concentration values (solid lines black and red)
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Figure 9: Comparison of Cv for ρ = 0.1 with the equations (29) and (36), using quadratic and

quartic approximations from Appendix A, model A.
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Figure 10: Low temperature entropy deduced from the MC data of figure 8(b) down to T = 0.1 for

ρ = 0.05, 0.1 and 0.2, using the integration (37) and a fit at high temperature of the specific heat.

The cross symbols in the inset are deduced from the exact expression (31) at infinite temperature.

and measured the zero temperature entropy without the effect of the first peak at T ≃ 0.5. For

ρ = 0.05, we find that S(0)/kB ≃ 0.173, close to the theoretical value 0.160, and for ρ = 0.1, we

find that S(0)/kB ≃ 0.283, close to 0.260. This shows that the first peak contribution corresponds

almost exactly to the excess of entropy that was predicted by the theory.
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5. Two-points correlation functions

We would like to evaluate the connected two-points correlation function G(r, r′) = ⟨nrnr′⟩ −
⟨nr⟩⟨nr′⟩ between the particle densities at two points r ̸= r′. We consider as before the Fourier

transformation to evaluate the pair correlations with the action (17)

G(r, r′) =
z2

N2

∑
k,k′,k′′,k′′′

′〈(
ake

ik.r + a−ke
−ik.r

)(
āk′e−ik′.r + ā−k′eik

′.r
)

×
(
ak′′eik

′′.r′ + a−k′′e−ik′′.r′
)(

āk′′′e−ik′′′.r′ + ā−k′′′eik
′′′.r′
)〉
− ρ2. (38)

There are three possible contractions between the four different pairs, with one giving simply the

disconnected term ρ2, independent of the position. We find that the dominant contributions, up

to 1/N corrections, yield

G(r, r′) = − z2

N2

∑
k,k′

′[
2 sin(k.[r− r′])⟨aka−k⟩.2 sin(k′.[r− r′])⟨āk′ ā−k′⟩ (39)

+
〈
akāke

ik.(r−r′) + a−kā−ke
−ik.(r−r′)

〉〈
ak′ āk′e−ik′.(r−r′) + a−k′ ā−k′eik

′.(r−r′)
〉]

.

The correlation function depends therefore only on the distance d = r′ − r between the two

points, or G(r, r′) = G(d) = G(dx, dy). Using the rules (21), we obtain, after integrating over the

Grassmann variables

G(d) = −16z2u2

N2

∑
k

′ sin(kx) sin(k.d)

Zk

∑
k′

′ sin(k′
y) sin(k

′.d)

Zk′
(40)

− z2

N2

∑
k

′(z + gk
Zk

eik.d +
z + ḡk
Zk

e−ik.d
)∑

k′

′(z + gk′

Zk′
e−ik′.d +

z + ḡk′

Zk′
eik

′.d
)
.

This function is symmetric by inversion G(−d) = G(d). The expression is also symmetric along

the diagonal axis, G(dx, dy) = G(dy, dx). We can also define a susceptibility χ =
∑

d̸=0G(d) from

the previous expression using the relation
∑

d̸=0 e
ik.d = Nδk,0 − 1, and we find after some algebra

the leading terms

χ = ρ2 − 8z2u2

N

∑
k

′ sin(kx) sin(ky)

Z2
k

− z2

N

∑
k

′ (z + gk)
2 + (z + ḡk)

2

Z2
k

. (41)

In figure 11(a) is plotted the residual correlation function G(|d|), averaged on different points of

the lattices and for different temperatures, in the case ρ = 0.1 and L = 50. At low temperature

G is maximum near |d| = 1 and decreases rapidly with the distance, as particles tends to cluster.

G is negative at larger distances but very close to zero, leading to a slightly anti-correlation effect

between particles which tend to reduce their distances. In the paramagnetic region, T = 3 for

example, G is close to zero for all distances, which implies that particles are mostly uncorrelated.

In the critical region, T = 2, G has a broader distribution over larger distances and stays positive.

This can be explained by noticing that spin fluctuations are correlated at large distances, which

leads to an indirect correlation between particles accordingly over the same range of distances.
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Figure 11: (a) Correlation function as function of the distance |d| ≥ 1, for ρ = 0.1 and L = 50.

The filled symbols for T = 1 and T = 2 are the corresponding values from the MC simulation. At

large distances, the correlation is always slightly negative except around the critical region T = 2.

(b) Susceptibility as function of temperature for several particle densities.

The numerical simulations lead to results that are in agreement with the theory, see the filled

symbols in figure 11(a) for T = 1 and T = 2. The amount of correlation can be quantitatively

represented in figure 11(b) where χ measures the sum of residual correlation between particles.

Near the critical temperature χ is maximal, and in the low temperature regime it decreases to

a non-zero limit. We can notice that χ is always positive, which is due to the main positive

contribution at small distances for all the temperature range, except when T → ∞ where the

residual correlations are vanishing at all distances. At high temperature, we can indeed show that

χ→ 0 as expected by considering the asymptotic limit of the formula (41). In this limit we have

the simple relations ρ ≃ z/(1 + z), Zk ≃ (1 + z)2, and gk ≃ 1, which implies that χ ≃ 0. At low

temperature, or T ≲ 0.5, χ reaches a constant and non-zero limit, due to the fact that particles

are strongly correlated at short distances. The correlation strength is in addition higher between

next neighboring sites than in the spin critical regime, as seen in the inset of figure 11(a), for

T = 0.5 and T = 2. Conversely, these correlations decay faster at longer distances due to the lack

of spin fluctuations at low temperature.

We can try to evaluate analytically the asymptotic behavior of the correlation function (40)

at large distance, in the thermodynamical limit L→∞, and around the critical point, in order to

show that it is slightly negative. The expansion is performed in Appendix B, in the regime where

|d| = d ≫ 1 and the temperature is close to the critical transition where m is small, and for a

small concentration of defects z ≪ 1. We define the following quantities, see also Appendix B

α0 = u(1 + z − u2), and β0 = u2z. (42)

In this regime, we can define the spin correlation length given by ξ0 =
√
α0/(2|m|), and a

characteristic length Lc = α0/(2β0ξ0) =
√
α0|m|/β0, which is proportional to Lc ∼ (ξ0ρ)

−1 for

small z as β0 ∼ z and ρ ≃ zΦ(0) with Φ(0) ̸= 0. After applying a saddle point method to (40), see
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Appendix B for details, we find that the dominant behavior of the correlation function is given by

G(d) ≃ −z2m2ξ0
4πα2

0d
exp

(
− d

ξ0
− 2d

Lc

)
I20

(
d

Lc

)
(1 +O(ξ0−2)), (43)

with the two asymptotic regimes, depending on whether d is larger or smaller than Lc

G(d) ≃ −z2m2ξ0
4πα2

0d
exp

(
− d

ξ0

)
(1 +O(ξ0−2)), 1≪ d≪ Lc,

≃ − z2m2

16π2α0β0d2
exp

(
− d

ξ0

)
(1 +O(ξ0−2)), d≫ Lc. (44)

The correlation function is slightly negative since m is considered as small, and proportional to

z2, or ρ2. This result is coherent with the data presented in figure (11) as at some distance G is

negative outside the critical regime where G is always positive and displays power law behavior as

all defects are correlated at long distances. Defects tend therefore to cluster and make the residual

correlation function negative above some typical distance that depends on the temperature. We

can notice that (44) displays a crossover behavior between two regimes where the correlation

function, apart from the exponential decay, presents corrections in d−2 when d > Lc, and in d−1

at shorter distances. The presence of two lengths ξ0 and Lc is characteristic of a system where

the spin medium has its own dynamics and correlations characterized by ξ0, while Lc is associated

with the mediated spin correlations between defects and which should depends on ξ0 as well as

the concentration ρ.

6. Conclusion

We have quantified the strength of the attractive correlations between diffusive defects in a

magnetic medium, which are mediated by spin fluctuations that induce a crystallization of the

defects at low temperature, namely a phenomenon of particle clustering in the low temperature

region with weak spin fluctuations. We have used a fermionization technique of the action based on

Grassmann variables which leads to an exact expression with non-local quartic contributions, and

corrections are expected to be relatively small at small concentration of particles. Strong deviations

are however observed when the defect concentration is large. The fermionization technique using

the Grassmann algebra is intrinsic to the Ising model and the correspondence between pairs of

Grassmann variables and particle density, such that nr ≃ zarār, leads to a simple representation of

the thermodynamical quantities of the defects. We found in the MC simulations that the specific

heat presents two peaks, one corresponding to the usual spin critical transition with a reduced

temperature, and the other peak, around T = 0.5, seems to correspond to the condensation

of defects when the spin fluctuations are strongly reduced, at least for a system with periodic

conditions. However we found that this phenomenon is not present in the fermionic theory, and is

replaced by a macroscopic entropy at low temperature, which is nonetheless lower than the entropy

for the arrangement of independent hard core particles on a square lattice. This discrepancy needs

to be addressed in a future study. The correlation function between defects presents short range
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attraction, as expected, and anticorrelation at larger distances. This is supported by the MC

simulations and by an asymptotic study of these correlations. Moreover, the susceptibility shows

that the critical regime, for which long-range spin correlations are dominant, contributes the most

to the dynamics of the defects.
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Appendix A. Corrections including the quartic terms

The Grassmannian action SSP for the Ising model in presence of particles is defined by equation

(15), and we have made the approximation that only quadratic terms are dominant for the

evaluation of the thermodynamical quantities, see equation (14). If we take into account the

quartic terms that appears as factors of the activity z, we have the following action instead

SSP = SS + z
∑
r

arāre
−Sr = SS + z

∑
r

arār − zu2
∑
r

arar−xārār−y

= SS + z
∑
r

arār + Sint. (A.1)

The quartic terms in Sint can rewritten in the Fourier space, using as before the transformations

ar = L−1
∑

k ake
ik.r and ār = L−1

∑
k āke

−ik.r

Sint = − zu2 1

N

∑
ki

ak1ak2 āk3 āk4e
−i(k2)x+i(k4)yδk1+k2−k3−k4,0

= − zu2 1

N

∑
ki

ak1ak2 āk3 āk4Vk2,k4δk1+k2−k3−k4,0, (A.2)

where the Grassmannian potential V is defined by

Vk2,k4 = e−i(k2)x+i(k4)y . (A.3)

In the manuscript, we have renamed for convenience the momenta kx → −kx and therefore we

will consider

Vk2,k4 = ei(k2)x+i(k4)y . (A.4)

We would like to approximate the quartic term as the product of a quadratic operator and a scalar

which corresponds to some thermal average, and obtain self-consistent equations by neglecting

higher order fluctuations [21]. The aim is to estimate the contribution magnitude of the quadratic

terms in the thermodynamics quantities. There are three different possibilities to contract a pair

of Grassmann variables in the quartic term, where k1 can be contracted with k2, k3, or k4. We

define

ak1ak2 = ⟨ak1ak2⟩+ (ak1ak2 − ⟨ak1ak2⟩) = ⟨ak1ak2⟩+ δak1ak2 , (A.5)
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where δak1ak2 is the fluctuation of the pair ak1ak2 . We can expand the quartic term, using the

three possible contractions, as

ak1ak2 āk3 āk4 =
1

3

[
(⟨ak1ak2⟩+ δak1ak2 )(⟨āk3 āk4⟩+ δāk3ak4 )

− (⟨ak1 āk3⟩+ δak1 āk3 )(⟨ak2 āk4⟩+ δak2 āk4 )

+ (⟨ak1 āk4⟩+ δak1 āk4 )(⟨ak2 āk3⟩+ δak2 āk3 )
]
. (A.6)

If we neglect the terms in δ2, we obtain

ak1ak2 āk3 āk4 ≃
1

3

[
− ⟨ak1ak2⟩⟨āk3 āk4⟩+ ⟨ak1 āk3⟩⟨ak2 āk4⟩ − ⟨ak2 āk3⟩⟨ak1 āk4⟩

+⟨ak1ak2⟩āk3 āk4 + ⟨āk3 āk4⟩ak1ak2 − ⟨ak1 āk3⟩ak2 āk4 − ⟨ak2 āk4⟩ak1 āk3

+⟨ak1 āk4⟩ak2 āk3 + ⟨ak2 āk3⟩ak1 āk4

]
. (A.7)

The only nonzero correlators are ⟨akāk⟩, ⟨aka−k⟩ and ⟨ākā−k⟩, since these are the only possibilities

in SS. The sum over momenta gives therefore, after grouping the terms (akāk, aka−k, ākā−k)

Sint = −
zu2

3

1

N

∑
k,k′

[
− ⟨aka−k⟩⟨āk′ ā−k′⟩V−k,−k′ + ⟨akāk⟩⟨ak′ āk′⟩(Vk′,k′ − Vk,k′)

+⟨ak′a−k′⟩ākā−kV−k′,−k + ⟨āk′ ā−k′⟩aka−kV−k,−k′ + ⟨ak′ āk′⟩akāk(−Vk,k − Vk′,k′ + Vk,k′ + Vk′,k)
]
.

The last step is to restrict the double sum to half the Brillouin zone, see figure 2, and keep the

quadratic terms corresponding to (akāk, a−kā−k, aka−k, ākā−k)

Sint = −
zu2

3

1

N

∑
k,k′

′[
− ⟨aka−k⟩⟨āk′ ā−k′⟩(V−k,−k′ − Vk,−k′ − V−k,k′ + Vk,k′)

+ ⟨akāk⟩
{
⟨ak′ āk′⟩(Vk′,k′ − Vk,k′) + ⟨a−k′ ā−k′⟩(V−k′,−k′ − Vk,−k′)

}
+ ⟨a−kā−k⟩

{
⟨ak′ āk′⟩(Vk′,k′ − V−k,k′) + ⟨a−k′ ā−k′⟩(V−k′,−k′ − V−k,−k′)

}]
(A.8)

− zu2

3

1

N

∑
k,k′

′[
aka−k⟨āk′ ā−k′⟩(V−k,−k′ − Vk,−k′ − V−k,k′ + Vk,k′)

+ ākā−k⟨ak′a−k′⟩(V−k′,−k − Vk′,−k − V−k′,k + Vk′,k)

+ akāk

{
⟨ak′ āk′⟩(−Vk,k − Vk′,k′ + Vk,k′ + Vk′,k)

+ ⟨a−k′ ā−k′⟩(−Vk,k − V−k′,−k′ + Vk,−k′ + V−k′,k)
}

+ a−kā−k

{
⟨ak′ āk′⟩(−V−k,−k − Vk′,k′ + V−k,k′ + Vk′,−k)

+ ⟨a−k′ ā−k′⟩(−V−k,−k − V−k′,−k′ + V−k,−k′ + V−k′,−k)
}]

. (A.9)

This yields, after replacing the Vk,k′s by their value

Sint = −
zu2

3

1

N

∑
k,k′

′[
4 sin(kx) sin(k

′
y)⟨aka−k⟩⟨āk′ ā−k′⟩
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+eik
′
y(eik

′
x − eikx)⟨akāk⟩⟨ak′ āk′⟩

+(eikx − e−ik′x)(eiky − e−ik′y)⟨akāk⟩⟨a−k′ ā−k′⟩

+e−ik′y(e−ik′x − e−ikx)⟨a−kā−k⟩⟨a−k′ ā−k′⟩
]

+
zu2

3

1

N

∑
k,k′

′[
4aka−k⟨āk′ ā−k′⟩ sin(kx) sin(k′

y) + 4ākā−k⟨ak′a−k′⟩ sin(ky) sin(k′
x)

+akāk

{
⟨ak′ āk′⟩(eikx − eik

′
x)(eiky − eik

′
y) + ⟨a−k′ ā−k′⟩(eikx − e−ik′x)(eiky − e−ik′y)

}
+a−kā−k

{
⟨ak′ āk′⟩(e−ikx − eik

′
x)(e−iky − eik

′
y) + ⟨a−k′ ā−k′⟩(e−ikx − e−ik′x)(e−iky − e−ik′y)

}]
.

Let define the following averages, all real quantities

αx =
2i

N

∑
k

′

⟨ākā−k⟩ sin(ky), αy = −
2i

N

∑
k

′

⟨aka−k⟩ sin(kx), (A.10)

and

βxy =
1

N

∑
k

′

⟨akāk⟩+ ⟨a−kā−k⟩,

βy =
1

N

∑
k

′

⟨akāk⟩eikx + ⟨a−kā−k⟩e−ikx ,

βx =
1

N

∑
k

′

⟨akāk⟩eiky + ⟨a−kā−k⟩e−iky ,

β0 =
1

N

∑
k

′

⟨akāk⟩eikx+iky + ⟨a−kā−k⟩e−ikx−iky . (A.11)

The modified action for the quartic term is then equal to

Sint = −zu2

3
N
(
αxαy + β0βxy − βxβy

)
+

zu2

3

∑
k

′[
− 2i sin(kx)αxaka−k + 2i sin(ky)αyākā−k (A.12)

+ akāk

{
βxye

ikx+iky − βxe
ikx − βye

iky + β0

}
+ a−kā−k

{
βxye

−ikx−iky − βxe
−ikx − βye

−iky + β0

}]
= −zu2

3
N
(
αxαy + β0βxy − βxβy

)
+

zu2

3

∑
k

′[
− 2i sin(kx)αxaka−k + 2i sin(ky)αyākā−k + hkakāk + h̄ka−kā−k

]
. (A.13)

with

hk = βxye
ikx+iky − βxe

ikx − βye
iky + β0,

h̄k = h−k = βxye
−ikx−iky − βxe

−ikx − βye
−iky + β0. (A.14)
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Therefore we can write the total action containing the Ising part and interacting part with particles

as

SSP = −zu2

3
N
(
αxαy + β0βxy − βxβy

)
+
∑
k

′[
(z + gk +

zu2

3
hk)akāk + (z + ḡk +

zu2

3
h̄k)a−kā−k

− 2iu sin(kx)(1 +
zu

3
αx)aka−k + 2iu sin(ky)(1 +

zu

3
αy)ākā−k

]
. (A.15)

The single terms z in the coefficients of akāk and a−kā−k come from z
∑

r arār in equation (A.1)

and which can be decomposed as z
∑

k

′
(akāk+a−kā−k). We can therefore write the total partition

function in the Grand Canonical Ensemble as

ZSP = 2N cosh(βJ)2N
∏
k

′ ∫
dākdakdā−kda−k exp(SSP ) (A.16)

= 2N cosh(βJ)2N exp
[
−zu2N/3

(
αxαy + β0βxy − βxβy

)]
×
∏
k

′[
(z + gk +

zu2

3
hk)(z + ḡk +

zu2

3
h̄k)− 4u2 sin(kx) sin(ky)(1 +

zu

3
αx)(1 +

zu

3
αy)
]
.

In the following, we will set

Zk = (z + gk +
zu2

3
hk)(z + ḡk +

zu2

3
h̄k)− 4u2 sin(kx) sin(ky)(1 +

zu

3
αx)(1 +

zu

3
αy), (A.17)

such that ZSP is proportional to
∏

k

′
Zk. The different averages can be performed after integration

αx = −4u

N

∑
k

′ 1

Zk

sin(kx) sin(ky)(1 +
zu

3
αx),

αy = −
4u

N

∑
k

′ 1

Zk

sin(kx) sin(ky)(1 +
zu

3
αy), (A.18)

and

βxy =
2

N
Re
∑
k

′ 1

Zk

(z + gk +
zu2

3
hk),

βx =
2

N
Re
∑
k

′ 1

Zk

(z + gk +
zu2

3
hk)e

−iky ,

βy =
2

N
Re
∑
k

′ 1

Zk

(z + gk +
zu2

3
hk)e

−ikx ,

β0 =
2

N
Re
∑
k

′ 1

Zk

(z + gk +
zu2

3
hk)e

−ikx−iky . (A.19)

From equation (A.18), by space invariance in both directions, we have αx = αy as a solution.

Therefore we are left with real five quantities to compute self-consistently: (αx, β0, βx, βy, βxy).
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Function Φ(z) is then defined by Φ(z) = ∂z log(ZSP ), or

Φ(z) =
∂

∂z

[
− zu2

3

(
αxαy + β0βxy − βxβy

)]
+

∂

∂z

1

N

∑
k

′

logZk. (A.20)

If we neglect the quartic term, we recover instead the original function

Φ(z) =
∂

∂z

1

N

∑
k

′

log
[
(z + gk)(z + ḡk)− 4u2 sin(kx) sin(ky)

]
=

1

N

∑
k

′ 2z + gk + ḡk
(z + gk)(z + ḡk)− 4u2 sin(kx) sin(ky)

. (A.21)

Appendix B. Two-point correlation functions and their asymptotic behavior

We consider in this appendix the expression given by (40), and try to obtain some analytical limit

when the concentration is low, or z ≪ 1, and the distance |d| large. We begin to rewrite the

Boltzmann weight Zk as

Zk = (1 + z)2 + u2(2 + u2)− 2u(1 + z − u2)(cos(kx) + cos(ky))− 2u2z cos(kx + ky)

= m2 + 2α0(2− cos(kx)− cos(ky)) + 2β0(1− cos(kx + ky)), (B.1)

where

m2 = (u2 + 2u− 1− z)2, α0 = u(1 + z − u2), and β0 = u2z. (B.2)

In order to simplify the expression (40), we would like to take the limit L → ∞ and replace the

momenta kx and ky by their continuous counterparts, while keeping dx and dy as integers with

d ̸= 0. We will need to introduce the following quantities

Iσϵϵ′(d) =

∫ π

−π

dkx
2π

∫ π

0

dky
2π

eiϵkx+iϵ′ky+iσ(kxdx+kydy)

Zk

, (B.3)

where σ = ±1, and ϵ, ϵ′ take the values 1, −1, or 0. It is clear that Īσϵϵ′ = I−σ
−ϵ−ϵ′ . The correlation

function (40) can be expressed using these functions, and we find

G(d) = −z2u2
(
I110 + I−1

−10 − I−1
10 − I1−10

) (
I101 + I−1

0−1 − I10−1 − I−1
01

)
−z2

[
(1 + z)(I100 + I−1

00 )− u(I110 + I−1
−10 + I101 + I−1

0−1)− u2(I111 + I−1
−1−1)

]
×
[
(1 + z)(I100 + I−1

00 )− u(I−1
10 + I1−10 + I−1

01 + I10−1)− u2(I−1
11 + I1−1−1)

]
. (B.4)

In this expression, only the real part of Iσϵϵ′ is needed, as each term is added to its conjugate. To

evaluate Iσϵϵ′ , it is useful to separate the variables kx and ky, using the following transformation

Iσϵϵ′(d) =

∫ ∞

0

dλe−λ(m2+4α0+2β0)

∫ π

−π

dkx
2π

∫ π

0

dky
2π

eiϵkx+iϵ′ky+iσ(kxdx+kydy)

× exp
[
2α0λ(cos(kx) + cos(ky)) + 2β0λ cos(kx + ky)

]
. (B.5)



Crystallization and dynamics of defects in a magnetic fluctuating medium 26

We can then use the series representation of the cosine exponentials in terms of modified Bessel

functions, in order to integrate over the momenta separately

Iσϵϵ′(d) =

∫ ∞

0

dλe−λ(m2+4α0+2β0)

∫ π

−π

dkx
2π

∫ π

0

dky
2π

eiϵkx+iϵ′ky+iσ(kxdx+kydy)

×
∑

n,n′n′′

In(2α0λ)In′(2α0λ)In′′(2β0λ)e
inkx+in′ky+in′′(kx+ky), (B.6)

where the three indices run over the positive and negative integers. After integrating over the

momenta, we obtain the real part as the following series

Re (Iσϵϵ′(d)) =
1

2

∫ ∞

0

dλe−λ(m2+4α0+2β0)
∑
n

In+ϵ+σdx(2α0λ)In+ϵ′+σdy(2α0λ)In(2β0λ). (B.7)

This expression is exact in the limit L→∞. To simplify the problem, we will consider the small

concentration limit, where z ≪ 1. Since G(d) in (B.4) is proportional to z2, we can take the term

n = 0 in the previous expression since In(2β0λ) ≃ (β0λ)
|n|/Γ(1+ |n|) for small argument and only

the term n = 0 is non negligible. We then have the approximation

Re (Iσϵϵ′(d)) ≃
1

2

∫ ∞

0

dλe−λ(m2+4α0+2β0)Iϵ+σdx(2α0λ)Iϵ′+σdy(2α0λ)I0(2β0λ). (B.8)

We would like to take the asymptotic limit of the previous, when |d| is large, in order to check

in particular the sign of the correlation function at large distances. We can use the following

asymptotic expansion of the modified Bessel function for large order [22]

Id(dz) ≃
1√
2πd

edη(z)

(1 + z2)1/4
, η(z) =

√
1 + z2 + log

(
z

1 +
√
1 + z2

)
. (B.9)

Then (B.8) can be rewritten as

Re (Iσϵϵ′(d)) ≃
1

4π
√
d1d2

∫ ∞

0

dλ
e−λ(m2+4α0+2β0)+d1η(2α0λ/d1)+d2η(2α0λ/d2)

(1 + (2α0λ/d1)2)1/4(1 + (2α0λ/d2)2)1/4
I0(2β0λ), (B.10)

where d1 = |dx + ϵσ| and d2 = |dy + ϵ′σ|. We can then use the saddle point approximation to the

previous integral, in the limit where d1 and d2 are large. We define the following ratio r = d1/d2,

and perform a change of variable v = 2α0λ/d1 such that

Re (Iσϵϵ′(d)) ≃
√
r

8πα0

∫ ∞

0

dv
e−2d1v(m0

2+β0/(2α0))+d1η(v)+d1η(rv)/r

(1 + v2)1/4(1 + r2v2)1/4
I0

(
vd1β0

α0

)
, (B.11)

where

m0
2 =

m2

4α0

+ 1. (B.12)

The integral is well defined if m0
2 > 1. Since d1 is large, we can a priori expand the Bessel function

I0(z) ≃ ez/
√
2πz, and simplify the previous expression

Re (Iσϵϵ′(d)) ≃
√
r

4(2π)3/2
√
α0β0d1

∫ ∞

0

dv
e−2d1vm0

2+d1η(v)+d1η(rv)/r

√
v(1 + v2)1/4(1 + r2v2)1/4

. (B.13)
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This expression should be valid if the distance d1 is larger than some characteristic length related

to the inter-particle distance (ρ−1/2 ∝ z−1/2 for z small) and a typical length defined by the saddle

point solution v∗, which, from the argument of the exponential, is homogeneous to a length, as

the product d1v
∗z or d1v

∗ρ should be dimensionless. Here a typical length would be (v∗ρ)−1.

This translates into saying that d1 ≫ α0(v
∗β0)

−1 in the argument of I0 above in equation (B.11).

Otherwise, we should treat the product e−vd1β0/α0I0 (vd1β0/α0) as a regular function when we

apply the saddle point method to the exponential argument which is proportional to d1. In this

case we should consider instead

Re (Iσϵϵ′(d)) ≃
√
r

8πα0

∫ ∞

0

dv
e−2d1vm0

2+d1η(v)+d1η(rv)/r

(1 + v2)1/4(1 + r2v2)1/4
e−vd1β0/α0I0

(
vd1β0

α0

)
, (B.14)

and consider the extrema v∗ of the following function

ϕ(v) = −2vm0
2 + η(v) + η(rv)/r. (B.15)

Using η′(v) =
√
1 + v2/v, and η′′(v) = −v−2/

√
1 + v2, the saddle point solution of ϕ′(v) = 0 is

equal to the positive value

v∗ =
1

2rm0
2

√
(1 + r2)m0

2 +
√

(1 + r2)2 + 4r2(m0
4 − 1)

√
m0

4 − 1
. (B.16)

The second derivative is always negative, and we can perform a Gaussian integration after

expanding ϕ(v) ≃ ϕ(v∗) + 1
2
(v − v∗)2ϕ′′(v∗) up to the second order. We obtain

Re (Iσϵϵ′(d)) ≃
√
r

4α0

√
−2πd1ϕ′′(v∗)

ed1ϕ(v
∗)e−v∗d1β0/α0I0 (v

∗d1β0/α0)

(1 + v∗2)1/4(1 + r2v∗2)1/4
. (B.17)

Near the critical temperature where m ≳ 0 or m0 ≳ 1, we can approximate the saddle solution

(B.16) by

v∗ ≃
√
1 + r2

r

√
2

4
√
m0 − 1

=

√
1 + r2

r
2ξ0, (B.18)

where we define ξ0 as the correlation length. In this limit we can show that ϕ(v∗) ≃
−(2ξ0)−1

√
1 + r2/r, ϕ′′(v∗) ≃ −16

√
2(r/
√
1 + r2)(m0 − 1)3/2 = −(2ξ0)−3r/

√
1 + r2, and after

some algebra, assuming that v∗ is large compared to unity

Re (Iσϵϵ′(d)) ≃
√
ξ0

4α0

√
πdϵσ,ϵ′σ

exp

(
−dϵσ,ϵ′σ

2ξ0
− dϵσ,ϵ′σ

Lc

)
I0

(
dϵσ,ϵ′σ
Lc

)
, (B.19)

where dϵσ,ϵ′σ =
√

(dx + ϵσ)2 + (dy + ϵ′σ)2 ≃ d+σ(ϵdx+ϵ′dy)/d, with d = |d|, and Lc = α0/(2β0ξ0)

a characteristic length depending on the activity z and spin correlation length ξ0. There are two

limits for (B.19), depending on whether dϵσ,ϵ′σ is larger or smaller than Lc

Re (Iσϵϵ′(d)) ≃
√
ξ0

4α0

√
πdϵσ,ϵ′σ

exp

(
−dϵσ,ϵ′σ

2ξ0

)
, dϵσ,ϵ′σ < Lc,

Re (Iσϵϵ′(d)) ≃
1

8π
√
α0β0dϵσ,ϵ′σ

exp

(
−dϵσ,ϵ′σ

2ξ0

)
, dϵσ,ϵ′σ > Lc. (B.20)
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We can therefore write in general, after expanding dϵσ,ϵ′σ with d and discarding the terms in 1/d

Re (Iσϵϵ′(d)) ≃ I(d) exp

(
−σϵdx + ϵ′dy

2ξ0d

)
, (B.21)

with

I(d) ≃
√
ξ0

4α0

√
πd

exp

(
− d

2ξ0

)
, d≪ Lc,

I(d) ≃ 1

8π
√
α0β0d

exp

(
− d

2ξ0

)
, d≫ Lc. (B.22)

We can therefore deduce the form of the correlation function G(d) at long distance, by replacing

Iσϵϵ′ in (B.4) by their value above, and expand up to second order in ξ−1
0

G(d) ≃ −4z2I(d)2
[
m2 − u

4ξ0
2

(
1 + z − u2 + zu

(
dx + dy

d

)2
)

+O(ξ−4
0 )

]
. (B.23)
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