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THE RATIONAL HOMOTOPY OF MAPPING SPACES OF En OPERADS

BENOIT FRESSE, VICTOR TURCHIN, AND THOMAS WILLWACHER

Abstract. We express the rational homotopy type of the mapping spaces Maph(Dm,D
Q
n ) of the little discs operads in terms

of graph complexes. Using known facts about the graph homology this allows us to compute the rational homotopy groups

in low degrees, and construct infinite series of non-trivial homotopy classes in higher degrees. Furthermore we show that

for n − m > 2, the spaces Maph(Dm,D
Q
n ) and Maph(Dm,Dn) are simply connected and rationally equivalent. As application

we determine the rational homotopy type of the deloopings of spaces of long embeddings. Some of the results hold also

for mapping spaces Maph
≤k

(Dm,D
Q
n ), Maph

≤k
(Dm,Dn), n − m ≥ 2, of the truncated little discs operads, which allows one to

determine rationally the delooping of the Goodwillie-Weiss tower for the spaces of long embeddings.
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Introduction

Recall that an En-operad denotes an operad in topological spaces which is (weakly) homotopy equivalent to the

operad of little n-discs Dn (equivalently, to the operad of little n-cubes). In what follows, we also consider En-operads

in chain complexes, which are defined analogously as operads that are quasi-isomorphic to the chain operad of little

n-discs C∗(Dn).

The En-operads have played a growing role in various problems of algebra, topology and mathematical physics

during the last decades. To cite one significant application, we have a second generation of proofs of the exis-

tence of deformation-quantizations that relies on the formality of the chain operad of little 2-discs over the rationals.

This approach has hinted the existence of an action of the Grothendieck-Teichmüller group on the moduli spaces of

deformation-quantizations of Poisson manifolds (see [37] for a survey). In fact, one can prove that the Grothendieck-

Teichmüller group represents the group of rational homotopy automorphisms of E2-operads in topological spaces

(see [20]) and an analogous result holds in the category of chain complexes (see [55]).

In another domain, the embedding calculus developed by Goodwillie and Weiss [26, 53] allowed to express the

homotopy of spaces of smooth embeddings of manifolds in terms of mapping spaces associated to modules over the

little discs operads (see [1, 5, 48]). Let Embc(Rm,Rn) denote the space of embeddings f : Rm →֒ Rn which agree

with the inclusion Rm × {0} ⊂ Rn outside a compact domain of Rm (the space of embeddings with compact support).

Let Immc(Rm,Rn) denote the analogously defined space of immersions with compact support f : Rm # Rn. By

pushing the connection with the Goodwillie calculus further, it has been established that the homotopy fiber of the

map Embc(Rm,Rn) → Immc(Rm,Rn) is homotopy equivalent to the (m + 1)-fold iterated loop space of the space of

operad maps Maph(Dm,Dn) associated to the little discs operads Dm and Dn as soon as n−m > 2 (see [6,17–19,49,54]).

Let us mention, to be more precise, we consider the space of operad maps Maph(Dm,Dn) in the derived (homotopical)

sense in this statement. This space can be defined properly by using that the category of topological operads is

equipped with a model structure and by using a space of operad maps (in the ordinary sense) associated to appropriate

resolutions of the little discs operads. We go back to this subject later on.

The goal of this paper is to compute the homotopy of mapping spaces Maph(Dm,D
Q
n ), where we consider a ratio-

nalization of the operad of little discs as a target object D
Q
n instead of the ordinary operad Dn. We more precisely

establish that these mapping spaces Maph(Dm,D
Q
n ) are equivalent in the homotopy category to combinatorial objects

which we define in terms of the nerve of Lie algebras of (hairy) graphs. We give a more detailed description of our

statement in the next section of this introduction. We also prove that the space Maph(Dm,D
Q
n ) is rationally equivalent

to Maph(Dm,Dn) when n − m > 2. Thus, our results provide a solution to the problem of computing the rational

homotopy type of the delooping of the spaces of embeddings with compact support. In the case m = n, we also get a

description of the space of homotopy automorphisms of the rational little n-discs operad D
Q
n .

Main results. In our constructions, we deal with mapping spaces with values in the category of simplicial sets rather

than with values in the category of topological spaces. Therefore, we more generally adopt the terminologies of

the homotopy theory of simplicial sets in what follows. In particular, we call weak equivalence a map of simplicial

sets whose geometric realization defines a homotopy equivalence in the category of topological spaces. Besides the

category of simplicial sets, we consider objects defined in the category of (unbounded) chain complexes over a fixed

ground field K, but we use the language of differential graded algebra rather than the chain complex terminology.

We generally call “dg vector space” (where the prefix “dg” stands for “differential graded”) the objects of our base

category of chain complexes, and we reserve the chain complex terminology for specific objects which we may form

in this category, like the complexes of hairy graphs. We similarly use the expressions “commutative dg algebra”, “dg

Lie algebra”, . . . for the standard generalizations of the classical categories of algebras which we may form in the

category of chain complexes. We also take the field of rational numbers as a ground field K = Q all through this

introduction for simplicity.

The hairy graph complex HGCm,n, which we consider in our computations, is a dg Lie algebra spanned by combi-

natorial graphs with external legs (or hairs), as the examples depicted in the following figure:

, , , .

The degree of a graph is determined by a rule which depends on the dimension indices m, n ∈ N and the differential

is defined through vertex splitting. The Lie bracket of two graphs is computed by connecting a hair of one graph to

2



vertices of the other as indicated in the following picture:


α

,
β
 =
∑

α

β
±
∑

β

α
.

We review the definition of the hairy graph complexes and of this dg Lie algebra structure with more details in Section

7.2.

We consider the nerve MC•(L) of the dg Lie algebra L = HGCm,n, which is the simplicial set formed by the sets of

flat L-valued polynomial connections on the simplices ∆n, n ∈ N. The main result of this paper reads as follows.

Theorem 1. The mapping space Maph(Dm,D
Q
n ) is weakly equivalent to the nerve of the hairy graph complex HGCm,n

when n ≥ m ≥ 2.

This result admits an extension for m = 1. In this case, we have to consider an L∞ structure on HGC1,n, the Shoikhet

L∞ structure, which occurs as a deformation of the natural dg Lie structure of the hairy graph complex.

Theorem 2. The space Maph(D1,D
Q
n ) is weakly equivalent to the nerve of the graph complex HGC1,n equipped with

the Shoikhet L∞ structure for any n ≥ 2.

The Shoikhet L∞ structure is described with full details by the third author in the spin-off paper [58]. We give a

brief reminder on the definition of this L∞ structure in Section 8.2.

The above theorems admit the following corollary:

Corollary 3. If n − 2 ≥ m ≥ 1, then the space Maph(Dm,D
Q
n ) is simply connected and its homotopy groups are given

by:

πk(Maph(Dm,D
Q
n )) � Hk−1(HGCm,n),

for all k ≥ 1.

The simply-connectedness of the space Maph(Dm,D
Q
n ) follows from the vanishing of the hairy graph complex in

degree≤ 1, and this result can also be deduced from the spectral sequence methods of [22]. We have no full description

of the homology of the hairy graph complex, but a significant amount of information is now available on this homology

[31, 51]. We can for instance establish that the part of the hairy graph homology spanned by graphs of loop order g is

concentrated in degrees ≥ g(n − 3) + 1 when n − m ≥ 2. We have the following explicit description of the part of loop

order g = 0:

H(HGC
0−loop
m,n ) =


QL, if m ≡ n mod 2,

QY, if m . n mod 2,
(1)

where L is the line graph L := in degree n − m − 1, and Y is the tripod graph Y := in degree 2(n − m) − 3,

while we have the following description for the part of loop order g = 1:

H(HGC
1−loop
m,n ) =



∏
k=1,3,5,...QHk, if m and n are even,∏
k=2,4,6,...QHk, if m and n are odd,
∏

k=1,5,9,...QHk, if m is odd and n is even,∏
k=3,7,11,...QHk, if m is even and n is odd,

(2)
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where Hk :=

· · ·

(k hairs) lies degree k(n−m− 2)+m. We also have the following formula for the generating

function of the homology in loop order g = 2:

∑

j,k

s jtkdimH j(HGC
2−loop,k−hair
m,n ) =



sn−3+mT 6+sn−2+mT 7

(1−T 2)(1−T 6)
, if m and n are even,

sn−3+m
(

1
(1−T 2)(1−T 6)

− 1
)
+ sn−2+mT

(1−T 2)(1−T 6)
, if m and n are odd,

sn−3+m(T 3+T 11+T 14−T 15)+sn−2+m(T+T 16)

(1−T 4)(1−T 12)
, if m is even and n is odd,

sn−3+m(T 2+T 11)+sn−2+m(T 4+T 13)

(1−T 4)(1−T 12)
, if m odd and n is even,

(3)

where T := sn−m−2t. (We refer to [12] for a more explicit result.)

Let us record that the above computations are enough to determine the homotopy of our operadic mapping spaces

in low degrees, when the homology of the hairy graph complex reduces to this part of loop order ≤ 2. To be explicit,

we have the following statement.

Corollary 4. Let n − 2 ≥ m ≥ 1. We have

πk(Maph(Dm,D
Q
n )) = Hk−1(HGC

≤2−loop
m,n )

for k ≤ 3n − 8.

In the case n − m < 2, we get a different picture for the homotopy of our operadic mapping spaces. Recall that

the homology of the little n-discs operad H(Dn) is identified with the operad governing n-Poisson algebras Poisn, for

any n ≥ 2, where an n-Poisson algebra consists of a graded commutative algebra equipped with a Poisson bracket

operation of degree n − 1. In the case m = n, we consider the locally constant function F : Maph(Dn,D
Q
n )→ Q which,

to any homotopy class of maps [φ] ∈ π0Maph(Dn,D
Q
n ), associates the constant λ ∈ Q such that we have the relation

φ∗([x1, x2]) = λ[x1, x2] in H(Dn(2),Q), where [x1, x2] ∈ Poisn(2) is the generating operation of the operad Poisn that

represents the Poisson bracket operation in our category of algebras. We then have the following statement.

Corollary 5. Let n ≥ 2. For λ , 0, we have a weak equivalence

Maph(Dn,D
Q
n ) ⊃ F−1(λ) ≃ MC•(H(GC2

n)[1]),

where we consider the homology of the non-hairy graph complex H(GC2
n), we use the notation V[1] to mark a degree

shift V[1]∗ = V∗−1, and we regard this graded vector space H(GC2
n)[1] as an abelian graded Lie algebra (a Lie algebra

with a trivial Lie bracket). In particular the following properties hold:

• If n > 2 and n + 1 is not divisible by 4, then the space F−1(λ) ⊂ Maph(Dn,D
Q
n ) is connected.

• If n + 1 is divisible by 4, then F−1(λ) contains Q-many connected components.

• If n = 2, then the connected components of F−1(λ) are in bijection with elements of the Grothendieck-

Teichmüller group GRT1(Q) (see also Fresse [20]).

In all cases, we have the identity:

πk(Maph(Dn,D
Q
n ), pλ) = Hk(GC2

n),

where pλ is any basepoint in F−1(λ) and k ≥ 1.

The graph complex GC2
n was first defined by Kontsevich [35], and consists of formal series of isomorphism classes

of undirected graphs whose vertices are at least bivalent, like:

, , .

The degree of a graph in GCn is determined by a rule which depends on the dimension index n ∈ N and the differential

is defined through vertex splitting. as in the case of the hairy graph complex. (The definition of the Kontsevich graph

complex is also reviewed with full details later on in this article.)

We currently do not know the full graph homology H(GC2
n), nevertheless big families of non-trivial classes, which

appear in the homotopy groups of the mapping space Maph(Dn,D
Q
n ) by the above corollary, are known. We review a

selection of known facts about the graph homology from the literature with no claim of completeness (we refer to [30]

for a more detailed overview). In what follows, we use the notation V[m] for the m-fold suspension of a graded vector
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space V , which we define by the shift V[m]∗ = V∗−m in the grading of V , for any m ∈ Z. In the case V = K, where we

identify the ground field K with a graded vector space concentrated in degree 0, we get that K[m] represents the graded

vector space of rank one concentrated in (homological) degree m. (Recall that we take K = Q in this introduction.)

• The graph complexes split into subcomplexes according to loop order. The part of loop order g = 1 is infinite

dimensional, but well understood. We explicitly have:

H(GC
2,1−loop
n ) =

⊕

k≡2n+1 mod 4
k≥1

Q[n − k],

with homology classes Lk represented by loop graphs with k vertices, for k ≥ 1. We moreover have (see

[55, Proposition 3.4]):

H(GC2
n) � H(GC

2,1−loop
n ) ⊕ H(GCn)

where GCn ⊂ GC2
n is the complex formed by graphs whose vertices are at least trivalent, and the factors

GC
g−loop
n of loop order g ≥ 2 in GCn form finite dimensional complexes.

• The graph complexes GCn associated to even dimension indices n (respectively, to odd dimension indices n)

are isomorphic modulo degree shifts:

GC
g−loop
n � GC

g−loop

n+2
[2g],

so that the homology of our complexes have non-trivial periodicity properties.

• For n = 2, we have H0(GC2) � grt1, where grt1 denotes the graded Grothendieck-Teichmüller Lie algebra

again (see [55]). By a result of Francis Brown [8], this Lie algebra contains a free Lie algebra L(σ3, σ5, . . . ) ⊂
grt1. The generators of this Lie algebra σ2 j+1 corresponds to graphs of loop order 2 j + 1 in H(GC2), which,

by periodicity, give non-trivial classes in the homology of the graph complexes H(GCn), for all even n.

• For n = 3, the bottom homology group H3(GC3) is the space of trivalent graphs modulo IHX relations, and

we have a map

Q[t, ω0, ω1, . . .]/(ωpωq − ω0ωp+q, P)→ H3(GC3),

for a certain polynomial P (see [32–34,52]), which is conjecturally an isomorphism up to one class represented

by the “Θ-graph” . (The map is known to be an isomorphism in low loop orders and the image is known

to form an infinite dimensional vector space.)

We do not know a topological construction of any of the families of classes of this list.

We can also use the result of Corollary 5 to compute the homotopy groups of the mapping spaces Maph(Dn,Dn) in

low degrees. We use that the piece of the graph homology H(GC
g−loop
n ) of loop order g is concentrated in homological

degrees ≥ g(n − 3) + 2. We already mentioned that the complex GC
g−loop
n ) is finite dimensional. We can therefore

compute the homology of this complex numerically, for low values of g at least. For n even and g ≤ 10 (respectively,

for n odd and g ≤ 8), we explicitly get:

(4) H(GC
2,≤10−loop
n ) =⊕k≡1 mod 4Q[n − k]︸                ︷︷                ︸

1 loop

⊕Q[3n − 6]︸     ︷︷     ︸
3 loop

⊕Q[5n − 10]︸       ︷︷       ︸
5 loop

⊕Q[6n − 15]︸       ︷︷       ︸
6 loop

⊕Q[7n − 14]︸       ︷︷       ︸
7 loop

⊕Q[8n − 16] ⊕ Q[8n − 19]︸                          ︷︷                          ︸
8 loop

⊕Q[9n − 18] ⊕ Q[9n − 21]︸                          ︷︷                          ︸
9 loop

⊕Q[10n − 14] ⊕ Q2[10n − 23] ⊕ Q[10n − 27]︸                                                    ︷︷                                                    ︸
10 loop

for n even

H(GC
2,g≤8−loop
n ) =⊕k≡3 mod 4Q[n − k]︸                ︷︷                ︸

1 loop

⊕Q[2n − 3]︸     ︷︷     ︸
2 loop

⊕Q[3n − 6]︸     ︷︷     ︸
3 loop

⊕Q[4n − 9]︸     ︷︷     ︸
4 loop

⊕Q2[5n − 12]︸        ︷︷        ︸
5 loop

⊕Q2[6n − 15] ⊕ Q[6n − 12]︸                           ︷︷                           ︸
6 loop

⊕Q3[7n − 18] ⊕ Q[7n − 15]︸                           ︷︷                           ︸
7 loop

⊕Q4[8n − 21] ⊕ Q2[8n − 18]︸                             ︷︷                             ︸
8 loop

for n odd.

We then get the following result for the low degree homotopy groups of our (rational) mapping space.
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Corollary 6. In the case n = 2, we have π1(Maph(D2,D
Q

2
), pλ) = Q and πk(Maph(D2,D

Q

2
), pλ) = 0 when k ≥ 2. In the

case where n is even and n ≥ 4, we have

πk(Maph(Dn,D
Q
n ), pλ) = Hk(GC

2,≤10−loop
n )

for k ≤ 11(n − 3) + 2. In the case where n is odd and n ≥ 3, we have

πk(Maph(Dn,D
Q
n ), pλ) = Hk(GC

2,≤8−loop
n )

for k ≤ 9(n − 3) + 2. In each case, we consider the homology of the complex computed in (4), and pλ is an arbitrary

base point in F−1(λ) with λ , 0.

We have little information about F−1(0). We know that there is one connected component corresponding to the map

Dn

∗
−→ D

Q
n that factors through the trivial topological operad with one point in each arity ∗(r) ≡ ∗. We can use the

hairy graph complex to compute the homotopy groups of this particular connected component at least. To be explicit,

we can record the following statement.

Corollary 7. Let n ≥ 2. We have

πk(Maph(Dn,D
Q
n ), ∗) = Hk−1(HGCn,n),

for all k ≥ 1, and the homotopy groups of any other connected components of the space F−1(0) are subquotients of

this vector space.1

We now consider the case n = m + 1. We then have the same results as in the case n = m:

Corollary 8. Let n ≥ 2. We have a locally constant function J : Maph(Dn−1,D
Q
n ) → Q such that, for each λ , 0, we

have the relation:

J−1(λ) ≃ MC•(H(GC2
n)[1]),

where we consider the homology of the non-hairy graph complex H(GC2
n) together with a degree shift V[1]∗ = V∗−1,

and we regard this object H(GC2
n)[1] as an abelian graded Lie algebra again.

Remark 9. Let us mention that the locally constant function J takes the value J(i) = 1/4 on the connected component

of the canonical map i : Dn−1 →֒ Dn (with n ≥ 2).

We still have little information about J−1(0). We know that there is one connected component corresponding to the

trivial map Dn−1

∗
−→ D

Q
n and we can also compute the homotopy groups of this connected component in terms of the

hairy graph complex again. We record this observation in the following statement.

Corollary 10. Let n ≥ 2. We have

πk(Maph(Dn−1,D
Q
n ), ∗) = Hk−1(HGCn−1,n),

for all k ≥ 1, and the homotopy groups of any other connected components of the space J−1(0) are subquotients of this

vector space.2

The algebraic results. To establish our results we use the rational homotopy theory of operads developed by the first

author in [20, Part II].

Let us observe, in a preliminary step, that we can reduce our computations about mapping spaces of topological

operads to computations about mapping spaces of simplicial operads, because these categories of operads inherit

Quillen equivalent model structures.

For the applications of rational homotopy methods, we consider the model category of simplicial Λ-operads of

[20, Section II.8.4]. Briefly recall that this category is isomorphic to the subcategory formed by the simplicial operads

whose component of arity zero is reduced to a one-point set (the category of unitary operads in the terminology of

[20]). The idea of a Λ-operad is to use restriction operators, which we may associate to any injective map between

finite ordinals, in order to model operadic composites with an element of arity zero. The category of simplicial Λ-

operads is precisely defined as the category of operads which have no element in arity zero, but whose underlying

collection is equipped with such restriction operators that we can use to recover the composition operations with an

element of arity zero. To apply the results of [20], we have to deal with simplicial Λ-operads whose component of

1However, we do not know whether there are any other connected component and which subquotients to take.
2However, we do not know whether there are any other connected component and which subquotients to take in this case yet.
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arity one reduces to a point. Let us mention that we have models of En-operads which do satisfy this condition though

this is not the case of the operad of little n-discs.

In the previous statement of results, we consider mapping spaces Maph(Dm,Dn) that we may form in the category of

all operads by using that we can equip this category with a model structure. But, once we pick models of the operads

Dm and Dn in the category of simplicial Λ-operads, we can actually reduce these mapping spaces to mapping spaces

of simplicial Λ-operads (see [21]).

The category of simplicial Λ-operads is used in [20, Chapter II.12] to define an operadic upgrading of the Sullivan

functor of piecewise linear differential forms. We precisely have a functor of the form:

Ω♯ : {simplicial Λ-operads} → {dg Hopf Λ-cooperads},

where we use the phrase dg Hopf Λ-cooperad to refer to structures which are dual (in the categorical sense) to Λ-

operads and which we form in the category of commutative dg algebras. The category of dg Hopf Λ-cooperads

inherits a model structure by the results [20, Section II.11.4]. Furthermore, one can use mapping spaces associated

to dg Hopf Λ-cooperads to compute the mapping spaces associated to the rationalization of objects in the category

of simplicial operads. We use this correspondence to reduce the proof of our main results, about the topological

mapping spaces associated to the operad of little discs, to a computation of mapping spaces in the category of dg Hopf

Λ-cooperads.

To be explicit, we assume that Ω♯(Dn) denotes, by abuse of notation, the dg Hopf Λ-cooperad which we obtain

by applying the above functor to a good (cofibrant) model of the operad of little n discs in the category of simplicial

Λ-operads. In what follows, we also denote by Ec
n a dg Hopf cooperad quasi-isomorphic to Ω♯(Dn). In fact, we will

use a dg Lie algebra model of the mapping space associated to these objects in the category of dg Hopf Λ-cooperads.

To be precise, we are going to consider a dg Lie algebra of biderivations of dg Hopf Λ-cooperads:

Def(Ec
n,E

c
m) := BiDerdgΛ(Ěc

n, Ê
c
m),

for a suitably chosen fibrant replacement Êc
m of Ec

m, a cofibrant replacement Ěc
n of Ec

n, and we will prove that we have

the following statement:

Theorem 11. We have a weak equivalence of simplicial sets

Maph(Dm,D
Q
n ) ≃ MC•(Def(Ec

n,E
c
m)).

Then we establish the following algebraic counterpart of our main Theorem 13:

Theorem 12. For n ≥ m ≥ 2, the dg Lie algebra Def(Ec
n,E

c
m) is L∞ quasi-isomorphic to the dg Lie algebra HGCm,n.

For n ≥ 2, the dg Lie algebra Def(Ec
n,E

c
1
) is L∞ quasi-isomorphic to the hairy graph complex HGC1,n equipped with

the Shoikhet L∞ structure.

The quasi-isomorphisms of this theorem will be realized by relatively explicit zigzags.

Theorem 1 follows from Theorem 11 and Theorem 12. We are similarly going to derive Corollaries 3-10, from

algebraic counterparts of these results.

Thus, we mostly work in the setting of dg Hopf Λ-cooperads in the rest of this paper. We focus on the proof of

our algebraic statement, Theorem 12, and we only tackle the topological applications of our constructions in a second

step.

Remark 13. The algebraic counterpart of the trivial morphism Dm

∗
−→ D

Q
n is a canonical morphism of dg Hopf

Λ-cooperads Ec
n

∗
−→ Ec

m that factors through the unit object K = Q in each arity r. In the definition of the com-

plex BiDerdgΛ(Ěc
n, Ê

c
m), we actually consider biderivations of this morphism Ěc

n

∗
−→ Êc

m, for the fibrant and cofibrant

replacements of our objects Ec
n and Ec

m. The formality of the little discs operads [22, 40] implies that the Hopf Λ-

cooperads Ec
n and Ec

m are quasi-isomorphic to their cohomology ec
n and ec

m, as dg Hopf Λ-cooperads. The complex

Def(Ec
n,E

c
m) can therefore be understood as the biderivation complex (in the derived sense) of the morphism of Hopf

Λ-cooperads ec
n

∗
−→ ec

m associated to these cohomology cooperads.

This identity explains why the case m = 1 is special in the result of Theorem 12. Indeed, we have ec
m = H(Ec

m) is

the associative cooperad in the special case m = 1, and is the dual to the operad governing graded Poisson algebras in

the case m ≥ 2.

3This algebraic statement is in fact stronger than our result about mapping spaces because we also deal with negative degree components of the

deformation complex which vanish when we pass to the nerve of our dg Lie algebras.
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Connection with the study of embedding spaces. We mentioned at the beginning of this introduction that one of the

main motivations of our work is given by the occurrence of the mapping spaces associated to the little discs operads

in the study of embedding spaces. We describe these connections with more details in order to complete the account

of this introduction.

We consider smooth embeddings f : Dm →֒ Dn of the m-discs Dm into the n-discs Dn from now on (rather than

embeddings of Euclidean space f : Rm →֒ Rn). We then form the space Emb∂(D
m,Dn) of the smooth embeddings

f : Dm →֒ Dn that coincide with the “equatorial” inclusion Dm = Dm × {0} ⊂ Dn near ∂Dm ⊂ Dm. Let Emb∂(D
m,Dn)

denote the homotopy fiber of the Smale-Hirsch map

(5) Emb∂(D
m,Dn)→ Ωm Inj(Rm,Rn),

where Inj(Rm,Rn) is the space of linear injections Rm →֒ Rn based at the canonical inclusion Rm = Rm×{0} ⊂ Rn. Note

that Inj(Rm,Rn) is homotopy equivalent to the Stiefel manifold Vm(Rn). In the case n > m, the space Ωm Inj(Rm,Rn)

is weakly equivalent to the space Imm∂(D
m,Dn) formed by the smooth immersions f : Dm # Dn which coincide

with the equatorial inclusion Dm = Dm × {0} ⊂ Dn near ∂Dm ⊂ Dm like our embeddings. For this reason, this space

Emb∂(D
m,Dn) is often called the space of smooth embeddings (with compact support) modulo immersions in the

literature.

Let O∂(D
m) denote the poset of open subsets of the m-discs U ⊂ Dm satisfying ∂Dm ⊂ U. The definition of the

space Emb∂(D
m,Dn) admits an obvious generalization Emb∂(U,D

n) for the open sets U ∈ O∂(D
m), so that the mapping

Emb∂(−,D
n) : U 7→ Emb∂(U,D

n) defines a presheaf with values in the topology of topological spaces:

(6) Emb∂(−,D
n) : O∂(D

m)→ Top .

The Goodwillie-Weiss manifold calculus [26] produces a series of polynomial (or Taylor) approximations

Tk Emb∂(−,D
n), k ≥ 0, of this presheaf Emb∂(−,D

n). In the case n − m > 2, the maps Tk Emb∂(−,D
n) →

Tk−1 Emb∂(−,D
n) that link the stages of the Goodwillie-Weiss Taylor tower become higher and higher connected

when k increases, so that the limit T∞ Emb∂(−,D
n) = holimk Tk Emb∂(−,D

n) defines a presheaf which is homotopy

equivalent to our initial object pointwise (6). In particular, we have:

(7) T∞ Emb∂(D
m,Dn) ≃ Emb∂(D

m,Dn)

as long as we assume n − m > 2.

In fact, we have a comparison between this Goodwillie-Weiss Taylor tower Tk Emb∂(D
m,Dn) and a tower of map-

ping spaces Maph
≤k(Dm,Dn), k ≥ 0, which we associated to our operadic mapping space Maph(Dm,Dn). In short, we set

Maph
≤k(Dm,Dn) = Maph(Dm|≤k,Dn|≤k), where P|≤k = Dm|≤k,Dn|≤k denote truncated operads which we merely obtain

by forgetting the components P(r) of arity r > K in our object P = Dm,Dn. Then we have the following comparison

statement:

Theorem 14 (see [6, 17–19, 49, 54]). For any n ≥ m ≥ 1, we have a homotopy equivalence of towers:

(8)

∗ Ωm+1Maph
≤1(Dm,Dn) · · · Ωm+1Maph

≤k
(Dm,Dn) · · ·

T0 Emb∂(D
m,Dn) T1 Emb∂(D

m,Dn) · · · Tk Emb∂(D
m,Dn) · · ·

≃ ≃ ≃ ,

where Maph
≤k(−,−) denotes the (derived) mapping space associated to the k-truncated operads P|≤k = Dm|≤k,Dn|≤k,

and we have the weak homotopy equivalence:

(9) T∞ Emb∂(D
m,Dn) ≃ Ωm+1Maph(Dm,Dn)

when we pass to the limit.

This comparison statement was first established in the case m = 1, at the level of the limit (9) in [18], and at the

level of the towers in [49]. The generalization to the case of arbitrary m ≥ 1 is given in [6,17,19,54] (in [6,17,54] for

the case of the towers). The proofs of the references [17–19, 49] go through a description of the (limit of the) tower in

terms of mapping spaces of (truncated) infinitesimal bimodules obtained in [1, 46, 48]. This approach can be adapted

to other similar situations (for instance, to check rational analogues of these comparison statements, such as the ones

which we formulate soon). The approach of the article [6] is more focused on the case depicted in the above theorem,
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but implies that the equivalence of this statement is compatible with a natural action of the (m+ 1)-discs operad on our

objects.

The Goodwillie-Weiss calculus can also be applied to the presheaf

Emb∂(−,D
n)Q : O∂(D

m)→ Top

which we get by taking the rationalization of the spaces Emb∂(U,D
n), for U ∈ O∂(D

m). The results of [17–19, 49]

imply that we have a weak homotopy equivalence

(10) T∞ Emb∂(D
m,Dn)Q ≃ Ωm+1Maph(Dm,D

Q
n ),

for any m ≥ 1 (with the case m = 1 addressed in [18, 49], the case m ≥ 1 covered by [17, 19]), and we have a

counterpart of this homotopy equivalence at the tower level [17]:

(11)

∗ Ωm+1Maph
≤1(Dm,D

Q
n ) · · · Ωm+1Maph

≤k(Dm,D
Q
n ) · · ·

T0 Emb∂(D
m,Dn)Q T1 Emb∂(D

m,Dn)Q · · · Tk Emb∂(D
m,Dn)Q · · ·

≃ ≃ ≃ .

We establish the following result to compare the mapping spaces Map≤k(Dm,Dn) related to the Goodwillie-Weiss

Taylor tower for Emb∂(D
m,Dn) to the mapping spaces Map≤k(Dm,D

Q
n ) which we can compute by our methods:

Theorem 15. The spaces Maph(Dm,Dn) and Maph
≤k(Dm,Dn) are (n − m − 1)-connected (and, in particular, simply

connected) like the spaces Maph(Dm,D
Q
n ) and Maph

≤k(Dm,D
Q
n ), for any n,m ≥ 1, as soon as n − m ≥ 2. Moreover, the

map

Maph(Dm,Dn)→ Maph(Dm,D
Q
n ),

induced by the rationalization Dn → D
Q
n , is a rational homotopy equivalence when n − m ≥ 3, whereas the maps

Maph
≤k(Dm,Dn)→ Maph

≤k(Dm,D
Q
n )

are rational homotopy equivalences as soon as n − m ≥ 2.

We then get as a corollary of the results of Theorem 11 and Theorem 12:

Theorem 16. The rational homotopy type of the space Maph(Dm,Dn) is described by the L∞ algebra of homotopy

biderivations of the morphism of dg Hopf Λ-cooperads ec
m

∗
−→ ec

n when n − m ≥ 3. Furthermore, the hairy graph

complex HGCm,n, which we equip with its standard dg Lie algebra structure in the case m ≥ 2, with the Shoikhet

L∞ structure in the case m = 1, defines an explicit model of this L∞ algebra.

We can also establish the following analogue of the first claim of this theorem for the truncated mapping spaces

Maph
≤k(Dm,Dn) which appear in our tower:

Theorem 17. The rational homotopy type of the spaces Maph
≤k(Dm,Dn) is described by the L∞ algebras of homotopy

biderivations of the morphism of truncated dg Hopf Λ-cooperads ec
m|≤k

∗
−→ ec

n|≤k as soon as n − m ≥ 2.

Remark 18. We can not obtain an explicit L∞ algebra modeling the homotopy invariant biderivations of em|≤k

∗
−→

en|≤k by any kind of truncation from the hairy graph complex HGCm,n. We just take the biderivation dg Lie algebras

BiDerdgΛ(Ěc
n|≤k, Ê

c
m|≤k) associated to the k-truncations Ěc

n|≤k and Êc
m|≤k of the cofibrant and fibrant replacements of our

dg Hopf cooperads Ec
n = ec

n and Ec
m to get such a model. We can still produce a small complex quasi-isomorphic to this

dg Lie algebra BiDerdgΛ(Ěc
n|≤k, Ê

c
m|≤k) (see Theorem 10.12). In the case m = 1, we just retrieve the k-th (normalized)

partial totalization (
∏k

i=0 Npn(i), ∂) of the cosimplicial chain complex pn(−) defined in [44] (up to a shift in degrees

due to delooping). We accordingly have a small complex that can be used to compute the rational homotopy groups

of the spaces Tk Emb∂(D
m,Dn) and Maph

≤k(Dm,Dn) when n − m ≥ 2 (see Corollary 10.13), but we do not have any

obvious way to define the L∞ structure associated to this small complex.

Remark 19. In fact, it was proved in the article [2] that the hairy graph complex HGCm,n computes the rational

homotopy of the space Emb∂(D
m,Dn) when n ≥ 2m + 2, and that this statement is actually equivalent to the rational

collapse at the second term of the Goodwillie-Weiss homotopy spectral sequence. The results of Theorem 14 and

Theorem 16 imply that these results hold in the range n ≥ m + 3, and hence, in the whole range of convergence of the

Goodwillie-Weiss Taylor tower for the spaces Emb∂(D
m,Dn).
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After the delloping, the hairy graph cocycles with k hairs and of loop order g contribute to the rational homotopy of

Emb∂(D
m,Dn), n−m > 2, only in degrees ≥ k(n−m− 2)+ (g− 1)(n− 3). Therefore only loop order zero cocycles (1)

can contribute to Q ⊗ π0 Emb∂(D
m,Dn), n − m > 2.

Corollary 20. For n − m > 2, π0 Emb∂(D
m,Dn) is a finitely generated abelelian group of rank ≤ 1. It is infinite if

either m = 2k + 1, n = 4k + 3, k ≥ 1, or m = 4k − 1, n = 6k, k ≥ 1. 4

This corollary follows from the explicit description of the loop order 0 hairy graph-homology (1). The case m =

2k + 1, n = 4k + 3, corresponds to the line graph L = . Geometrically it appears as the image of the S O(n − m)

Euler class under the map Ωm+1 Inj(Rm,Rn) → Emb∂(D
m,Dn).5 The second case m = 4k − 1, n = 6k, corresponds to

the tripod Y = , which geometrically is the Haefliger invariant [27].

Remark 21. Our results also provide interesting information about the embedding calculus for codimension ≤ 1. The

results of Corollary 5 and Corollary 8 imply that the inclusion i : Dn−1 → Dn induces a weak-equivalence

(12) Maph(Dn,D
Q
n )id

≃
→ Maph(Dn−1,D

Q
n )i,

where we consider the connected components of our mapping spaces associated to the obvious elongations of the

identity map id : Dn → Dn and of this inclusion i : Dn−1 → Dn to the rationalization D
Q
n . We call this result the

Algebraic Cerf Lemma.

The original result of Cerf asserts that the natural scanning map

(13) Diff∂(D
n)

≃
−→ ΩEmb∂(D

n−1,Dn)

is a weak homotopy equivalence (see [11, Appendix, Section 5, Proposition 5], [9, Proposition 5.3]). By the above

equivalence (12) and the result of Theorem 15, a similar statement holds for the limit of the Goodwillie-Weiss tower,

at least rationally:

(14) T∞ Emb∂(D
n,Dn)Q

≃
−→ ΩT∞ Emb∂(D

n−1,Dn)Q.

Thus, comparing (13) with (14), we get that the embedding calculus still reflects the codimension one versus codi-

mension zero rigidity of embeddings though the Goodwillie-Weiss Taylor towers do not converge in codimensions

n − m ≤ 1.6

Organization of the paper. This paper is organized as follows. In a preliminary step, we give a short account of our

general conventions on chain complexes, operads and cooperads. Then we divide our study in four main parts:

• In Part 1, we explain the definition of L∞ algebra structures on the complexes of biderivations associated to

dg Hopf cooperads and we prove that the solutions of the Maurer–Cartan equation in these L∞ algebras are

equivalent to morphisms of dg Hopf cooperads.

• In Part 2, we examine the definition of mapping spaces on the category of dg Hopf cooperads. We mainly

prove that these mapping spaces of dg Hopf cooperads are weakly equivalent, as simplicial sets, to the nerve

of the L∞ algebras of biderivations of dg Hopf cooperads. We apply this result to En-operads in order to get

the claim of Theorem 11, the equivalence between our mapping spaces of En-operads and the nerve of the

L∞ algebras of biderivations associated to our dg Hopf cooperad models of En-operads.

• In Part 3, we check that the L∞ algebras of biderivations associated to En-operads are equivalent to the Lie (or

L∞) algebras of hairy graphs. Then we can use the result of the previous part in order to establish the claims

of Theorem 12 and of Theorem 1, the equivalence between the mapping spaces of En-operads and the nerve

of the Lie (respectively, L∞) algebras of hairy graphs. To complete this result, we explain the proof of the

other statements on the mapping spaces of En-operads stated in the first part of this introduction.

• In Part 4, we prove the claims of Theorem 15, Theorem 16, Theorem 17, which we use in the applications of

our work to the study of embedding spaces.

4This result should not be difficult to obtain using Haefliger’s approach [28]. For a similar statement about π0 Emb∂(Dm ,Dn) = π0 Emb(S m, S n),

n − m > 2, see [28, Corollary 6.7].
5To recall Inj(Rm,Rn) ≃ Vm(Rn) = S O(n)/S O(n − m).
6Let us mention that a previous result of the second and third authors [50, Theorem 2] implies that a similar connection holds at the chain complex

level, when we take the limit of the Goodwillie-Weiss Taylor tower associated to the functors C∗(Emb∂(−,Dn),Q) : U 7→ C∗(Emb∂(U,Dn),Q) for

U ∈ O∂(Dn−1) (respectively, U ∈ O∂(Dn)). The homology of the complexes T∞C∗(Emb∂(Dn,Dn),Q) and T∞C∗(Emb∂(Dn−1,Dn),Q) form graded

symmetric algebras on graded vector spaces that are isomorphic up to a shift of degree (see [50, Section 9]).
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Part 0. Background

We give a brief summary of our conventions on operads and cooperads in this preliminary part. We mainly work

in the category of dg vector spaces in order to form our model for the rational homotopy of operads. Therefore, we

explain our conventions on dg vector spaces in the next paragraph. We review the definition of an operad and of a

cooperad afterwards.

0.1. Conventions on vector spaces, graded vector spaces and dg vector spaces. We take a field of characteristic

zero K as a ground ring all through this article and we use the notation Vect for the category of vector spaces over K.

We also use the notation dgVect for the category of differential graded vector spaces (the category of dg vector spaces

for short), where a dg vector space consists, for us, of a vector space V equipped with a lower Z-grading V = V∗
together with a differential, usually denoted by d : V → V , which lowers degrees by one d : V∗ → V∗−1.

Note that our dg vector spaces are equivalent to unbounded chain complexes, but we prefer to use the terminology

of dg vector space in general. We just use the phrase “chain complex” in the case of specific examples or to refer to

specific constructions of objects in the category of dg vector spaces (for instance, we may use the phrase “complex of

biderivations” for the “dg vector space of biderivations” associated to certain morphisms of dg Hopf cooperads). Note

also that, in some of our bibliographical references, authors assume that a dg vector space is an object, equivalent to

an unbounded cochain complex, which is equipped with an upper grading (rather than a lower grading) and with a

differential that increases degrees (instead of decreasing degrees). In what follows, we use the standard rule Vn = V−n

to identify an upper grading with a lower grading and to identify an object of this category of upper graded dg vector

spaces with a dg vector space in our sense. In general, we prefer to deal with lower gradings. Therefore, we tacitely

adopt this convention to consider lower gradings when there is no indication of the contrary in the context. But, this

rule Vn = V−n enables us to use lower and upper grading interchangeably, and we can therefore apply the rule the other

way around, in order to convert a lower grading into an upper grading, when upper gradings are more natural.

To be specific, we use upper gradings when we deal with upper graded dg vector spaces that are concentrated

in non-negative degrees. We adopt the notation dg∗Vect for this category of non-negatively upper graded dg vector

spaces. We also adopt the convention to use the expression “cochain dg vector space” in order to refer to an object of

this category V ∈ dg∗Vect. We adopt similar notations and conventions when we deal with categories of algebras in

dg vector spaces. We can identify this category of cochain dg vector spaces dg∗Vect with the full subcategory of our

category of lower graded dg vector spaces dgVect generated by the objects V which satisfy Vn = V−n = 0 for n > 0

according to our rule.

In what follows, we also consider the category of graded vector spaces which we can identify with the full subcat-

egory of the category of dg vector spaces generated by the dg vector spaces equipped with a trivial differential d = 0.

The other way around, we have the obvious forgetful functor from the category of dg vector spaces to the category of

graded vector spaces. We denote the degree of a homogeneous element v of a graded vector space by |v| ∈ Z. Note

that we will (ab)use the same notation |S | for the number of elements in a finite set. However, in practice this will not

cause confusion.

In our constructions, we use the standard symmetric monoidal structure of the category of dg vector spaces, with

the tensor product ⊗ : dgVect × dgVect → dgVect inherited from the category of vector spaces over K and with the

symmetry operator c : V ⊗ W → W ⊗ V that reflects the (Koszul) sign rule of differential graded algebra. Recall

that the category of dg vector spaces is also enriched over itself with hom-objects Homdg(V,W) defined, for every

V,W ∈ dgVect, by the vector spaces of linear maps f : V → W satisfying f (V∗) ⊂ W∗+| f | for some degree | f | ∈ Z.

This dg vector space is equipped with the differential such that d f = dW f −± f dV , where dV (respectively, dW) denotes

the internal differential of the dg vector space V (respectively, W) and ± = (−1)| f | is the sign determined by the sign

rule of differential graded algebra. Note that the tensor product ⊗ : dgVect × dgVect→ dgVect preserves the category

of cochain dg vector spaces dg∗Vect inside dgVect, which inherits a symmetric monoidal structure as well. But the

dg vector spaces Homdg(V,W) may have components in all degrees even when we assume V,W ∈ dg∗Vect. In what

follows, we also consider the tensor product operation on graded vector spaces, and an internal hom-bifunctor with

values in this category Homgr(−,−) which we define by forgetting about the differentials in our constructions.

Recall that we use the notation V[m] for the m-fold suspension V[m]n = Vn−m of a graded vector space V , for any

m ∈ Z. In the case V = K, where we identify the ground field K with a graded vector space of rank one concentrated in
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degree 0, we get that K[m] represents the graded vector space of rank one concentrated in lower degree m, as in [20].

Note that we get the rule V[m]n = Vn+m when we use upper gradings instead of lower gradings and this convention is

also used in the reference [55]. If V ∈ dgVect, then we have V[m] ∈ dgVect. To make this definition more precise,

we can use the obvious identity V[m] = V ⊗ K[m], where we regard K[m] as a dg vector space equipped with a trivial

differential, and we consider the tensor product of our symmetric monoidal structure on the category of dg vector

spaces.

We also use the notation V∗ for the obvious extension of the duality functor of vector spaces to the category of dg

vector spaces. We actually have V∗ = Homdg(V,K), for any object V ∈ dgVect, where we use that the ground field K

is identified with a dg vector space of rank one concentrated in degree 0, and we consider our internal hom-bifunctor

on the category of dg vector spaces. If each graded component of a graded (respectively, dg) vector space V is finite

dimensional, then we say that V is of finite type.

0.2. Operads. We refer to the textbook of Loday and Vallette [41] or to the upcoming book [20] of the first author for

an introduction to the theory of operads. The operads of little discs are defined in the category of topological spaces,

but we mainly deal with operads (and cooperads) defined in the category of dg vector spaces (or in the subcategory

of cochain dg vector spaces) in what follows. Therefore, we briefly review the definition of an operad (and of a

cooperad) in the category of dg vector spaces in order to make our conventions explicit and in order to fix notation.

In what follows, we also use the expression “dg operad” when we consider operads defined in the base category of dg

vector spaces.

We have several equivalent definitions of the notion of an operad. Let N denote the set of non-negative integers.

We always consider operads equipped with a symmetric structure in this article. Thus, we generally assume that the

components of a dg operadO are dg vector spaces O(r) equipped with an action of the symmetric groups Σr for r ∈ N.

The composition structure of our operad is determined by composition products ◦i : O(m) ⊗ O(n) → O(m + n − 1),

which are defined for all m, n ∈ N, for any i ∈ {1, . . . ,m}, and which satisfy natural equivariance, unit and associativity

relations. The unit of our operad is defined by a morphism η : K → O(1) or, equivalently, by a distinguished element

which we denote by 1 ∈ O(1).

The symmetric collection underlying an operad is also equivalent to a collection O(S ) indexed by the finite sets S

such that the mappingO : S 7→ O(S ) defines a functor on the category formed by the finite sets as objects together with

the bijections of finite sets as morphisms. Indeed, we can regard a symmetric collection O(r), r ∈ N, as the restriction

of such a functor O : S 7→ O(S ) to the category generated by the finite ordinals r = {1 < · · · < r} inside the category

of finite sets and bijections. To be more explicit, we just set O(r) = O({1 < · · · < r}) to get our correspondence

between the structure of an operad with components indexed by the natural numbers and the structure of an operad

with components indexed by finite sets. In the context where we consider components indexed by arbitrary finite sets,

the partial composition products of an operad are equivalent to operations of the form

◦∗ : O(S ′) ⊗ O(S ′′)→ O((S ′ \ {∗}) ⊔ S ′′),

defined for any pair of finite sets S ′, S ′′, and where ∗ is a formal composition mark. Informally, we regard the elements

of the object O(S ) as operations with |S | inputs labelled by elements of the set S , where we use the notation |S | for the

cardinal of any finite set S . In the context of operads, we also use the classical terminology of “arity” to refer to this

number |S |.

Recall also that the partial composition products of an operad can be used to determine treewise composition

operations

∇T :
⊗

v∈VT

O(star(v))→ O(S ),

which we form by taking a tensor product of components of our operad over the vertex set VT of a rooted tree T whose

leafs are indexed by S . We then use the notation star(v) for the set of ingoing edges of any vertex v in such a tree T .

In what follows, we also use the notation TS for the set of rooted trees with leafs indexed by S which we use in this

construction. Intuitively, the structure of these trees T ∈ TS materialize general composition schemes in the operad O.

The unit morphism η : K→ O(1) is equivalent to a morphism of operads η : I → O where I denotes the collection

such that

I(r) =


K, if r = 1,

0, otherwise,
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which inherits an obvious operad structure. This collection I accordingly represents the initial object of the category

of operads. (In what follows, we also use the name “unit operad” for this operad I.) We say that an operad O is

augmented (over this initial object) when we have an operad morphism ǫ : O → I in the converse direction as the

operadic unit η : I → O. We necessarily have ǫη = id. We can also determine such a morphism by giving a morphism

of dg vector spaces ǫ : O(1)→ K satisfying ǫ(1) = 1 when we consider the unit element of our operad 1 = η(1) ∈ O(1)

and ǫ(p ◦1 q) = ǫ(p)ǫ(q), for any composite of operations of arity one p, q ∈ O(1). We then define the augmentation

ideal of our operad O by O(1) = ker(ǫ : O(1) → K) and O(r) = O(r) for r , 1. We mainly use augmented operads in

the bar duality of operads. We also assume O(0) = 0 when we use this construction.

0.3. Cooperads. We dualize the definitions of the previous subsection in the context of cooperads. We still mainly

work in the category of dg vector spaces when we deal with cooperads and we also use the expression “dg cooperad”

in this context.

In short, we define a dg cooperad C as a symmetric collection of dg vector spaces C(r), r ∈ N, together with

coproducts ∆i : C(m + n − 1) → C(m) ⊗ C(n), which are defined for all m, n ∈ N, for any i ∈ {1, . . . ,m}, and

which satisfy some natural equivariance, counit and coassociativity relations. We can equivalently consider coproducts

∆∗ : C(S ) → C(S ′) ⊗ C(S ′′), defined for all partitions S = (S ′ \ {∗}) ⊔ S ′′ of a finite set S , when we use that C is

given by a collection C(S ) indexed by arbitrary finite sets S . The counit of our cooperad is determined by a morphism

ǫ : C(1)→ K. In what follows, we also consider general coproduct operations

∆T : C(S )→
⊗

v∈VT

C(star(v)),

shaped on rooted trees T ∈ TS .

Recall that the dual dg vector spaces O(r)∗ of the componentsO(r) of an operadO form a cooperad as soon as each

of these components O(r) forms a dg vector space of finite type. We denote this cooperad by Oc.

We often need some conilpotence assumptions when we deal with cooperads. (For instance, we use cofree objects

of the category of conilpotent cooperads in the expression of the bar duality of operads.) We make such a conilpotence

condition explicit in order to complete the account of this paragraph. We go back to this subject later on, when we

explain the definition of the category of the category of Λ-cooperads which we use in the subsequent constructions of

this article.

In all cases, we restrict our attention to cooperads such that C(0) = 0. We also need to assume that our cooperads

C are equipped with a coaugmentation in order to formalize our conilpotence condition. To be explicit, let us observe

that the counit morphism of our cooperad ǫ : C(1)→ K is equivalent to a morphism of cooperads ǫ : C → I, where we

again consider the collection I such that I(1) = K and I(r) = 0 for r , 1, which inherits a natural cooperad structure

(in addition to an operad structure). In what follows, we also use the name “unit cooperad” when we regard this

collection I as an object of the category of cooperads. Then we say that a cooperad C is coaugmented (over the unit

cooperad I) precisely when the counit morphism ǫ : C → I admits a section η : I → C in the category of cooperads.

We equivalently assume that we have a unit element 1 = η(1) ∈ C(1) which satisfies the identity ∆1(1) = 1 ⊗ 1 in

our cooperad C (and which forms a cycle of degree zero in the context of dg vector spaces). We then have a natural

splitting formula C(1) = K1 ⊕ C(1), where we set C(1) = ker(ǫ : C(1) → K). We can also consider the collection C

such that C(1) = ker(ǫ : C(1) → K) and C(r) = C(r) for r > 1. We just use the splitting C(1) = K1 ⊕ C(1) to identify

this collection C with the cokernel of the coaugmentation morphism of our cooperad η : I → C. (We also say that C

represents the coaugmentation coideal of C in this context.)

We now consider the reduced treewise coproducts

∆T : C(S )→
⊗

v∈VT

C(star(v)),

which we obtain by taking the composite of the above treewise coproducts with our projection C(star(v)) →

C(star(v)), for all v ∈ VT . The counit relation of cooperads implies that the full treewise coproducts ∆T are de-

termined by these reduced treewise coproducts. Furthermore, the assumption that η : I → C is a morphism of

cooperads implies that the reduced treewise coproducts vanish over the unit element 1 ∈ C(S ) when |S | = 1. We then

say that our coaugmented cooperad C is conilpotent if, for any element c ∈ C, we have ∆T (c) = 0 for all but a finite

number of trees T .

We mainly deal with reduced treewise composition coproducts rather than with the full treewise composition co-

products in what follows. In passing, let us observe that the condition C(0) = 0 implies that the treewise composition
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coproducts ∆T : C(S ) →
⊗

v∈VT
C(star(v)) are trivial when T contains vertices with no ingoing edges. Thus, we re-

strict ourselves to the subcategory of trees T which satisfy the condition |star(v)| ≥ 1 for all v ∈ VT when we consider

the reduced treewise composition coproducts associated to a coaugmented cooperad.

Let us also observe that if the cooperad C satisfies the relation C(1) = K in addition to this condition C(0) = 0 (we

then say that the cooperad C is reduced), then we have C(1) = 0, and hence, we only have to consider reduced treewise

coproducts over trees whose vertices have at least two ingoing edges each. The number of trees T which satisfy this

condition |star(v)| ≥ 2 for all v ∈ VT and have a prescribed set of leafs S is finite. From this observation, we conclude

that any cooperad C which satisfies the relation C(1) = K (in addition to the condition C(1) = 0) is automatically

conilpotent in our sense.

0.4. On Λ-operads. The notion of a Λ-operad has been introduced by the first author in [20, Chapter I.2]. This

category of Λ-operads is actually isomorphic to the full subcategory of the category of operads generated by the

objects O whose component of arity zero is reduced to the ground field O(0) = K (when we take the category of vector

spaces or the category of dg vector spaces as a base category). The idea of the definition of a Λ-operad is that we can

forget about the component of arity zero in this case O(0) = K and consider, instead, that our operads are equipped

with restriction operators which reflect the composition operations with this component O(0) = K in the definition of

the operad O.

The notation Λ the definition of the notion of a Λ-operad refers to the category formed by the finite ordinals r =

{1 < · · · < r} as objects together with all injective maps on these ordinals (possibly non-monotonous) as morphisms.

The main observation of [20] is that the composition operations with a distinguished arity zero element in an operad

O such that O(0) = K are equivalent to a contravariant action of this category Λ on the collection of dg vector

spaces underlying our object. The restriction operator u∗ : O(s) → O(r), which we associate to any injective map

u : {1 < · · · < r} → {1 < · · · < s} in this action of the category Λ, corresponds to the composition products with the

distinguished arity zero element of our operad at the inputs such that j < {u(1), . . . , u(r)} together with the re-indexing

i = u−1( j) of the remaining inputs j ∈ {u(1), . . . , u(r)}. In the context where we consider operads with components

indexed by arbitrary finite sets, we may also consider restriction operators of the form

ǫS : O(S ⊔ {∗})→ O(S )

which represent the composites with our distinguished arity zero element at the composition mark ∗ in the component

O(S ⊔ {∗}) of our operad O. In addition to these restriction operators, we have augmentation morphisms ǫ : O(r)→ K,

which correspond to full composition products with an arity zero factor O(0) = K at all positions in our operad.

In order to define the Λ-operad equivalent to an operad O with O(0) = K, we just forget about this component of

arity zero, we take a zero object as a component of arity zero instead, and we assume that our operad is equipped

with restriction operators u∗ : O(s) → O(r), which give a contravariant action of the category of Λ on our object,

together with the augmentation morphisms ǫ : O(r) → K that correspond to the full composition products with arity

zero operations. In fact, one can observe that the collection of these augmentation morphisms ǫ : O(r) → K, r > 0, is

equivalent to an operad morphism with values the commutative operad Com, the operad, associated to the category of

commutative algebras (without unit), which satisfies Com(r) = K for any r > 0.

The category of Λ-operads is precisely defined as the category formed by these operads O, satisfying O(0) = 0,

which are equipped with a contravariant action of the category ofΛ as above, together with an augmentation morphism

with values in the commutative operad ǫ : O → Com. Let us mention that we also assume that the composition

products and the restriction operators of a Λ-operad satisfy some compatibility relation which mimes the associativity

relations of the composition products of an operad with respect to an arity zero operation. In [20], the more precise

expression “augmented Λ-operad”, where the adjective “augmented” refers to this structure augmentation ǫ : O →

Com which we attach to our objects, is adopted for this category of Λ-operads. We just forget about the adjective

“augmented” in order to simplify our terminology in what follows.

Let us mention that the commutative operad Com is equipped with an augmentation over the initial operad I, and

as a consequence, any Λ-operad O canonically forms an augmented operad in the sense defined in Section 0.2 when

we forget about Λ-structures.

0.5. On Λ-cooperads. We dualize the definitions of the previous subsection in order to define the notion of a Λ-

cooperad. Thus, a dg Λ-cooperad consists of a cooperad C satisfying C(0) = 0 together with a covariant action of the

category Λ, which associates a corestriction operator u∗ : C(r) → C(s) to any injective map between finite ordinals

u : {1 < · · · < r} → {1 < · · · < s}, and a coaugmentation morphism η : Comc → C, where Comc is the dual cooperad
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in dg vector spaces of the operad of commutative algebras (without unit). In the context where we consider cooperads

with components indexed by arbitrary finite sets, we also consider corestriction operators of the form

ηS : C(S )→ C(S ⊔ {∗})

which are dual to the partial composition products with a distinguished arity zero element in an operad. We obviously

assume that the composition coproducts and the corestriction operators satisfy some compatibility relations when we

define a Λ-cooperad. We then see that our category of dg Λ-cooperads is isomorphic to the full subcategory of the

category of plain dg cooperads generated by the objects C such that C(0) = K (dualize the observations of the previous

subsection).

In [20], the more precise expression “coaugmented dg Λ-cooperad”, where the adjective “coaugmented” refers to

the coaugmentation η : Comc → C which we attach to our objects, is used for the objects in the category of dg Λ-

cooperads. We again forget about the adjective “coaugmented” in order to simplify our terminology in what follows

(as in the context of operads).

Let us observe that any dg Λ-cooperad C inherits a canonical coaugmentation over the unit cooperad I (when we

forget about theΛ-structure attached to our object) since the commutative cooperad Comc comes itself equipped with a

canonical coaugmentation morphism η : I → Comc that is right inverse to the counit morphism ǫ : Comc → I. Thus,

we can give a sense to the reduced treewise composition coproducts of Section 0.3 in the context of dg Λ-cooperads.

We can also consider a straightforward extension of the conilpotence condition of Section 0.3 in the context of dg

Λ-cooperads. We precisely say that a dg Λ-cooperad is conilpotent if the coaugmented dg cooperad underlying our

object is conilpotent in the sense defined in Section 0.3 when we forget about Λ-structures. To be explicit, we get that

C is conilpotent if, for each element c ∈ C, all but a finite number of the reduced treewise composition coproducts

∆T (c) vanish, where T runs over the category of trees satisfying |star(v)| ≥ 1 for all vertices v ∈ VT .

In this article, we always consider dg Λ-cooperads that are conilpotent in this sense. Therefore, in what follows,

we adopt the convention to add this conilpotence condition to the definition of the objects of our category of dg Λ-

cooperads. Let us mention that the conilpotence assumption is automatically satisfied when we assume C(1) = K

since this is the case in the category of plain cooperads. In [20], the convention is to consider the subcategory of dg

Λ-cooperads that satisfy this condition C(1) = K in addition to C(0) = 0, but this is not the case of certain cooperads

that we consider in this article. Therefore, we do not adopt the convention to assume this connectedness condition

C(1) = K in the definition of a dg Λ-cooperad in general. We simply say that a dg Λ-cooperad C is reduced when we

have C(1) = K (as in the case of plain cooperads).

Note that we allow non trivial corestriction operators u∗(c) , 0 for an infinite number of maps u : {1 < · · · < r} →

{1 < · · · < s} in this definition of a conilpotent Λ-cooperad, though these operators reflect non trivial composition

coproducts in the cooperad C+ satisfying C+(0) = K which we associate to our object. Thus, this cooperad C+ is not

conilpotent in the sense specified in Section 0.3. In fact, this cooperad C+ is not even equipped with a coaugmentation

over the unit cooperad I in general. so that the conilpotence condition of Section 0.3 does not even make sense for

this cooperad.

For our purpose, we make explicit the compatibility between the corestriction operators and the reduced treewise

composition coproducts. Let T ∈ TS⊔{∗} be a tree. Let v be the vertex of T connected to the leaf indexed by the mark

∗. Let T ′ be the tree obtained by removing this leaf indexed by ∗. If v has exactly 2 ingoing edges in T , then we also

consider the tree T ′′ which we obtain by deleting both the vertex v and the ingoing edge indexed by ∗, and by merging

the remaining ingoing edge with the outgoing edge of v. Let star′(v) be the set of outgoing edges of v in T ′. We fix

an ordering of the vertices of T with the vertex v in the first position. We then have the following relation, for any

element x ∈ C(S ):

(15) ∆T (ηS x) = (ηstar′(v) ⊗ id ⊗ · · · ⊗ id)(∆T ′ x) +


b ⊗ ∆T ′′ (x), if v has two ingoing edges in T ,

0, otherwise,

where b ∈ C(2) is the image of the generator of Comc(2) under the coaugmentation η : Comc → C.

We mentioned in the introduction of this paper that we deal with dg Hopf cooperads (cooperads in the category of

commutative dg algebras) when we define the Sullivan model of an operad in topological spaces. We go back to this

subject later on. Let us simply observe, for the moment, that in the case of a dg Hopf Λ-cooperad, the coaugmentation

η : Comc → C, which we associate to our object C, is actually given by the unit morphism η : K → C(r) which we

associate to the commutative dg algebra C(r) in each arity r > 0. We therefore forget about the coaugmentation when

we specify the structure of a dg Hopf Λ-cooperad.
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0.6. On Σ-collections and Λ-collections. Recall that Λ denotes the category with the finite ordinals r = {1 < · · · < r}

as objects and all injective maps (not necessarily monotonous) between such ordinals as morphisms. In what follows,

we also consider the category Σ ⊂ Λ with the same collection of objects as the categoryΛ but where we only consider

the bijective maps as morphisms. We equivalently have Σ =
∐

r∈N Σr, where we regard the symmetric groups Σr as

categories with a single object of which we take the coproduct in the category of categories.

We now call Σ-collection in dg vector spaces the structure defined by a contravariant functor on this category Σ and

with values in the category of vector spacesM : Σ → dgVectop. We similarly call Λ-collection the structure defined

by a contravariant functor on the whole category of finite ordinals and injections M : Λ → dgVectop. We denote

the category of Σ-collections in dg vector spaces by dgΣSeq and the category of Λ-collections by dgΛSeq. We also

consider the full subcategories of these categories dgΣSeq>0 and dgΛSeq>0 generated by the objects which vanish in

arity zero. We adopt similar conventions when we deal with other instances of base categories than the category of

dg vector spaces. We obviously get a functor from the category of Λ-operads in dg vector spaces to the overcategory

dgΛSeq>0/Com when we forget about the composition products of Λ-operads.

We dually consider a category of covariant Λ-collections in dg vector spaces, where we use the phrase ‘covariant

Λ-collection’ to refer to a covariant functorM : Λ → dgVect on the category Λ. We adopt the notation dgΛSeqc for

this category, and we similarly use the notation dgΛSeqc
>0 for the subcategory of covariantΛ-collections which vanish

in arity zero. We immediately get again that we have a functor from the category of Λ-cooperads in dg vector spaces

to the undercategory Comc/dgΛSeqc
>0 when we forget about the composition coproducts of Λ-cooperads. In what

follows, we also consider the functor with values in the undercategory Comc/dgΛSeqc
>0 which we obtain by taking the

coaugmentation coideal of dg Λ-cooperads. In our study of the rational homotopy of operads, we moreover consider

the full subcategory dgΛSeqc
>1 of the category of covariant Λ-collections dgΛSeqc formed by the objects such that

M(0) = M(1) = 0, and the associated category of coaugmented objects Comc/dgΛSeqc
>1. We get a functor with

values in Comc/dgΛSeqc
>1 when we take the restriction of the coaugmentation coideal functor to the subcategory of

reduced dg Λ-cooperads (see Section 0.5). Note that Comc represents the constant object such that Comc(r) = K in

the category of covariant Λ-collections dgΛSeqc
>0, while the covariant Λ-collections Comc satisfies Comc(1) = 0 and

Comc(r) = 0 for r > 1.

In what follows, we usually omit the word “covariant” when we deal with this category of Λ-collections. In fact,

we most often deal with covariant Λ-structures in our constructions, and otherwise, the context makes clear whether

we consider a contravariantΛ-structure or a covariant one.

The categories of Σ-collections and Λ-collections in dg vector spaces are enriched over the category of dg vector

spaces. To be explicit, let Ξ = Σ,Λ be any of our indexing categories, and letM, N be a pair of Ξ-collections in dg

vector spaces. Then we set:

HomdgΞ(M,N) =

∫

r∈Ξ

Homdg(M(r),N(r)),

where we take the end of the hom-objects of dg vector spaces Homdg(M(r),N(r)) over the category Ξ. Thus, an

element of homogeneous degree of HomdgΞ(M,N) consists of a collection of linear maps f :M(r)→ N(r) such that

f (M(r)∗) ⊂ N(r)∗+| f | and which preserve the action of the morphisms of the category Ξ = Σ,Λ on our objects. In the

case of the category Ξ = Σ, we may equivalently set:

HomdgΣ(M,N) =
∏

r∈N

HomdgΣr
(M(r),N(r)),

where HomdgΣr
(M(r),N(r)) denotes the dg vector space of Σr-equivariant linear maps f : M(r) → N(r) inside

Homdg(M(r),N(r)). In the context of Ξ-collections in cochain dg vector spaces, where we again set Ξ = Σ,Λ, we

consider the same hom-object by using that the category of the cochain dg vector spaces dg∗Vect is identified with

the subcategory of the category of dg vector spaces concentrated in negative degrees. Note that this hom-object

HomdgΞ(M,N) may still have components in all degrees, even if this is not the case of the collectionsM and N .

In the sequel, we also use the notation HomgrΣ(M,N) to denote the graded vector space, underlying

HomdgΣ(M,N), which we define by forgetting about the differential in our construction, whereas we use the nota-

tion MordgΣSeq(M,N) to denote the actual morphism sets of the category dgΣSeq. We adopt similar conventions in the

context of Λ-collections. Let us observe that we can identify the set of morphisms MordgΣSeq(M,N) associated to any

pair of Σ-collections in dg vector spacesM andN with the vector space formed by the cycles of degree zero in the dg

vector space HomdgΣ(M,N), and similarly in the context of Λ-collections.
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0.7. The main examples of operads considered in the paper and the Koszul duality. We already mentioned that

we use the notation Com for the operad of commutative algebras (the commutative operad). We use the notation

Assoc for the associative operad and the notation Lie for the Lie operad. We consider, besides, the n-Poisson operad

Poisn, which is generated by a commutative product operation · ∧ · ∈ Poisn(2) of degree 0, and a Lie bracket operation

[−,−] ∈ Poisn(2) of degree n − 1 which is anti-symmetric for n odd, symmetric for n even, and which satisfies an

obvious graded generalization of the usual Poisson distribution relation with respect to the product.

We also use the notation Lien for the graded variant of the Lie operad where the Lie bracket operation [−,−] has

degree n − 1 so that we have the relation Lien ⊂ Poisn when n ≥ 2. We obviously have Lie = Lie1, and we still get

an operad embedding Lie1 = Lie →֒ Assoc in this case. (We consider the standard map which carries the Lie bracket

[−,−] ∈ Lie(2) to the symmetrization of the generating product operation of the associative operad Assoc.) We have in

general Lien = Lie{1−n}, where we use the notationO{ℓ} for the ℓth operadic suspension of any cooperadO (see [23]).

Briefly recall that this operad O{ℓ} is defined by the identity O{ℓ}(r) = O(r)[(1 − r)ℓ], for each arity r ∈ N, with the

convention that the action of Σr on O{ℓ}(r) is twisted by the signature when ℓ is odd.

We use the bar duality of operads and the Koszul duality in our computation of operadic mapping spaces. We

adopt the notation B(O) for the bar construction of an operad O equipped with an augmentation over the initial operad

I. We dually use the notation Ω(C) for the cobar construction of a cooperad C equipped with a coaugmentation

over the final cooperad I. We denote the Koszul dual cooperad of a quadratic operad O by O∨ and we use the same

notation for the Koszul dual operad of a quadratic cooperad. We have Assoc∨ = Assocc{−1} and Pois∨n = Poisc
n{−n},

for n ≥ 2, where Assocc (respectively, Poisc
n) denotes the dual cooperad in graded vector spaces of the associative

(respectively, of the n-Poisson) operad. We deduce from the Koszul duality that the operads hoAss = Ω(Assocc{−1})

and hoPoisn = Ω(Poisc
n{−n}) form resolutions of the associative operad Assoc and of the n-Poisson operad Poisn

respectively. We similarly have Lie∨ = Comc{−1}, where Comc denotes the dual cooperad in graded vector spaces of

the commutative operad, and Lie∨n = Comc{−n}, for n ≥ 1, so that hoLien = Ω(Comc{−n}) defines a resolution of the

operad Lien by the Koszul duality.

In what follows, we use the notation en for the homology of the little discs operad Dn with coefficients in our ground

field K. We have:

(16) en = H∗(Dn,K) =


Assoc, for n = 1,

Poisn, for n ≥ 2.

The dual cooperad ec
n of this operad en also represents the cohomology cooperad of the operad of little discs since we

trivially have ec
n(r) = en(r)∗ = H∗(Dn(r),K) for each arity r ∈ N. We deduce from the relations Assoc∨ = Assocc{−1}

and Pois∨n = Poisc
n{−n} that we have the identity e∨n = ec

n{−n}, for every n ≥ 1. We dually have (ec
n)∨ = en{n}, when

we consider the Koszul dual operad of the cooperad ec
n.

Part 1. The L∞-structure of biderivation complexes

Recall that we denote by dg Hopf cooperad the structure of a cooperad in the category of commutative dg algebras.

The goal of this part is to prove that the sets of morphisms associated to certain dg Hopf cooperads of a particular shape

are identified with the sets of solutions of the Maurer–Cartan equation in an L∞ algebra of biderivations associated to

our dg Hopf cooperads. To be more precise, we address an analogue of this question for dg Hopf Λ-cooperads, since

we deal with Hopf cooperads endowed with a Λ-structure throughout this work.

In a preliminary section, we revisit a definition of L∞ structures on dg vector spaces from a geometric viewpoint.

In a second step, we explain the definition of an L∞ structure on dg vector spaces of coderivations associated to dg

cooperads. We explain the definition of an extension of this L∞ structure to dg vector spaces of biderivations associated

to dg Hopf Λ-cooperads afterwards, and then we tackle the correspondence with morphisms between dg Hopf Λ-

cooperads. This dg vector space of biderivations represents, up to extra term, the deformation complex associated to

our objects.

1. Preliminaries: the geometric definition of L∞ structures and of L∞ maps

The goal of this part, as we just explained, is to define L∞ structures on the dg vector spaces of coderivations as-

sociated to dg Λ-cooperads and on the dg vector spaces of biderivations associated to dg Hopf Λ-cooperads. For our

purpose, we also examine the definition of L∞ morphisms connecting such L∞ algebras. We address these construc-

tions in the next sections.

17



The complexity of the structure of a dg Hopf Λ-cooperad makes a direct definition of such L∞ structures hard to

handle. Therefore, we explain a geometrical approach which eases the definition of these L∞ structures in this section

before tackling the applications to dg Hopf Λ-cooperads.

1.1. A way of defining L∞ structures. Recall that an L∞ structure on a graded vector space L is defined by giving

a differential (a square zero coderivation of degree −1) D : S +(W) → S +(W) on the cofree cocommutative coalgebra

without counit S +(W) cogenerated by the shifted graded vector space W = L[1]. Equivalently, we can define an

L∞ structure on the graded vector space L such that W = L[1] as a differential D on the cofree counital cocommutative

coalgebra S (W) whose composite with the coaugmentation K→ S (W) vanishes. We say that D forms a coaugmented

differential on S (W) when this condition holds. (Note that the composite of D with the counit S (W)→ K tautologically

vanishes too by the coderivation property of differentials.) The following elementary proposition will provide us with

a way of defining such a structure.

Proposition 1.1. Suppose that (V, d) is dg vector space and W is a graded vector space. Suppose we have morphisms

of graded vector spaces F : S (W) → V, λ : V → W, with dF(1) = 0, and let D : S (W) → S (W) be the unique

coaugmented coderivation on S (W) such that π ◦ D = λ ◦ d ◦ F, where π : S (W) → W is the canonical projection.

Suppose that the following diagrams commute:

• (Projection condition)

S (W)

V W

F
π

λ
,

• (Tangentiality condition)

S (W) S (W)

V V

F

D

F

d
.

Then we have D2 = 0 and hence the map D defines an L∞ algebra structure on the graded vector space L such that

W = L[1].

Proof. The map D2 = 1
2
[D,D] is a coderivation. Hence, it suffices to check that we have the relation πD2 = 0 in order

get our conclusion, and this result follows from the sequence of identities

πD2 = λFD2 = λdFD = λd2F = 0,

where we just use the projection and tangentiality conditions of the proposition. �

Remark 1.2. We want to remark on the geometric meaning underlying the above proposition. (The content of this

remark is somewhat vague, and will not be used in any mathematical arguments below.) We may think of the graded

vector spaces W and V as graded varieties and the map F as a non-linear map between these graded varieties. More

concretely, for a nilpotent graded ring R, the R-points of W are the degree 0 elements of R ⊗W, and the image of such

a point w is F(exp(w)). The projection condition implies that the map F is an embedding of graded varieties. The

differential d on V should be thought of as a linear homological vector field on V . The tangentiality condition states

that this vector field is tangent to the image of W, and hence can be pulled back to a homological vector field on W,

which is given by D.

The special element F(1) = F(exp(0)) may be called the basepoint. It must necessarily be d-closed and killed

by λ. The choice of a basepoint does not affect the definition of the L∞ structure, and in fact the basepoint may be

removed by using S +(W) instead of S (W) in the above Proposition, and also in Proposition 1.3 below. However, for

later notational convenience we keep it here.
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1.2. A way of defining L∞ morphisms. Recall that an L∞ morphism between L∞ algebras with L (respectively, L′)

as underlying graded vector space and D (respectively, D′) as associated differential is defined by a morphism of dg

coalgebras φ : (S +(W),D) → (S +(W′),D′), where we set W = L[1] (respectively, W′ = L′[1]) and we consider the

commutative dg coalgebra (S +(W),D) (respectively, (S +(W′),D′)) determined by our L∞ structure on L (respectively,

L′). Equivalently, we can define an L∞ morphism by giving a morphism of dg coalgebras φ : (S (W),D)→ (S (W′),D′)
that intertwines the counit and the coaugmentation on S (W) and S (W′). The following proposition will provide us

with a way of defining such morphisms.

Proposition 1.3. Suppose that (V, d) is a differential graded vector space and let W,W′ be graded vector spaces.

Suppose that F : S (W) → V (respectively, F′ : S (W′) → V) and λ : V → W (respectively, λ′ : V → W′) are linear

maps such that the conditions of Proposition 1.1 hold and let D : S (W) → S (W) (respectively, D′ : S (W′) → S (W′))

denote the differential returned by the result of this proposition. Suppose further that we have a map of coaugmented

counital cocommutative coalgebras G : S (W)→ S (W′) such that the following diagram commutes:

S (W) W

V

S (W′) W′

π

F

G

λ

λ′

π′

F′

.

Then we have D′G = GD and, hence, the map G defines an L∞ morphism G : (S (W),D) → (S (W′),D′) between the

L∞ algebras L and L′ defined such that W = L[1] and W′ = L′[1].

Proof. The maps D′G and GD are both coderivations. Hence, it suffices to check that we have the relation π′D′G =
π′GD in order get our conclusion, and this result follows from the sequence of identities

π′D′G = λ′F′D′G = λ′dF′G = λ′dF = λ′FD = λ′F′GD = π′GD,

where we use the assumption of our proposition together with the projection and tangentiality conditions of Proposition

1.1. �

1.3. Remark: Suppose that V and W are graded vector spaces and let F : S (W) → V be a map of graded vector

spaces. Then, for any augmented graded commutative algebra R whose augmentation ideal R ⊂ R only contains

nilpotent elements (in what follows, we just say that R is a nilpotent graded ring for short), the map F determines a

nonlinear map

(17) ΦF,R : (W ⊗ R)0 → V ⊗ R

w 7→ F(exp(w))

,

where (W ⊗ R)0 ⊂ W ⊗ R is the space of degree 0 elements in W ⊗ R, and we set

exp(w) =
∑

n≥0

1

n!
wn.

This construction is functorial in R.

Let us observe that the knowledge of the above map (17) for any nilpotent graded ring R uniquely determines F.

Indeed, suppose we want to recover F on S n(W) from φF,R, where S n(W) denotes the component of weight n of the

cofree cocommutative coalgebra S (W). Let w1, . . . ,wn ∈ W be homogeneous elements of degrees d1, . . . , dn. We set

w = ǫ1w1 + · · · + ǫnwn,

where ǫ1, . . . , ǫn denote formal variables of degrees −d1, . . . ,−dn, and we take the nilpotent graded ring such that

R = K[ǫ1, . . . , ǫn]/(ǫ2
1
, . . . , ǫ2

n ). We readily see that the coefficient of the monomial ǫ1 · · · ǫn in the image of this element

under our map

ΦF,R(w) =
∑

n≥0

1

n!
F(wn)
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is given by:
1

n!

∑

σ∈Σn

±F(wσ(1) · · ·wσ(n)) = (−1)
∑

i< j did j F(w1 · · ·wn).

The conclusion follows. Note that we can restrict ourselves to the case where the nilpotent graded ring R

is finite dimensional over the ground field to get this correspondence, since this is the case of the ring R =

K[ǫ1, . . . , ǫn]/(ǫ2
1
, . . . , ǫ2

n ) which we use in the above construction.

In what follows, we often provide a description of the map ΦF,R in order to define our maps F on the cofree cocom-

mutative coalgebra, with the implicit understanding that we use the polarization process explained in this paragraph

to recover F from ΦF,R. We mainly use this correspondence to avoid tedious sign calculations. Indeed, the signs

occurring in ΦF,R are generally simpler than those in F itself since the elements which we consider in the definition of

this map ΦF,R have degree zero by construction.

1.4. Remark: A way of verifying the tangentiality condition. In practice, the hardest part in the verification of

the conditions of Proposition 1.1 is the tangentiality condition dF = FD. We record a small trick which we may

use to simplify this verification. We first see, by using the polarization argument of the previous subsection, that the

verification of our tangential condition is equivalent to the verification of the identity:

dF(exp(w)) = FD(exp(w)),

for any w ∈ (W ⊗ R)0, and for any nilpotent graded ring R. We now have the following observation:

Lemma 1.4. If dF(exp(w)) and FD(exp(w)) both lie in a subspace of V that is isomorphic to W under the map

λ : V → W, then the tangentiality condition dF(exp(w)) = FD(exp(w)) holds.

Proof. By the assumption of the lemma, we just have to check that we have the relation λdF(exp(w)) = λFD(exp(w))

in W. Recall that we have the identity λdF = πD by definition of our differential D. Now, this relation, together with

the projection condition of Proposition 1.1, implies that we have the identities

λdF(exp(w)) = πD(exp(w)) = λFD(exp(w))

and hence we are done. �

Remark 1.5. Note that, in general, we have the identity

D exp(w) =
d

dǫ
exp(w + ǫη)

where ǫ is a formal variable of degree 1 such that ǫ2 = 0, and we set

η = πD(exp(w)).

This observation will be useful when we have to check the condition of Lemma 1.4.

2. Coderivations and the deformation complex of dg cooperads

We study the complexes (the dg vector spaces) of coderivations associated to dg cooperads in this section. We

also consider deformation complexes which correspond to the dg vector spaces of coderivations with values in certain

coresolutions of our cooperads. We consider dg cooperads satisfying C(0) = 0. We always assume that our cooperads

are conilpotent in the sense explained in the preliminary part of this article (but we do not assume that the component

of arity one of our cooperad is reduced to the ground field in general). We also deal with dg cooperads equipped with

a Λ-structure.

We recall the definition of the dg vector spaces of coderivations associated to a cooperad in the first subsection of this

section. We then study the dg vector spaces of coderivations with values in the bar construction of an operad. We first

check that the dg vector space of coderivations associated to the usual bar construction of an operad inherits a dg Lie

algebra structure. We explain this construction in the second subsection of this section. We study an extension of this

construction in the context ofΛ-cooperads afterwards. We explain the definition ofΛ-structures on the bar construction

in the third subsection of the section and we prove in the fourth subsection that the dg space of coderivations associated

to this bar construction in the category of Λ-cooperads inherits the structure of a dg Lie algebra as well.

The deformation complexes of cooperads, which we consider at the beginning of this introduction, actually consist

of the dg vector spaces of coderivations with values in certain coresolution of cooperads given by the bar construction
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associated to an operad. We study an extension of these deformation complexes to the case where we take a bicomodule

as coefficients in the fifth subsection of this section.

2.1. Coderivations of cooperads. Let B and C be dg cooperads and let φ : B → C be a morphism of dg cooperads.

For our purpose, we assume thatB andC are both coaugmented over the unit cooperad, conilpotent, and that φ : B → C

preserves this coaugmentation. Let B◦ (respectively, C◦) be the graded cooperad underlyingB (respectively, C) which

we obtain by forgetting about the differential of our object. For a formal variable ǫ = ǫ−k of degree −k, we consider

the algebra of dual numbers Kǫ := K[ǫ]/(ǫ2). We then define a degree k coderivation of the cooperad morphism φ as a

map of graded Σ-collections θ : B◦ → C◦ of degree k such that the map

φ + ǫθ : B◦ ⊗ Kǫ → C
◦ ⊗ Kǫ

defines a morphism of graded cooperads over Kǫ . We also assume that this morphism preserves the coaugmentation

which we attach to our objects. We equivalently have the vanishing relation θ(1) = 0 when we consider the unit

element 1 = η(1) ∈ B(1) which we associated to the coaugmentation morphism η : K → B(1) of the cooperad B.

We equip this graded vector space of coderivations with the differential defined by the usual commutator formula

dθ = dC ◦ θ − (−1)kθ ◦ dB, where we consider the internal differential of our dg cooperads. We adopt the notation

CoDerdgΣ(B
φ
−→ C)

for this dg vector space of coderivations associated to a morphism of conilpotent dg cooperads φ : B → C.

If the cooperads B and C are equipped with a coaugmentation over Comc and carry a Λ-structure so that the map

φ : B → C defines a morphism of Λ-cooperads, then we also consider the dg vector space

CoDerdgΛ(B
φ
−→ C) ⊂ CoDerdgΣ(B

φ
−→ C)

formed by the coderivations that intertwine the action of the category Λ and vanish over the coaugmentation η :

Comc → B. Note that the map φ + ǫθ : B◦ ⊗ Kǫ → C
◦ ⊗ Kǫ defines a morphism of graded Λ-cooperads over Kǫ . when

θ is a coderivation of Λ-cooperads.

In what follows, we also consider an extended version of this dg vector space of coderivations which we associate

to a certain extension C+ of the cooperad C.

For the sake of clarity, we explain the dual construction of an extension P+ of an object of the category of dg

operads P first. In short, this operad P+ is defined by freely adjoining a unary operation D of degree 1 to our operad

P, and by providing this operad P+ with the differential such that

dP+(D) := −D2

and dP+ (p) := dP(p) + D ◦ p − (−1)|p|
r∑

i=1

p ◦i D,

for any p ∈ P(r). Formally, this operad P+ is defined by taking the coproduct of the object P with the free graded

operad F (D) generated by the unary operation D in the category of operads, and by providing this graded operad with

the differential determined by the above formulas on the summand P and on the extra generating element D ∈ F (D)

of our object. We refer to [20, Section A.5] for an explicit description, in terms of semi-alternate two-colored trees,

of a coproduct of this form P ∨ F (D) in the category of operads. Recall simply that these semi-alternate two-colored

trees represent formal composites of elements of the operad P with the operation D inside the coproduct P ∨ F (D).

The differential dP+(p) of an element p ∈ P(r) in P ∨ F (D) has the following description

dP+(p) =
dP(p)

− ±
p

D

+
D

p

when we use this tree-wise representation of our coproduct of cooperads.

If P is equipped with the structure of a Λ-operad, then so is the extended operad P+. Indeed, we can provide the

free operad F (D) with a trivial Λ-structure, which we determine by the relation ǫ(D) = 0 when we take the image

of the generating operation D under the augmentation ǫ : F (D) → Com. Then we merely use that the coproduct

P∨F (D) of the objects P and F (D) in the category of ordinary operads also represents the coproduct of these objects
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P and F (D) in the category of Λ-operads (see [20, Remark A.5.11]) and hence inherits a natural Λ-operad structure

to get our result.

If (V, d) is a dg vector space equipped with an action of the operadP+, then we readily see that the object (V, d+D),

defined by adding the action of the operation D on V to the internal differential d, forms a dg vector space and that

this dg vector space inherits an action of the operad P. Thus, we can identify an algebra over the operad P+ with the

structure formed by an algebra over the operad P together with a deformation of the differential.

We proceed as follows to dualize the above construction in the context where we have a dg cooperad C. We

first consider the cofree (conilpotent) graded cooperad F c(D) cogenerated by the operation D in arity one. We can

also identify this cooperad given by the cofree (conilpotent) coalgebra cogenerated by D in arity one and which

vanishes otherwise. We explicitly have F c(D)(1) = T+(D) and F c(D)(r) = 0 for r > 1, where we use the notation

T+(D) =
⊕

n≥1
KD⊗n for the graded tensor coalgebra without counit cogenerated by D. We then define the cooperad

C+ by taking the cartesian productC×F c(D) of the objects C and F c(D) in the category of cooperads and by providing

this graded cooperad with the differential dC+ : C × F c(D)→ C × F c(D) whose projection onto KD is induced by the

map T+(D)→ KD such that

D⊗m 7→


−D, if m = 2,

0, otherwise,

and whose projection onto C is given by the following mapping

c
7→ dC(c),

c

D

7→ − ± c,
D

c

7→ c,

for any c ∈ C(r), r > 0, where we use a tree-wise description of the product C × F c(D) which is the analogue, for

cooperads, of the tree-wise description of coproducts which we consider in the context of operads (we also refer to

[20, Paragraph C.1.16] for this construction of products in the category of cooperads). To be more explicit, we use that

the trees in our picture correspond to certain summands of the expansion of the productC×F c(D) in the base category

of dg vector spaces. Then we just assume that the composite of the differential dC+ : C × F c(D) → C × F c(D) with

the canonical projection C × F c(D)→ C is given by the maps depicted in our figure on these summands and vanishes

otherwise. Let us note that we use the coderivation relation to determine the value of the differential dC+ on the whole

cartesian product C × F c(D) from the above assignments.

If C is equipped with the structure of a Λ-cooperad, then so is C+ with the coaugmentation η : Com→ C+ and the

action of the category Λ determined by the coaugmentation η : Com → C and the Λ-structure of our coaugmented

Λ-cooperad C.

To any morphism of cooperads (respectively, of coaugmented Λ-cooperads) φ : B → C, we associate the extended

morphism φ+ : B → C+ given by φ on the factor C of the cartesian product C × F c(D) and by the null map on the

cofree cooperad F c(D). Then we define our extended coderivation complexes by:

ĈoDerdgΣ(B
φ
→ C) = CoDerdgΣ(B

φ+

→ C+) and ĈoDerdgΛ(B
φ
→ C) = CoDerdgΛ(B

φ+

→ C+).

2.2. The dg Lie algebra structure of the coderivation complexes of dg cooperads. We now assume that the dg

cooperad C in the construction of the previous subsection is given by the bar construction of an augmented dg operad

P:

C = B(P).

Recall that the bar construction of an augmented operadP is a dg cooperad B(P) which is cofree when we forget about

differentials. We explicitly have B(P)◦ = F c(P◦[1]), whereP denotes the augmentation ideal of our operad, and where

we again use the notation F c(−) for the conilpotent cofree cooperad functor on the category of symmetric collections

such that M(0) = 0. Recall also that the differential of the bar construction is the coderivation d : F c(P◦[1]) →

F c(P◦[1]) given, on the cogenerating collection P◦[1] of this cofree cooperad F c(P◦[1]), by the internal differential

of our operad dP : P → P and the restriction of the partial composition products ◦i : P(k)⊗P(l)→ P(k + l− 1) to the

augmentation ideal P ⊂ P, after observing that the domains of these operations correspond to summands of weight

two in the cofree cooperad.

We have the following well-known statement:
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Proposition 2.1. If we assume C = B(P) as above, then the morphisms of conilpotent coaugmented graded cooperads

φ : B◦ → C◦ are in bijection with the morphisms of graded Σ-collections

αφ : B◦ → P◦[1]

or, equivalently, with elements of degree −1 in the graded hom-object of Σ-collections

L = HomgrΣ(B,P)

such as defined in Section 0.6. This map αφ, which we associate to a morphism of conilpotent graded cooperads

φ : B◦ → C◦, is explicitly defined by taking by the projection of our morphism φ : B◦ → C◦ onto the cogenerating

collection of the cofree cooperad B(P)◦ = F c(P◦[1]) on the target and its restriction to the coaugmentation coideal of

the cooperad B on the source.

The hom-object L = HomgrΣ(B,P) moreover inherits a dg Lie algebra structure such that the above correspondence

restricts to a bijection between the set of dg cooperad morphisms φ : B → C and the set of Maurer-Cartan elements

in L.

Besides, we have an isomorphism

CoDerdgΣ(B
φ
→ C)[−1] � Lαφ ,

where we consider the (degree shift of the) coderivation complex associated to our morphism of dg cooperads φ : B →

C on the left-hand side and the twisted dg Lie algebra associated to the Maurer-Cartan element αφ corresponding to φ
on the right-hand side. This shifted coderivation complex accordingly inherits a dg Lie algebra structure by transport

of structure from the twisted dg Lie algebra Lαφ .

This proposition can be found in [41] for instance. Nevertheless, we prefer to revisit the proof of this statement. The

arguments which we give in our proof will later on serve as a blueprint for analogous results about Hopf cooperads.

Proof. The first statement of the Proposition is an immediate consequence of the cofree structure of the bar construc-

tion in the category of graded cooperads. The same argument implies that the space of coderivations CoDerdgΣ(B
φ
→ C)

is isomorphic to the hom-object HomgrΣ(B,P[1]) as a graded vector space. We revisit the definition of this bijection

later on in this proof. We focus on the construction of our dg Lie algebra structure on the graded vector space

L = HomgrΣ(B,P) for the moment. We first apply the construction of Proposition 1.1 to produce an L∞ structure on

this object. We will check afterwards that this L∞ structure reduces to an ordinary dg Lie algebra structure.

We keep the notation of Proposition 1.1. We first set

V := HomdgΣ(B,C).

We provide this object with its natural differential, which is defined by the commutator formula

d f = dC ◦ f − (−1)| f | f ◦ dB,

for any homogeneous map f ∈ HomdgΣ(B,C). We then set

W := HomgrΣ(B,P)︸           ︷︷           ︸
=L

[1] = HomgrΣ(B,P[1])

and we consider the map λ : V → W induced by the projection onto the cogenerators C◦ → P◦[1] in the cofree

cooperad C◦ = F c(P◦[1]).

We use the trick of Section 1.3 to define the map F : S (W) → V . We proceed as follows. Let R be a nilpotent

graded ring of finite dimension over K. In the context of the present proposition, we can interpret a degree zero element

w ∈ (W⊗R)0 as an R-linear morphism of graded Σ-collections w : B◦⊗R→ P◦[1]⊗R such that w(B◦⊗R) ⊂ P◦[1]⊗R.

This morphism determines a morphism of conilpotent graded cooperads (defined over R)

w̃ : B◦ ⊗ R→ C◦ ⊗ R,

such that w̃(B◦ ⊗R) ⊂ C
◦
⊗R, and which we can regard as a degree zero element of the dg vector space V ⊗R when we

forget about the counit (and the composition coproducts) of our cooperads. We then set ΦF,R(w) = w̃ and we consider

the map F, such that F(exp(w)) = ΦF,R(w), which we determine from this relation.

We can use the polarization construction of Section 1.3 to retrieve the explicit formula of this map F on the sym-

metric algebra. To be explicit, let w1, . . . ,wn ∈ W and b ∈ B(r). If we use the standard construction of the cofree

cooperad C◦ = F c(P◦[1]) in terms of tree-wise tensor products, then we get that the components of the element
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F(w1 · · ·wn)(b) ∈ C(r) can be obtained by applying the symmetrized sum
∑
σ∈Σn
±wσ(1) ⊗ · · · ⊗ wσ(n) ∈ W⊗n to the

treewise coproducts ∆T (b) ∈
⊗

v∈VT
B(star(v)), for all trees T such that n = |VT |. In particular, the linear component

of F is just the inclusion W ⊂ V . We readily deduce from this observation that our map F fulfills the projection

condition of Proposition 1.1.

We use the trick of Lemma 1.4 to check the tangentiality condition of this proposition. Recall that F(exp(w)) = w̃ is

a morphism of graded cooperads from B◦ ⊗R to C◦ ⊗R by definition of our map F. We take the space of coderivations

associated to this morphism F(exp(w)) : B◦ ⊗ R → C◦ ⊗ R as the subspace of V , isomorphic to W under the map

λ, which we need for the construction of Lemma 1.4. We just use that any such coderivation is uniquely determined

by its projection onto the cogenerators of the cofree cooperad C◦ = F c(P◦[1]) to check the requested isomorphism

condition. We readily see that dF(exp(w)) automatically belongs to this space of coderivations of F(exp(w)) too, and

so does F(D exp(w)) since this map is the derivative of a morphism of graded cooperads by Remark 1.5. Hence, the

requirements of Lemma 1.4 are fully satisfied, and we can therefore apply this lemma to conclude that our map F

satisfies the tangentiality projection condition of Proposition 1.1 in addition to the projection condition.

We can now use the result of Proposition 1.1 to finish the construction of the L∞ structure on W[−1]. We can use the

explicit formula of the map F to get an explicit description of the coderivation D which determines this L∞ structure.

Recall that this coderivation is characterized by the relation πD = λdF, where d is the differential of the dg vector

space V = HomdgΣ(B,C) and π : S (W) → W denotes the obvious projection onto the graded vector space W in the

symmetric algebra S (W) (see Proposition 1.1). To go further, we have to go back to the definition of the differential of

the bar construction C = B(P) in the expression of the differential d f = dC f − ± f dB of the dg vector space V . Recall

simply that the composite of this differential dC with the projection C◦ = F c(P◦[1]) → P◦[1], which determines our

map λ : V → W, reduces to a linear component, which is induced by the internal differential of the operad P, plus a

quadratic component, which we associate to the partial composition products ◦i : P(m)⊗P(n)→ P(m + n − 1). From

this observation, we readily deduce that all components of our L∞ structure on the graded vector space L vanish except

the linear and the quadratic one, so that this L∞ structure actually reduces to a dg Lie algebra structure as stated in the

proposition. We also get, by the way, that the linear part of this L∞ structure is identified with the differential that the

dg hom-object HomdgΣ(B,P) inherits from the collections B and P.

If w ∈ W is a Maurer-Cartan element in this dg Lie algebra, then we have πD exp(w) = 0 (by definition of the notion

of a Maurer-Cartan element), and λdF(exp(w)) = 0 by definition of our coderivation D, where we again consider the

element F(exp(w)) ∈ V ⊗ R associated to w, for some choice of nilpotent graded ring R of finite dimension over K.

We equivalently have dF(exp(w)) = 0 since we observed that the map λ restricts to an isomorphism on the subspace

of coderivations which contains this element dF(exp(w) inside V . This relation dF(exp(w)) = 0 is equivalent to the

assumption that w̃ = F(exp(w)) ∈ W ⊗ R correspond to a differential preserving morphism w̃ : B ⊗ R → C ⊗ R when

we use the identity W ⊗ R = HomgrΣ(B ⊗ R,C ⊗ R). Note that, if we identify w ∈ W with a morphism of graded

collections f : B◦ → P◦[1], then w̃ = F(exp(w)) is identified with the (restriction to coaugmentation coideals of the)

obvious scalar extension of the morphism of conilpotent graded cooperads φ : B◦ → C◦ associated to f by definition

of our map F. Hence, the assumption that w̃ : B ⊗ R → C ⊗ R preserves differentials is equivalent to the assumption

that this map defines a morphism of conilpotent dg cooperads φ : B → C.

Recall that a coderivation θ ∈ CoDerdgΣ(B
φ
→ C) of a morphism of graded cooperads φ is equivalent to a morphism

of the form φ + ǫθ : B ⊗ Kǫ → C ⊗ Kǫ , where we consider the graded ring Kǫ = K[ǫ]/(ǫ2) (see Section 2.1). The

map of graded Σ-collections which we associate to such a morphism satisfies αφ+ǫθ − αφ = ǫ f , where f : B → P[1]

is a map, associated to our coderivation θ, and which we can also explicitly obtain by taking the composite of θ with

the projection onto the cogenerating collection of the cofree cooperad C◦ = F c(P◦[1]). The bijectivity of our general

correspondence between the morphisms of graded cooperads with values in the bar construction C = B(P) and the

morphisms of graded Σ-collections with values in P now implies that this mapping gives an isomorphism of graded

vector spaces:

CoDerdgΣ(B
φ
→ C) � HomgrΣ(B,P[1]).

To complete our verifications, we readily check from the definition of our dg Lie algebra structure on L = HomgrΣ(B,P)

that the differential of θ in our dg vector space of coderivations corresponds to the differential of the element ǫ f =

αφ+ǫθ − αφ in the twisted dg Lie algebra Lαφ ⊗ Kǫ . The isomorphism of the proposition between our dg vector space of

coderivation and the underlying dg vector space twisted dg Lie algebra follows. �
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Remark 2.2. Note that, for C as in the above proposition, we have an identity:

C+ = B(P1),

where P1 is the augmented operad obtained by freely adjoining a (second) unit to P.

If we replace C by C+ in the proposition, then we obtain that the graded vector space

ĈoDerdgΣ(B
φ
→ C)[−1] = HomgrΣ(B,P)α f

also carries a dg Lie algebra structure.

2.3. Bar and cobar constructions for Λ-cooperads. The purpose of this subsection is to explain the definition of

Λ-structures on the bar construction B(P) from structures that we associate to the augmented dg operad P. To be

explicit, we use the following notion:

Definition 2.3. We assume that:

• the augmentation ideal of our operad P is equipped with a covariant Λ-diagram structure, which we can

determine by giving generating corestriction operators ηS : P(S ) → P(S ⊔ {∗}), for every finite set S , as we

explained in the case of cooperads in Section 0.5;

• and we have a map ofΛ-collections u ∈ HomgrΛ(Comc,P), of degree−1, where we regard the coaugmentation

coideal of the commutative cooperad Comc as a constant object in the category of Λ-collections.

We also assume that the following properties hold:

• The operators ηS are derivations with respect to the composition operations of our operad in the sense that

we have a commutative diagram:

P(S ⊔ {⋄}) ⊗ P(T ) P(S ⊔ {⋄, ∗}) ⊗ P(T ) ⊕ P(S ⊔ {⋄}) ⊗ P(T ⊔ {∗})

P(S ⊔ T ) P(S ⊔ T ⊔ {∗}),

◦⋄

ηS⊔{⋄}⊗id±id⊗ηT

◦⋄

ηS⊔T

for each pair of finite sets S , T.

• The operators ηS satisfy the following relation:

dP ◦ ηS − ηS ◦ dP = adb,

where b ∈ P(2) is the image of the generator of Comc(2) under our map u : Comc → P[1], and adb : P(S )→

P(S ⊔ {∗} is given by the following composition operations

adbx = x

b

∗ −
∑

x

b

∗

in the augmentation ideal of our operad P.

• The map u : Comc → P satisfies the Maurer-Cartan equation in the dg Lie algebra L = HomdgΣ(Comc,P)

of Proposition 2.1 when we forget about the Λ-diagram structures attached to our objects. Hence, this map is

associated to a morphism of dg cooperads φu : Comc → B(P) in the correspondence of Proposition 2.1.

We then say that P forms a BΛ operad.

We have the following statement:

Proposition 2.4. The bar construction B(P) of a BΛ operad P inherits the structure of a dg Λ-cooperad such that

B(P)◦ = F c(P◦[1]) is identified with the cofree object cogenerated by the coaugmented Λ-collection P[1] in the

category of graded Λ-cooperads when we forget about differentials.

Explanations and proof. In this proposition, we use the general observation that the cofree cooperad F c(M) inherits

the structure of a Λ-cooperad when M is a covariant Λ-collection equipped with a coaugmentation over Comc. To

be more precise, one can observe that the usual cofree cooperad functor with values in the category of ordinary

cooperads lifts to a cofree object functor from this category of coaugmented covariantΛ-collections to the category of
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Λ-cooperads. We refer to [20, Proposition C.2.18] for the proof of an analogous result in the context of the cobar-bar

resolution of operads satisfying P(1) = K.

We just give an explicit description of the corestriction operators ηS which we associate to the Λ-structure of the

bar construction, in the caseM = P[1]. We then use the expansion of the cofree cooperad F c(P[1]) as a direct sum

of treewise tensor products F c
T

(P[1]) =
⊗

v∈VT
P(star(v))[1], where we again use the notation star(v) for the set of

ingoing edges which we attach to any vertex v ∈ VT in a rooted tree T (see Section 0.2). Recall that the expansion of

a component of the cofree cooperad F c(P[1])(S ), where S is any finite set, ranges over the set of rooted trees T with

leafs indexed by S , and that we also adopt the notation TS for this set of trees.

Let x ∈ B(P)(S ). We use the notation xT for the component of this element x in the treewise tensor product

F c
T

(P[1]), for any tree T ∈ TS . Let T ∈ TS⊔{∗}. We aim to define the component ηS (X)T ∈ F
c

T
(P[1]) of the image of

our element x ∈ F c(P[1])(S ) under the corestriction operator ηS on the cofree cooperad F c
T

(P[1]). We assume that v

is the vertex of T connected to the leaf indexed by the mark ∗. We consider the tree T ′ which we obtain removing this

leaf indexed by ∗ in the tree T as in the expression of the compatibility relation between the treewise coproducts and

the corestriction operators of a cooperad in Section 0.5. If v has exactly 2 ingoing edges in T , then we also consider

the tree T ′′ which we obtain by deleting both the vertex v and the ingoing edge indexed by ∗, and by merging the

remaining ingoing edge with the outgoing edge of v. Let star′(v) be the set of outgoing edges of v in T ′. We also fix

an ordering of the vertices of T with the vertex v in the first position. We then set:

(18) ηS (x)T = (ηstar′(v) ⊗ id ⊗ · · · ⊗ id)(xT ′) +


b ⊗ xT ′′ , if v has two ingoing edges in T ,

0, otherwise,

where b ∈ P(2) denotes the image of the generator of Comc(2) under our map u : Comc → P[1] (as in Definition 2.3).

The following picture gives an example of application of this construction:

η
α

β
=

η(α)

β∗
+

α

η(β)

∗

+
α

βb

∗

+ (4 similar terms).

We use the adjunction properties of the cofree cooperad F c(P◦[1]) to get a coaugmentation morphism η = φu :

Comc → F c(P◦[1]) from the map u : Comc → P◦[1] given with our BΛ operad P. (In fact, we already implicitly

used this construction in Definition 2.3 when we form the coaugmentation with values in the bar construction B(P)

associated to our map u : Comc → P◦[1].)

We easily check that the above corestriction operators and this coaugmentation morphism define a validΛ-cooperad

structure on the cofree cooperad B(P)◦ = F c(P◦[1]). We easily deduce from the constraints of Definition 2.3 that the

corestriction operators preserve the differential of the bar construction too, whereas we already observed that the

morphism η = φu which we associate to our map u : Comc → P◦[1] defines a morphism of dg cooperads with

values in the bar construction η = φu : Comc → B(P) as soon as we assume that this map satisfies the Maurer-Cartan

equation in the dg Lie algebra L = HomdgΣ(Comc,P) of Proposition 2.1. Hence, our construction provides the cobar

construction B(P) with a Λ-cooperad structure which is compatible with the differential structure of our object. �

We record a consequence of the cofree Λ-cooperad structure of this proposition in the following statement:

Proposition 2.5. We equip the bar construction B(P) associated to a BΛ operad P with the Λ-cooperad structure of

Proposition 2.4. We assume that B is a dg Λ-cooperad and we consider the morphism of dg cooperads φ : B → B(P),

which we associate to a Maurer-Cartan element αφ of the dg Lie algebra L = HomdgΣ(B,P) in the correspondence

of Proposition 2.1. Then this morphism φ preserves the Λ-cooperad structures associated to our objects and hence

defines a morphism φ : B → B(P) in the category of dg Λ-cooperads if and only if the corresponding map of Σ-

collections αφ : B → P[1]

• preserves the covariant Λ-diagram structure associated to these collections (thus, this map belongs to the

graded vector space HomgrΛ(B,P) inside HomgrΣ(B,P)),
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• and makes the following diagram commute

Comc Comc

B P[1]

=

u

αφ

where we consider the morphism η : Comc → B induced by the coaugmentation of our dg Λ-cooperad B.

Proof. We mentioned in the proof of Proposition 2.4 that the cofree cooperad functor lifts to a cofree object functor

from the category of coaugmented covariant Λ-collections to the category of Λ-cooperads. We just use this general

observation in order to establish that our morphism of dg cooperads φ : B → B(P) defines a morphism ofΛ-cooperads

as soon as this morphism is induced by a map of coaugmented covariant Λ-collections αφ : B → Pc[1] in the

correspondence of Proposition 2.1. �

We review examples of applications of the constructions of these propositions in the next paragraphs.

Example 2.6. First, we can see that the cobar constructionΩ(C) of a conilpotent dg Λ-cooperad C is equipped with a

natural BΛ structure.

Indeed, recall that the cobar construction forms a free operad when we forget about differentials. We explicitly have

Ω(C)◦ = F (C◦[−1]), where we consider the degree shift of the coaugmentation coideal of our cooperad C[−1]. We

consider the restriction of the corestriction operators of our cooperad ηS : C(S ) → C(S ⊔ {∗}) to the coaugmentation

coideal C, by using the identity C(S ) = ker(ǫ : C(S ) → I(S )), where I is the unit cooperad, and the relation

C(T ) = C(T ), which is valid as soon as |T | ≥ 2 (see Section 0.5). We apply the derivation relation in our definition

of a BΛ operad to extend these reduced corestriction operators ηS : C(S ) → C(S ⊔ {∗}) to our free operad Ω(C)◦ =

F (C◦[−1]). We use the adjunction between the bar and the cobar construction to get a morphism φu : Comc → B(ΩC),

corresponding to a map of Λ-collections u : Comc → Ω(C) of degree −1, from the coaugmentation η : Comc → C

of our Λ-cooperad C. We can more explicitly define this map u : Comc → Ω(C) as the composite of the map

of Λ-collections Comc → C[−1] yielded by our coaugmentation η : Comc → C with the canonical embedding

of the object C[−1] in the free operad Ω(C)◦ = F (C◦[−1]). We immediately deduce from this construction that

our map u : Comc → Ω(C) intertwines the action of the corestriction operators since we provide the free operad

Ω(C)◦ = F (C◦[−1]) with a Λ-diagram structure which lifts the one that we associate to the collection C[−1].

Recall that the differential of the cobar construction is defined, on the generating collection C◦[−1] of our object

Ω(C)◦ = F (C◦[−1]), by the internal differential of the cooperad C plus the reduced composition coproducts ∆∗ :

C(S )→ C(S ′)⊗C(S ′′), by using that the tensor products C(S ′)⊗C(S ′′), which represent the target of these operations,

are identified with quadratic terms in the expansion of the free operadF (C◦[−1]). The corestriction operators commute

with the internal differential of our cooperad by construction, and our relation dP◦ηS−ηS ◦dP = adb in the definition of a

BΛ structure actually reduces, onC◦[−1] ⊂ Ω(C)◦, to our compatibility relation between the corestriction operators and

the reduced composition coproducts of our Λ-cooperad C (see Section 0.5). This observation finishes the verification

of the validity of our BΛ operad structure on the cobar construction.

We can then use the result of Proposition 2.4 to provide the bar-cobar construction B(Ω(C) with the structure of

a dg Λ-cooperad. We can use the result of Proposition 2.5 to establish further that the quasi-isomorphism of the bar

duality φ : C
∼
→ B(Ω(C)) forms a quasi-isomorphism of dg Λ-cooperads, because the natural map αφ : C → Ω(C)[1],

which we associate to this morphism and which is identified with the canonical embedding of the collection C◦[−1]

in the free operad Ω(C)◦ = F (C◦[−1]) (up to an obvious shift of degrees), preserves the Λ-diagram structure and the

coaugmentation associated to our objects by definition of our BΛ structure on the cobar construction.

Let us mention that this dg Λ-cooperad structure on the bar-cobar construction B(Ω(C)) of a cooperad is dual to the

dg Λ-operad structure of the cobar-bar resolution of a Λ-operad given in [20, Propositions C.2.18].

Example 2.7. Recall that we use the notation ec
n for the dual cooperad of the operad

en =


Assoc, if n = 1,

Poisn, otherwise,
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which represents the homology of the operad of little n-discs operad, en = H(Dn,K). Recall also that this cooperad is

Koszul, with the n-fold operadic suspension of the operad en as Koszul dual operad. We explicitly have (ec
n)∨ = en{n},

for any n ≥ 1.

We can check that the natural BΛ structure of the cobar construction Ω(ec
n) descends to this operad P = en{n}

through the quasi-isomorphism κ : Ω(ec
n)

∼
→ en{n} of the Koszul duality equivalence (ec

n)∨ = en{n}. To be more

explicit, we may check that the corestriction operators of the cobar construction restrict to trivial maps ηS = 0 on our

object (ec
n)∨ = en{n} through this quasi-isomorphism κ : Ω(ec

n)
∼
→ en{n}. Then we just take the obvious prolongment

of the coaugmentation of the cobar construction u : Comc → Ω(ec
n) to get a coaugmentation map u : Comc → en{n}

and to complete the definition of this BΛ structure. In fact, we can see that this coaugmentation map u : Comc → en{n}

which we associate to the operad (ec
n)∨ = en{n} is null in arity r , 2, and is given by the obvious embedding

Lie{1}(2) ⊂ en{n}(2) in arity r = 2, where we use the identity Lie{1}(2) = K = Comc(2) for the 1-fold suspension

of the Lie operad Lie. Thus, the element b ∈ en{n}(2), in our previous definitions, corresponds to the bracket operation

of the Poisson operad en = Poisn in the case n ≥ 2 and to the antisymmetrization of the generating product operation

of the associative operad e1 = Pois1 in the case n = 1 (the antisymmetrization becomes a symmetrization when we

take the operadic suspension).

We can again use the result of Proposition 2.4 to provide the bar construction B(en{n}) associated to this operad

(ec
n)∨ = en{n} with the structure of a dg Λ-cooperad. We moreover get that the cooperadic counterpart of the quasi-

isomorphism κ : ec
n

∼
→ B(en{n}) of the Koszul duality equivalence (ec

n)∨ = en{n} forms a quasi-isomorphism of

dg Λ-cooperads. We can again deduce this claim from the result of Proposition 2.5 or from the observation that

this morphism κ : ec
n

∼
→ B(en{n}) is given by an obvious prolongment of the quasi-isomorphism of the bar duality

φ : ec
n

∼
→ B(Ω(ec

n)) to the bar Koszul construction B((ec
n)∨) = B(en{n}) through the already considered operadic

version of the Koszul duality quasi-isomorphism κ : Ω(ec
n)
∼
→ en{n}.

Let us mention that this dg Λ-cooperad structure on the bar-Koszul construction B(en{n}) of the cooperad ec
n is dual

to the dg Λ-operad structure considered in [20, Paragraph III.4.1.6] for the cobar-Koszul construction of the operad

en = Poisn in the case n ≥ 2 (see also [20, Proposition C.3.5] for a generalization of this construction to all Koszul

operads).

Example 2.8. If P is equipped with a BΛ structure, then so is the augmented dg operadP1, which we obtain by freely

adjoining an operadic unit to P. In short, we just extend the corestriction operators on P by zero on the extra unit

of P1 to provide P1 with a covariant Λ-diagram structure and we take the obvious composite Comc → P → P1 to

prolong the coaugmentation u : Comc → P associated to our operad P to this object P1.

The morphism P → P1 trivially induces a morphism of dg Λ-cooperads B(P) → B(P1) when we apply the result

of Proposition 2.5 to this BΛ operad structure on P1.

2.4. The dg Lie algebra structure of the coderivation complexes of dg Λ-cooperads. We now examine an exten-

sion of the results of Proposition 2.1 in the context of dg Λ-cooperads. In our applications, we actually deal with

source objects B and target objects C of particular shapes in the category of dg Λ-cooperads. To be explicit, we use

the following definitions.

Definition 2.9. We first say that the dg Λ-cooperad B is a good source Λ-cooperad when the following properties

hold.

• The coaugmentation η : Comc → B admits a retraction in the category of dg Λ-cooperads ǫ : B → Comc.

Thus, we have the relation

B = Comc ⊕ IB

in the category of Λ-collections, where we set IB = ker(ǫ : B → Comc). 7 Note also that we trivially have

IB ⊂ B, and that the above decomposition relation admits the following obvious restriction

B = Comc ⊕ IB

when we consider the coaugmentation coideal of our cooperad B ⊂ B.

7In the sequel, the dg coperad B consists of a collection of augmented commutative algebras, and IB(r) represents the augmentation ideal of the

dg algebra B(r), for each r > 0.
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• The Λ-collection IB is freely generated by a Σ-collection NB. To be more explicit, we have the identity

IB = Λ ⊗Σ NB, where we use notation Λ ⊗Σ − for the usual Kan extension functor from the category of

Σ-collections to the category of Λ-collections.8

We secondly say that the dg Λ-cooperad C is a good target Λ-cooperad when we have C = B(P) for an augmented dg

operad P equipped with a BΛ structure.

Note that for dg Λ-cooperadsB and C as in this definition we have a canonical map ∗ : B → C, which is given by

the composite

B → Comc → C,

where we take the augmentation of the good source Λ-cooperad B, followed by the coaugmentation of the cooperad

C.

We can now establish our extension of the result of Proposition 2.1.

Proposition 2.10. If we assume that B is a good source Λ-cooperad and that C = B(P) is a good target Λ-cooperad

in the sense of Definition 2.9, then the morphisms of graded Λ-cooperads φ : B◦ → C◦ are in bijection with the

morphisms of graded Σ-collections

α′φ : NB◦ → P◦[1]

or, equivalently, with elements of degree −1 in the graded hom-object of Σ-collections

L′ = HomgrΣ(NB,P)

such as defined in Section 0.6. This map αφ, which we associate to a morphism of graded Λ-cooperads φ : B◦ → C◦,

is explicitly defined by taking by the projection of our morphism φ : B◦ → C◦ onto the cogenerating collection of the

cofree cooperad B(P)◦ = F c(P◦[1]) on the target and its restriction to the generating collection NB of theΛ-collection

IB ⊂ B on the source.

The hom-object L′ = HomgrΣ(NB,P) moreover inherits a dg Lie algebra structure such that the above correspon-

dence restricts to a bijection between the set of dg Λ-cooperad morphisms φ : B → C and the set of Maurer-Cartan

elements in L′. This dg Lie algebra structure on the hom-object L′ = HomgrΣ(NB,P) is actually identified with

a restriction of the twisted dg Lie algebra structure Lα∗ on the hom-object L = HomgrΣ(B,P) of Proposition 2.1,

where α∗ ∈ L is the Maurer-Cartan element of this hom-object which we associate to our canonical morphism of dg

Λ-cooperads ∗ : B → C. We then use the relations

HomgrΣ(NB,P) � HomgrΛ(IB,P) ⊂ HomgrΣ(IB,P) ⊂ HomgrΣ(B,P)

to exhibit L′ as a graded vector subspace of the latter graded vector space L. (The first isomorphism of this sequence

of relations follows from the universal property of the free object IB = Λ ⊗Σ NB, whereas we use the decomposition

B = Comc ⊕ IB and the composition of maps f : IB → P with the projection B → IB to get the last inclusion

relation.)

Besides, we have an isomorphism of dg vector spaces

CoDerdgΛ(B
∗
→ C)[−1] � L′,

where we consider the (degree shift of the) coderivation complex associated to our canonical morphism of dg Λ-

cooperads ∗ : B → C on the left-hand side, and the underlying dg vector space of our dg Lie algebra L′, on the right

hand side. This isomorphism can be obtained as a restriction, through the obvious inclusion CoDerdgΛ(B
∗
→ C) ⊂

CoDerdgΣ(B
∗
→ C) and the already considered inclusion of dg Lie algebras L′ ⊂ Lα∗ , of the isomorphism

CoDerdgΣ(B
∗
→ C)[−1] � HomgrΣ(B,P)α∗ ,

which is given by the result of Proposition 2.1 in the case φ = ∗. The shifted coderivation complex CoDerdgΛ(B
∗
→

C)[−1] accordingly forms a dg Lie subalgebra of the dg Lie algebra CoDerdgΣ(B
∗
→ C)[−1] considered in Proposi-

tion 2.1.

8In our applications, our free Λ-collections have also a natural cosimplicial structure and their generating Σ-collections are isomorphic to their

conormalized parts. This relationship motivates our notation N for these objects.
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Proof. By Proposition 2.1, the morphisms of graded cooperads φ : B◦ → C◦ are in bijection with the morphisms of

graded Σ-collections αφ : B◦ → P◦[1]. Proposition 2.5 implies that the morphisms of gradedΛ-cooperads correspond,

under this bijection, to the extension αφ = η + α
′
φ of the morphisms of graded Λ-collections α′φ : IB◦ → P◦[1], where

we consider the coaugmentation morphism η : Comc → C associated to the coaugmentation coideal of the dg Λ-

cooperad C. Then we just use the free structure IB = Λ ⊗Σ NB to get that any such morphism α′φ : IB◦ → P◦[1]

in the category of graded Λ-collections is equivalent to a morphism α′φ : NB◦ → P◦[1] in the category of graded Σ-

collections, Equivalently, we use the isomorphism of graded hom-objects HomgrΣ(NB,P) � HomgrΛ(IB,P), already

considered in our statement, to get this map of Σ-collections equivalent to our morphism α′φ : IB◦ → P◦[1]. This

proves the first claim of the proposition.

Note that the mapping α′φ 7→ αφ = η + α′φ, which we use in this correspondence, is an affine map, as opposed

to the inclusion of graded vector spaces L ⊂ L′, considered in the statement of our proposition. In short, this affine

map differs from the latter inclusion L ⊂ L′ by the consideration of the coaugmentation morphism η : Comc → C

instead of the zero map on the summand Comc of the object B = Comc ⊕ IB. In what follows, we use that we can

associate this coaugmentation morphism η : Comc → C to the map α∗ that corresponds to our canonical morphism of

dg Λ-cooperads φ = ∗ in the dg Lie algebra L. We equivalently have the identities α∗ = η ⇔ α′∗ = 0 when we apply

our correspondence to this morphism φ = ∗.

We now examine the definition of the dg Lie algebra structure on the graded vector space L′ = HomgrΣ(NB,P). We

could proceed as in the proof of Proposition 2.1 and deduce this construction from the general result of Proposition

1.1. We then consider the dg hom-object of maps of Λ-collections

V ′ = HomdgΛ(IB,C)

and the graded hom-object

W′ = HomgrΛ(IB,P[1])

in analogy with the dg hom-object V = HomdgΣ(B,C) and the graded hom-object W = HomdgΣ(B,P[1]) considered

in the proof of Proposition 2.1. We also have

W′ � HomgrΣ(NB,P)︸             ︷︷             ︸
=L′

[1]

by the already considered isomorphism of hom-objects HomgrΣ(NB,P) � HomgrΛ(IB,P).

We still have an obvious morphism of graded vector spaces λ : V ′ → W′, analogous to the map λ : V → W

considered in the proof of Proposition 2.1, which is induced by the projection onto the cogenerators C◦ → P◦[1] in

the cofree cooperad C◦ = F c(P◦[1]), but we follow another route from this step on. We are actually going to give an

indirect definition of the other map F′ : S (W′)→ V ′, which we need to complete the construction of Proposition 1.1.

Indeed, we claim in our statement that the outcome of our construction will make the object L′ a dg Lie subalgebra

of the twisted dg Lie algebra Lα∗ which we obtain by applying the results of Proposition 2.1 to the morphism φ = ∗.
Therefore, we construct our map F′ : S (W′) → V ′ by using a restriction process from a twisted counterpart of the

map F : S (W)→ V which we use to determine the dg Lie algebra structure on L.

To be explicit, we use the obvious embedding V ′ ⊂ V (respectively, W′ ⊂ W), which identifies the elements

of V ′ (respectively, W′) with the maps that preserve Λ-diagram structures and vanish over the summand Comc of

the object B = Comc ⊕ IB inside V = HomdgΣ(B,C) (respectively, W = HomgrΣ(B,P[1])). Then we consider the

map Fα∗ : S (W) → V such that ΦFα∗ ,R(exp(w)) = α̃∗ + w − α̃∗, for any element w ∈ (W ⊗ R)0, for any nilpotent

graded ring R, and where, with the notation of the proof of Proposition 2.1, we consider the morphisms of cooperads

α̃∗ + w, α̃∗ : B → C associated to α∗ + w ∈ (W ⊗ R)0 and to α∗ ∈ (W ⊗ R)0. (We identify the element α∗ ∈ W with

α∗ ⊗ 1 ∈ (W ⊗ R)0 when we take the extension of scalars to the nilpotent ring R.) We easily see that we have the

implication w ∈ (W′ ⊗R)0 ⇒ ΦFα∗ ,R(exp(w)) ∈ (V ′⊗R)0 from which we deduce that this map Fα∗ : S (W)→ V admits
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a restriction through our embeddings W′ ⊂ W and V ′ ⊂ V . We accordingly have a commutative diagram:

S (W′) S (W)

V ′ V

V ′ V

W′ W

⊂

∃F′ Fα∗

⊂

d d

⊂

λ′ λ

⊂

,

where F′ denotes this map that we obtain by restriction from Fα∗ . We easily check that the vertical composite on the

right hand side of this diagram is the map of graded vector spaces πDα : S (W) → W associated to the coderivation

Dα : S (W) → S (W) that reflects the structure of the twisted dg Lie algebra Lα∗ . We conclude that this twisted dg Lie

algebra structure on L = W[−1] admits a restriction to the graded vector space L′ = W′[−1], which therefore forms a

dg Lie subalgebra of Lα∗ , as expected.

To complete the verifications of the claims of our proposition, we can argue as in the proof of Proposition 2.1 in

order to establish that we have an isomorphism of graded vector spaces

CoDerdgΛ(B
∗
→ C) � HomgrΛ(IB,P[1])

which carries any coderivation θ ∈ CoDerdgΛ(B
∗
→ C) to its projection onto the generating collection of the dg

cooperad C and its restriction to the object IB. We immediately see that our inclusion of graded vector spaces W′ ⊂ W

corresponds to the inclusion of the graded vector spaces of coderivations CoDerdgΛ(B
∗
→ C) ⊂ CoDerdgΣ(B

∗
→ C)

when we forget about differentials. We can now deduce the last assertions of our proposition from this observation,

from the definition of our dg Lie algebra structure on L′ = W′[−1] by restriction of the twisted dg Lie algebra structure

Lα∗ on L = W[−1], and from the identity of dg vector spaces CoDerdgΣ(B
∗
→ C)[−1] = Lα∗ given by the results of

Proposition 2.1. �

Remark 2.11. The observations of Example 2.8 imply that C+ = B(P1) forms a good target Λ-cooperad as soon as

C = B(P) is so. Hence, we can apply the above proposition to this cooperad C+. In this case, our results imply that the

graded hom-object L′ = HomgrΣ(NB,P) inherits a dg Lie algebra structure and that the dg vector space of extended

coderivations ĈoDerdgΛ(B
∗
→ C)[−1] (with the usual degree shift) is isomorphic to the underlying dg vector space of

this dg Lie algebra structure.

We record the following comparison result between the extended coderivation dg Lie algebra and the ordinary

coderivation dg Lie algebra.

Lemma 2.12. We assume that B is a good source Λ-cooperad and that C is a good target Λ-cooperad as in Proposi-

tion 2.10. We assume further that NB(1) is acyclic as a dg vector space. The canonical morphism

CoDerdgΛ(B
∗
→ C)→ CoDerdgΛ(B

∗
→ C+) = ĈoDerdgΛ(B

∗
→ C),

induced by the composition of coderivations with the morphism id+ : C → C+, is a quasi-isomorphism.

Proof. We endow CoDerdgΛ(B
∗
→ C) and ĈoDerdgΛ(B

∗
→ C) with the descending complete filtration that we deduce

from the isomorphisms of graded vector spaces CoDerdgΛ(B
∗
→ C)◦ � HomgrΣ(NB,P) and ĈoDerdgΛ(B

∗
→ C)◦ �

HomgrΣ(NB,P) and from the natural arity filtration FmHomgrΣ(M,N) =
∏

r≥m HomgrΣr
(M(r),N(r)) of hom-objects

in the category of graded Σ-collections HomgrΣ(M,N) =
∏

r∈N HomgrΣr
(M(r),N(r)). We easily check that the differ-

ential of CoDerdgΛ(B
∗
→ C) (respectively, ĈoDerdgΛ(B

∗
→ C)) preserves this filtration, and that the E0

m∗ term of the

corresponding spectral sequence is identified with the dg hom-object of Σm-equivariant maps HomdgΣm
(NB(m),P(m))

(respectively, HomdgΣm
(NB(m),P(m)) with the notation of Section 0.6. We immediately deduce from the acyclicity of

the dg vector space NB(1) that the morphism id+ : C → C+ induces an isomorphism on the E1 page of this spectral

sequence. The conclusion follows. �

For later reference, we want to give a name to the dg Lie algebra constructed in this section.
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Definition 2.13. For B a good source Λ-cooperad and C a good target Λ-cooperad, we adopt the notation

CoDerdgΛ(B,C) := CoDerdgΛ(B
∗
→ C)[−1]

for the shifted coderivation complex associated to the canonical map ∗ : B → C, equipped with the dg Lie algebra

structure that we deduce from the result of Proposition 2.10. We similarly set

ĈoDerdgΛ(B,C) := ĈoDerdgΛ(B
∗
→ C)[−1],

when we deal with the complex of extended coderivations.

Note that we drop the degree shift in the notation of this definition.

We may note that CoDerdgΛ(B,C) satisfies obvious bifunctoriality properties and so does the extended coderivation

complex ĈoDerdgΛ(B,C). We record the following homotopy invariance properties of these bifunctors:

Proposition 2.14. If φ : B
≃
→ B′ is a quasi-isomorphism of good source Λ-cooperads, and C is a good target

Λ-cooperad, then φ induces a quasi-isomorphism at the coderivation complex level:

φ∗ : CoDerdgΛ(B′,C)
≃
→ CoDerdgΛ(B,C),

and similarly when we pass to the extended coderivation complex. If we symmetrically assume that B is a good

source Λ-cooperad, and ψ : C → C′ is a morphism of good target Λ-cooperads C = B(P), C′ = B(P′) induced by a

structure preserving quasi-isomorphism of BΛ-operads ψ : P
≃
→ P′, then ψ also induces a quasi-isomorphism at the

coderivation complex level:

ψ∗ : CoDerdgΛ(B,C)
≃
→ CoDerdgΛ(B,C′),

and similarly when we pass to the extended coderivation complex.

We can actually establish the homotopy invariance properties of the coderivation complex for morphisms of good

target Λ-cooperads ψ : C → C′ of a more general form, but we only use the case stated in this proposition.

Proof. This proposition follows from spectral sequence arguments. To be explicit, we can provide the coderivation

complex CoDerdgΛ(B,C) � L′ associated to any pair (B,C), where B is a good source Λ-cooperad and C is a good

target Λ-cooperad, with the complete descending filtration such that

F kL′ =
∏

r≥k

HomgrΣr
(NB(r),P(r)),

where we use the identity L′ = HomgrΣ(NB,P) Then we may check that the differential of the dg Lie algebra L′

reduces to the map induced by the internal differential of the collection NB and of the operad P on the hom-object

E0
k
L′ = HomgrΣk

(NB(k),P(k)), which defines the E0-page of the spectral sequence associated to this filtration.

If φ : B → B′ is a quasi-isomorphism of good source Λ-cooperads, and C = B(P) is a good target Λ-cooperad,

then we immediately get that φ preserves our filtration, and induces an isomorphism on the E1-page of the associated

spectral sequence. Thus, we conclude that φ induces a quasi-isomorphism on our coderivation complexes which

represent the abutment of this spectral sequence. We use similar arguments when we have a morphism ψ : C → C′ of

good target Λ-cooperads C = B(P), C′ = B(P′) induced by a structure preserving quasi-isomorphism of BΛ-operads

ψ : P
≃
→ P′. �

2.5. Deformation complexes of cooperads with coefficients in bicomodules. In [22, Sections 1.3.2, 1.4.2], we

consider deformation complexes with coefficients in bi-comodules over cooperads, which give generalizations of the

coderivation complexes considered in the previous subsections. We use this construction later on in this article.

Let C be a dg Λ-cooperad. Briefly recall that dg Λ-bicomodule over C is a Λ-collection in dg vector spaces M

equipped with coproduct operations∆i :M(k+ l−1)→M(k)⊗C(l) and ∆i :M(k+ l−1)→ C(k)⊗M(l) which satisfy

a natural extension of the equivariance, counit and coassociativity properties attached to the composition coproducts

of a cooperad (see [22] for details).

The deformation complex of C with coefficients inM is defined by

CoDefdgΛ(M,C) = (HomdgΛ(M,Ω(C)), ∂),
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where Ω(C) is the augmentation ideal of the cobar construction of our dg cooperad, whereas ∂ denotes a differential,

determined by the coaction of the cooperad C on M, which we add to the natural differential of the dg hom-object

HomdgΛ(M,Ω(C).

In the case where C = B(P) is the bar construction of an augmented dg operad P equipped with a BΛ structure,

then we can replace the cobar construction Ω(C) in the above definition by the object P. We then use the canonical

quasi-isomorphism of dg operads Ω(C) → P to extend the twisting differential of our deformation complex ∂ to the

hom-object HomdgΛ(M,P). We adopt the following notation for this complex

K(M,P) = (HomdgΛ(M,P), ∂).

We have in particular:

CoDefdgΛ(M,C) � K(M,Ω(C)).

We note that these objects are functorial in both arguments in some natural sense.

We can identify the cooperadic coderivation complexes of the previous section with particular examples of such

deformation complexes. We can consider the general case where we have a good sourceΛ-cooperadB together with a

morphism of dg Λ-cooperads φ : B → C (not necessarily the canonical one φ = ∗). We use this morphism to provide

the dg Λ-collection IB with the structure of a dg Λ-bicomodule over C. We still assume that C is a good target Λ-

cooperad, so that we have C = B(P) for some augmented dg operad equipped with a BΛ structureP. We can generalize

the isomorphism construction of Proposition 2.10 to identify the coderivation complex CoDerdgΛ(B
φ
→ B(P)) with a

twisted version of the dg hom-object HomdgΛ(IB,P). We actually have:

CoDerdgΛ(B
φ
→ B(P))[−1] � K(IB,P).

We similarly get:

ĈoDerdgΛ(B
φ
→ B(P))[−1] � K(IB,P1)

when we consider the extended coderivation complex.

3. Hopf cooperads and biderivations

Recall that a Hopf operad is an operad in the category of cocommutative counital coalgebras. We dually define a

Hopf cooperad as a cooperad in the category of unital commutative algebras. To be precise, we still work in the base

category of dg vector spaces in what follows and therefore we mainly consider dg Hopf cooperads which are Hopf

cooperads in the category of unital commutative dg algebras. For our purpose, we also deal with dg HopfΛ-cooperads,

which are dg Hopf cooperads equipped with a compatible Λ-structure.

The goal of this section is to extend the results of the previous section about the complexes of coderivations to the

Hopf cooperad setting. We then consider complexes of biderivations formed by maps which are both coderivations

with respect to the cooperad structure and derivations with respect to the commutative algebra structure. We review

the definition of this notion in the first subsection of this section. We then prove that the complexes of biderivations

associated to good dg Hopf cooperads and to good dg Hopf Λ-cooperads inherit a dg Lie algebra structure just like

the complexes of coderivations associated to good dg cooperads and to good dg Λ-cooperads which we considered in

the previous section. We devote the second and the third subsections of this section to this subject. We then examine

the definition of deformation complexes with coefficients in bicomodules that generalize the deformation complexes

of dg cooperads studied in the previous section. We tackle this subject in the fourth subsection.

3.1. Biderivations of Hopf cooperads. Let B and C be dg Hopf cooperads and let φ : B → C be a morphism of

dg Hopf cooperads. Let B◦ (respectively, C◦) denote the graded Hopf cooperad underlying B (respectively, C) which

we obtain by forgetting about the differential of our object (as in Section 2.1). We again consider the algebra of dual

numbers Kǫ := K[ǫ]/(ǫ2), where ǫ = ǫ−k is a formal variable of degree −k, and we define a degree k biderivation of the

morphism φ as map of graded Σ-collections θ : B◦ → C◦ of degree k such that the map

φ + ǫθ : B◦ ⊗ Kǫ → C
◦ ⊗ Kǫ

defines a morphism of graded Hopf cooperads over Kǫ . We readily see that θ is a biderivation if θ forms a cooperad

coderivation in the sense of Section 2.1 when we forget about the commutative algebra structure of our Hopf cooperads

and each map θ : B◦(r)→ C◦(r) defines a derivation of the commutative algebra morphism φ : B(r)→ C(r) when we

forget about cooperad structures.
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Recall that the unit morphisms of the commutative algebras B(r) (respectively, C(r)) are equivalent to a cooperad

morphism η : Comc → B (respectively, η : Comc → C) whose restriction to the unit cooperad I defines the canonical

coaugmentation η : I → B (respectively, η : I → C) associated to our object. We may observe that the derivation

relation with respect to the commutative algebra products implies that our biderivation satisfies θ(1) = 0 (as usual for

a derivation), and hence automatically preserves this cooperad coaugmentation, as we require for a coderivation of

cooperads in general (see Section 2.1).

The graded vector space of biderivations inherits a differential such that dθ = dC ◦ θ − (−1)kθ ◦ dB as usual, and we

adopt the notation

BiDerdgΣ(B
φ
−→ C)

for this dg vector space of biderivations which we associate to a morphism of Hopf dg cooperads φ : B → C. If the

Hopf cooperads B and C carry a Λ-structure and the map φ : B → C defines a morphism of Hopf Λ-cooperads, then

we also consider the dg vector space

BiDerdgΛ(B
φ
−→ C) ⊂ BiDerdgΣ(B

φ
−→ C)

formed by the biderivations that intertwine the action of the category Λ on our objects. These biderivations obviously

form coderivations of Λ-cooperads in the sense of Section 0.5. Note simply, again, that the derivation relation with re-

spect to the products implies that a biderivation of Hopf Λ-cooperads automatically vanishes over the coaugmentation

morphism η : Comc → B that we associate to the Hopf cooperadB. Note also that the map φ+ ǫθ : B◦⊗Kǫ → C
◦⊗Kǫ

defines a morphism of graded Hopf Λ-cooperads over Kǫ . when θ is a biderivation of Hopf Λ-cooperads.

3.2. The dg Lie algebra structure of the biderivation complexes of dg Hopf cooperads. We now assume that the

dg Hopf cooperad C in the construction of the previous subsection is given, as a dg cooperad, by the bar construction

C = B(P)

of an augmented dg operad P. We also restrict ourselves to the case where the dg Hopf cooperad B is given by a

Chevalley-Eilenberg cochain complex

B = C(g)

of a cooperad in the category of graded Lie coalgebras g.

To be explicit, we assume that g is a Σ-collection of graded Lie coalgebras g(r), r > 0, equipped with graded Lie

algebra morphisms ∆i : g(m + n − 1)→ g(m) ⊕ g(n) which fulfill an additive analogue of the equivariance, counit and

coassociativity properties of the composition coproducts of cooperads. If we forget about the Lie coalgebra structure

of our objects, then we can identify these additive composition coproducts with the sum of the left ∆i : g(m+ n− 1)→

Comc(m)⊗g(n) and right coproduct operation ∆i : g(m+n−1)→ g(m)⊗Comc(n) of a Comc-bicomodule structure on

the Σ-collection underlying g. To each graded Lie coalgebra g(r), we then associate the Chevalley-Eilenberg complex

C(g(r)), which is the graded symmetric algebra S (g(r)[−1]), generated by the desuspension of the graded vector space

underlying g(r), together with the differential induced by the Lie cobracket on this graded vector space of generators.

The collection C(g) of these commutative dg algebras C(g(r)), r > 0, inherits a Hopf cooperad structure with the

composition coproducts

C(g(m + n − 1))
(∆i)∗
→ C(g(m) ⊕ g(n)) � C(g(m)) ⊗C(g(n))

induced by the cocomposition coproduct operations of the graded Lie coalgebra cooperad g. This Hopf cooperad

B = C(g) is equipped with a canonical augmentation over the commutative cooperad ǫ : C(g) → Comc that is

induced by the zero map g → 0 at the Lie coalgebra level. If we take the composite of this morphism with the unit

η : Comc → C of our dg Hopf cooperad, then we get a canonical morphism ∗ : C(g) → C that connects our dg Hopf

cooperadsB = C(g) and C.

We then have the following extension of the results of Proposition 2.1.

Proposition 3.1. If we assume C = B(P) and B = C(g) as above, then the morphisms of graded Hopf cooperads

φ : B◦ → C◦ are in bijection with the morphisms of graded Σ-collections

αφ : g[−1]→ P◦[1]

or, equivalently, with elements of degree −1 in the graded hom-object of Σ-collections

L = HomgrΣ(g[−1],P).
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This map αφ, which we associate to a morphism of graded Hopf cooperads φ : B◦ → C◦, is explicitly defined by

taking by the projection of our morphism φ : B◦ → C◦ onto the cogenerating collection of the cofree cooperad

B(P)◦ = F c(P◦[1]) on the target and its restriction to the subobject g[−1] ⊂ C(g) on the source.

This hom-object L = HomgrΣ(B,P) moreover inherits a dg Lie algebra structure such that the above correspon-

dence restricts to a bijection between the set of morphisms of dg Hopf cooperads φ : B → C and the set of Maurer-

Cartan elements in L.

Besides, we have an isomorphism of dg vector spaces

BiDerdgΣ(B
∗
→ C)[−1] � L,

where we consider the (degree shift of the) biderivation complex associated to the canonical morphism ∗ : C(g)→ C on

the left-hand side and the underlying dg vector space of our dg Lie algebra L on the right-hand side. We consequently

have a dg Lie algebra structure on this shifted biderivation complex.

Proof. First note that the Σ-collection C≤1(g) ⊂ C(g)◦ formed by the components of weight ≤ 1 of the symmetric

algebras C(g(r))◦ = S (g(r)[−1]) forms a subobject of C(g)◦ in the category of graded cooperads. We actually have an

identity C≤1(g) = Comc ⊕ g[−1], where we take the left ∆i : g(m + n − 1) → Comc(m) ⊗ g(n) and right coproduct

operation ∆i : g(m + n − 1)→ g(m) ⊗ Comc(n) equivalent to the additive cooperad composition coproducts of our Lie

coalgebra cooperad g to prolong the natural composition coproducts of the commutative cooperad Comc to this object

C≤1(g).

Let α : g[−1] → P◦[1] be a morphism of graded Σ-collections. We use the morphism Comc → P◦[1] induced by

the canonical coaugmentation of the dg Hopf cooperad C to extend α to the object C≤1(g). We then use the cofree

structure of the graded cooperad C◦ = F c(P◦[1]) to get a morphism of graded cooperads ψ : C≤1(g) → C◦ extending

α. This morphism preserves the coaugmentation over the commutative cooperad Comc by construction. We can now

extend ψ to a map φ : C(g)◦ → C◦ by using the formula

φ(x1 · · · xn) := ψ(x1) · · ·ψ(xn) ∈ C(r),

for any product of generators x1, . . . , xn ∈ g(r), so that φ defines a morphism of commutative algebras in each arity

r > 0. We claim that this map φ also preserves the (augmentation and) the composition coproducts of our Hopf

cooperads and hence forms a morphism in the category of graded Hopf cooperads. Indeed, this is the case when we

restrict ourselves to the subobject C≤1(g) ⊂ C(g)◦ by construction of φ. Now, let ∆T be a k-fold composition coproduct

shaped on a tree T with r leafs and k vertices, and let again x1, . . . , xn denote a collection of elements of the Lie

coalgebra g(r). By the compatibility between the composition coproducts and the products in a Hopf cooperad, we get

the relations:

φ⊗k(∆T (x1 · · · xn)) = φ⊗k(∆T (x1) · · ·∆T (xn))

= ψ⊗k(∆T (x1)) · · ·ψ⊗k(∆T (xn))

= ∆T (ψ(x1)) · · ·∆T (ψ(xn))

= ∆T (ψ(x1) · · ·ψ(xn)) = ∆T (φ(x1 · · · xn)),

and this verification proves the validity of our claim for any element x1 · · · xn ∈ C(g) of our Hopf cooperad C(g). We

easily check that this construction enables use to retrieve every graded Hopf operad morphism φ : C(g)◦ → C◦ from

its restriction to the Lie algebra cooperad g and its composite with the projection onto the cogenerating collection of

the bar cooperad B(P)◦ = F c(P[1]).

Note that we can carry out this construction of a morphism of graded Hopf cooperads φ from a morphism of graded

collections α over any graded ground ring R. In particular, we can work over the ground ring Kǫ and argue as in the

proof of Proposition 2.1 to establish that we have an isomorphism of graded vector spaces at the level of the space of

biderivations associated to our morphism φ:

BiDerdgΣ(B
φ
→ C) � HomgrΣ(g[−1],P[1]).

We now examine the definition of a dg Lie algebra structure on the graded vector space L = HomgrΣ(g[−1],P). We

rely on the result of Proposition 1.1 as in the proof of Proposition 2.1. We set again V := HomdgΣ(B,C), and

W := HomgrΣ(g[−1],P)︸                ︷︷                ︸
=L

[1] = HomgrΣ(g[−1],P[1]).
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We now consider the map λ : V → W defined by taking the restriction of maps to the collection g[−1] on the source

B = C(g) and the projection onto the cogenerating collection of our object P[1] on the target C = B(P). We define

the map F : S (W) → V by using the polarization trick of Section 1.3. We just adapt the construction of Proposition

2.1. We now regard an element w ∈ (W ⊗ R)0, where R is any nilpotent graded ring, as a morphism of graded Σ-

collections w : g[−1] ⊗ R → P◦[1] ⊗ R such that w(g[−1] ⊗ R) ⊂ P◦[1] ⊗ R. We then set ΦF,R(exp(w)) = w̃, where

w̃ : B◦ ⊗ R→ C◦ ⊗ R is the morphism of graded Hopf cooperads associated to w.

We immediately check that our maps fulfill the projection condition of Proposition 1.1 and we can use the same

arguments as in the proof of Proposition 2.1 to check the tangentiality condition. We can therefore use the construction

of Proposition 1.1 to produce an L∞ structure on L = W[−1].

We claim again that this L∞ structure reduces to a dg Lie algebra structure. To extract the n-ary L∞ product of the

elements w1, . . . ,wn ∈ W in L = W[−1], we have to polarize the expression

(19) π ◦ dF(exp w) ◦ ι = π ◦ dC ◦ F(exp(w)) ◦ ι − π ◦ F(exp(w)) ◦ dB) ◦ ι

where we set w =
∑

i ǫiwi (see Section 1.3), we again regard this element as a map w : g[−1] ⊗ R → P◦[1] ⊗ R, and

we use the notation π for the projection onto the collection P◦[1] in the bar construction B(P)◦ = F c(P◦[1]), while ι
is the inclusion of the collection g[−1] in the Chevalley-Eilenberg cochain complex C(g)◦ = S (g[−1]).

We deduce from our definition of the map φ(exp(w)) = w̃ that the terms of our expression (19) involving k factors

wi occur exactly when we apply F(exp w) to a k fold tensor products of elements of g. We deduce from this observation

that the first term π ◦ dC ◦ F(exp(w)) ◦ ι of our expression only produces a linear expression of these maps wi, whereas

the second term π ◦ F(exp(w)) ◦ dB) ◦ ι produces a quadratic expression, since the Chevalley-Eilenberg differential

produces 2-fold tensors from g. (Recall that g is defined in the category of graded Lie coalgebras by assumption, and

hence has a trivial differential.) We therefore conclude that the n-ary L∞ product of the elements w1, . . . ,wn ∈ W

vanish for n > 2, as expected.

We can argue as in the proof of Proposition 2.1 to check that the Maurer-Cartan elements of this dg Lie algebra L

correspond to the morphisms of dg Hopf cooperads φ : B → C.

We already observed that the vector space of biderivations associated to a morphism BiDerdgΣ(B
φ
→ C) is isomor-

phic to W = L[1] as a graded vector space. We now assume φ = ∗. We immediately get from the above analysis of

the L∞ structure on L that the differential of an element in this dg Lie algebra w ∈ L, which is given by the linear

part of this L∞ structure, is yielded by the differential dC of the cooperad C = B(P) after taking the cooperad mor-

phism ψ : C≤1(g) → B(P)◦ associated to α = w. We easily check that this differential agrees with the differential

of the biderivation associated to w in the biderivation complex BiDerdgΣ(B
∗
→ C) (just observe that the morphism

ψ : C≤1(g)→ B(P)◦ is given by the same formula as this biderivation on g[−1] ⊂ B). �

Remark 3.2. For the sake of concreteness, we extract an explicit expression for the differential and bracket on the dg

Lie algebra of this proposition (modulo signs).

Let α ∈ L. We observed in the proof of our proposition that the linear part of our L∞ algebra structure, which

determines the differential dα of the element α in L, is given by the composite π ◦ dC ◦ψ ◦ ι, where ψ : C≤1(g)→ C◦ is

the cooperad morphism associated to our map α : g[−1]→ P[1], and π ◦ dC denotes the composite of the differential

of the bar construction C = B(P) with the canonical projection π : F c(P
◦
[1]) → P

◦
[1], while ι denotes the obvious

embedding of the collection g[−1] into C≤1(g). We therefore have to identify this cooperad morphism ψ : C≤1(g)→ C◦

first.

Let x ∈ g(r)[−1]. We again use the expansion of the cofree cooperad B(P)◦ = F c(P
◦
[1]) as a direct sum of treewise

tensor products F c
T

(P
◦
[1]) as in the proof of Proposition 2.4. We still use the notation yT for the component of an

element y ∈ F c(P
◦
[1])(S ) in this treewise tensor product F c

T
(P
◦
[1]) for a tree T ∈ TS , where S is any fixed finite set.

We assume that the tree T has k vertices, numbered from 1 to k. We then have

(20) ψ(x)T =


k∑

j=1

π
⊗ j−1
∗ ⊗ α ⊗ π

⊗k− j
∗

∆T (x),

where we consider the reduced treewise coproduct of x in the cooperad C≤1(g), and π∗ denotes the composite C≤1(g)→

Comc → C → P[1]. We may note that the treewise composition coproduct ∆T (x) is a sum of tensors with exactly one

factor in g, whereas the remaining factors belong to Comc. We apply our map α to this distinguished factor, whereas

we apply the canonical map Comc → C → P[1] to the other factors of our treewise tensor product.
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Recall that the projection ontoP[1] of the differential dC of the bar constructionC = B(P) is induced by the internal

differential of the operad P on the linear part of the cofree cooperad B(P)c = F c(P[1]), which we associate to the

trees with one vertex (the corollas), and by composition products of P on the quadratic part, which we associate to

the trees with two vertices. To form this quadratic part of the differential, we use that the structure of trees with

two vertices T with leafs indexed by S can be determined by giving a partition S = (S ′ \ {∗}) ⊔ S ′′ on which we

shape the composition products of our operad. For such a tree T , we can also identify the value of the treewise

composition coproduct∆T on the collection g with the sum of the coproduct operations∆∗ : g(S )→ g(S ′)⊗Comc(S ′′)

and ∆∗ : g(S ) → Comc(S ′) ⊗ g(S ′′) that make this collection g into a bicomodule over the commutative cooperad.

Eventually, we get the formula

dα = ±dP ◦ α +
∑

S=S ′\{∗}∐S ′′

(π∗ ⊗ α + α ⊗ π∗)∆∗

for the value of our differential on α ∈ L, where we consider these coproduct operations ∆∗ associated to g.

For the bracket [α1, α2] of elements α1, α2 ∈ L, we get the formula

[α1, α2] = π ◦ µ ◦ (α1 ⊗ α2) ◦ ∆,

where ∆ is the cobracket on g and µ is the commutative algebra product in C.

In analogy to Definition 2.13, we introduce the following notation.

Definition 3.3. For B, C as in Proposition 3.1, we adopt the notation

BiDerdgΣ(B,C) := BiDerdgΣ(B
∗
→ C)[−1]

for the shifted biderivation complex associated to the canonical map ∗ : B → C, equipped with the dg Lie algebra

structure that we deduce from the result of Proposition 3.1.

Remark 3.4. We may see that a variant of Proposition 3.1 holds if B is just free as Hopf sequence and C is cofree as

a cooperad, but we get a general L∞ algebra structure on our object in this case instead of a dg Lie algebra structure.

(We shall not use this fact in the present paper.)

3.3. The dg Lie algebra structure of the biderivation complexes of dg Hopf Λ-cooperads. We now address an

extension of the results of Proposition 3.1 in the context of dg Hopf cooperads equipped with a Λ-structure. We again

restrict ourselves to source objects B and target objects C of particular shapes when we work in the category of dg

Hopf Λ-cooperads. We record these conditions in the following definition.

Definition 3.5. We first say that a dg Hopf Λ-cooperad B is a good source Hopf Λ-cooperad when the following

properties hold.

• We have B = C(g), for a Λ-cooperad in graded Lie coalgebras g.9 We then require that the Λ-diagram

structure of the object B is induced by the Λ-diagram structure of the Λ-cooperad g by the functoriality of the

Chevalley-Eilenberg complex C(g).

• The Λ-cooperad g is, as a Λ-collection, freely generated by a Σ-collection Ng. To be more explicit, we have

the identity g = Λ ⊗Σ Ng, where we again consider the Kan extension functor Λ ⊗Σ − from the category of

Σ-collections to the category of Λ-collections.

We secondly say that a dg HopfΛ-cooperad C is a good target HopfΛ-cooperad when C is, as a dgΛ-cooperad, given

by the bar construction C = B(P) of an augmented dg operad P equipped with a BΛ structure.

We can now establish our extension of the result of Proposition 3.1.

Proposition 3.6. If we assume that B = C(g) is a good source Hopf Λ-cooperad and that C = B(P) is a good target

Hopf Λ-cooperad in the sense of the above definition, then the morphisms of graded Hopf Λ-cooperads φ : B◦ → C◦

are in bijection with the morphisms of graded Σ-collections

α′′φ : Ng[−1]→ P◦[1]

9We obviously define a Λ-cooperad in graded Lie coalgebras as a cooperad in graded Lie coalgebras equipped with a Λ-diagram structure, such

that the corestriction operators ηS : g(S )→ g(S ⊔ {∗}) satisfy an obvious additive analogue of the compatibility relations of Section 0.5 with respect

to the composition coproduct operations of our object. We also take the zero map as a coaugmentation η : 0→ g(r) when we use this definition. We

may easily see that the category of Λ-cooperads in graded Lie coalgebras is isomorphic to the subcategory of the category of cooperads in graded

Lie coalgebras whose component of arity zero is the zero object.
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or, equivalently, with elements of degree −1 in the graded hom-object of Σ-collections

L′′ = HomgrΣ(Ng[−1],P).

This map α′′φ , which we associate to a morphism of graded Hopf Λ-cooperads φ : B◦ → C◦, is explicitly defined

by taking by the projection of our morphism φ : B◦ → C◦ onto the cogenerating collection of the cofree cooperad

B(P)◦ = F c(P◦[1]) on the target side and its restriction to the generating collection Ng[−1] of the Λ-collection

g[−1] ⊂ C(g) on the source side.

The hom-object L′′ = HomgrΣ(Ng[−1],P) moreover inherits a dg Lie algebra structure such that the above cor-

respondence restricts to a bijection between the set of dg Hopf Λ-cooperad morphisms φ : B → C and the set of

Maurer-Cartan elements in L′′.

This dg Lie algebra structure on the hom-object L′′ = HomgrΣ(Ng[−1],P) is actually identified with a restriction of

the dg Lie algebra structure L on the hom-object L = HomgrΣ(g[−1],P) of Proposition 3.1. We then use the relations

HomgrΣ(Ng[−1],P) � HomgrΛ(g[−1],P) ⊂ HomgrΣ(g[−1],P)

to exhibit L′′ as a graded vector subspace of the latter graded vector space L. (The first isomorphism of this sequence

of relations follows from the universal property of the free object g = Λ ⊗Σ Ng.)

Besides, we have an isomorphism of dg vector spaces

BiDerdgΛ(B
∗
→ C)[−1] � L′′,

where we consider the (degree shift of the) biderivation complex associated to the canonical morphism of dg Hopf

Λ-cooperads ∗ : B → C on the left-hand side, and the underlying dg vector space of our dg Lie algebra L′′, on the

right hand side. This isomorphism can be obtained as a restriction, through the obvious inclusion BiDerdgΛ(B
∗
→ C) ⊂

BiDerdgΣ(B
∗
→ C) and the already considered inclusion of dg Lie algebras L′′ ⊂ L, of the isomorphism

BiDerdgΣ(B
∗
→ C)[−1] � L

given by the result of Proposition 2.4. The shifted biderivation complex BiDerdgΛ(B
∗
→ C)[−1] accordingly forms a

dg Lie subalgebra of the dg Lie algebra BiDerdgΣ(B
∗
→ C)[−1] considered in Proposition 2.4.

Proof. We rely on the result of Proposition 3.1 which gives a bijection between the set of morphisms of graded Hopf

cooperads φ : B◦ → C◦ and the set of morphisms of graded Σ-collections αφ : g[−1]→ P◦[1].

We immediately see that αφ : g[−1] → P◦[1] defines a morphism of graded Λ-collections if φ : B◦ → C◦ is a

morphism of graded Hopf Λ-cooperads, because we obtain this map αφ by taking the composite of our morphism φ

with the canonical inclusion g[−1] ⊂ C(g) on the source, with the projection C◦ → P◦[1] on the target, and both

maps define morphisms of graded Λ-collections by definition of our Λ-structure on the cooperads B = C(g) and

C◦ = F c(P◦[1]).10

We assume, in the converse direction, that the map αφ : g[−1]→ P◦[1] is a morphism of graded Λ-collections. We

revisit the construction of Proposition 3.1 to check that φ : B◦ → C◦ forms a morphism of graded Hopf Λ-cooperads

in this case. We immediately get that the extension α′φ : Comc ⊕ g[−1]→ P◦[1] of our map αφ to the coaugmentation

coideal of the cooperad C≤1(g) = Comc⊕g[−1] defines a morphism ofΛ-collections that preserves the coaugmentation

of our objects over the commutative cooperad. We deduce from this observation and the result of Proposition 2.5

that the morphism of graded cooperads ψ : C≤1(g) → B(P)◦ which we associate to this map in the construction of

Proposition 3.1 preserves Λ-cooperad structures and then we readily check that this is also the case of the morphism

φ : C(g)◦ → C◦ which we obtain by using the free commutative algebra structure of the Chevalley-Eilenberg complex

C(g).

We conclude from these verifications that the correspondence of Proposition 3.1 restricts to a bijection between

the set of morphisms of graded Hopf Λ-cooperads φ : B◦ → C◦ and the set of morphisms of graded Λ-collections

αφ : g[−1]→ P◦[1]. We just use the universal property of the Λ-collection g = Λ⊗Σ Ng to deduce the assertion of our

proposition from this result.

10Note in particular that the map C◦ → P◦[1] is identified with the augmentation of the adjunction between Λ-cooperads and coaugmented

Λ-collections that we use in the proof of Proposition 3.1.
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To establish the next assertions of our proposition, we can adapt the arguments given in the proof of Proposition

2.10, where we establish parallel results about the hom-object L′ = HomgrΣ(NB,P) associated to a good source Λ-

cooperad B and to a good target Λ-cooperad C = B(P).

To be explicit, in parallel to the dg hom-object V = HomdgΣ(B,C) considered in the proof of Proposition 3.1, we

consider the dg hom-object of maps of Λ-collections

V ′′ = HomdgΛ(IB,C)

We may note that the object IB in the expression of this dg vector space V ′′ is given by the augmentation ideal of the

Chevalley-Eilenberg cochain complex B(r) = C(g(r)) in each arity r > 0. We explicitly have IB◦(r) = S +(g(r)[−1]),

where S +(−) denotes the symmetric algebra without unit as in Section 1.1. We again consider the embedding V ′ ⊂ V

which identifies the elements of V ′ with the maps that preserve Λ-diagram structures and vanish over the summand

Comc of the object B = Comc ⊕ IB inside V = HomdgΣ(B,C).

In the proof of Proposition 3.1, we also consider the graded hom-object such that W = HomgrΣ(g[−1],P[1]). We

now set

W′′ = HomgrΛ(g[−1],P[1])

and we consider the obvious embedding W′′ ⊂ W. Note that we also have an isomorphism

W′′ � HomgrΣ(Ng,P)︸            ︷︷            ︸
=L′

[1],

where we consider the hom-object of our proposition, by the already considered universal property of the Λ-collection

g = Λ ⊗Σ Ng.

Then we consider the map F0 : S (W)→ V such that ΦF0 ,R(exp(w)) = w̃− 0̃, for any element w ∈ (W ⊗R)0, for any

nilpotent graded ring R, and where, with the notation of the proof of Proposition 3.1, we consider the morphisms of dg

Hopf cooperads w̃, 0̃ : B → C associated to w ∈ (W ⊗ R)0 and to the zero map 0 ∈ (W ⊗ R)0. Note that this morphism

0̃ : B → C is actually identified with the canonical morphism ∗ : B → Comc → C which we associate to our

objects. Now, we deduce from our first verifications that the morphism w̃ preserves the Λ-cooperad structures when w

is a morphism of graded Λ-collections. In particular, the restriction of w̃ to the collection Comc ⊂ B is given by the

canonical unit morphism η : Comc → C of the Hopf cooperad C. We deduce from these observations that we have the

implication w ∈ (W′′⊗R)0 ⇒ ΦF0 ,R(exp(w)) ∈ (V ′⊗R)0, from which we obtain that our map F0 : S (W)→ V admits a

restriction F′′ : S (W′′) → V ′′. We can now conclude, by the same arguments as in the proof of Proposition 2.10, that

our dg Lie algebra structure on L = W[−1] admits a restriction to L′′ = W′′. Note simply that the translation operation

ΦF0 ,R(exp(w)) = w̃ − 0̃, which is equivalent to a change of basepoint in the definition of the map F : S (W) → V of

Proposition 3.1 (see Remark 1.2), does not modify our dg Lie algebra structure on W.

We also use the same arguments as in the proof of Proposition 2.10 to check the rest of our assertions, about the

biderivation complex of the morphism ∗ : B → C in the category of dg Hopf Λ-cooperads. �

The correspondence of Proposition 3.6 between the dg Lie structure on L′′ and the dg Lie structure of Proposi-

tion 3.1 implies that we can still use the observations of Remark 3.2 to get the explicit expression of the differential

and of the Lie bracket on our dg Lie algebra.

Remark 3.7. In what follows, we often deal with the situation where our Λ-cooperad in graded Lie coalgebras g is

equipped with a weight decomposition g(r) =
⊕

m≥1
gm(r) in each arity r > 0 which is preserved by the structure

operations attached to our object. To be explicit, we assume that the Lie cobracket ∆ : g(r) → g(r) ⊗ g(r) carries

g(r)m into the sum
⊕

p+q=m
g(r)m for each weight m ≥ 1. We similarly assume that the action of permutations

σ : g(r)→ g(r), the corestriction operators u∗ : g(k)→ g(l) and the composition coproducts∆i : g(k+l−1)→ g(k)⊕g(l)

define weight preserving morphisms on our objects. We also require that the Σ-collection Ng which generates our

object g forms a subobject of homogeneous weight inside g. We explicitly have Ng(r) =
⊕

m≥1
Ngm(r) for each arity

r > 0, where we set Ngm(r) = Ng(r) ∩ gm(r).

In this situation, we can equip the dg Lie algebra L′′ constructed in the previous proposition with a complete weight

grading L′′ =
∏

m≥1 L′′m in the sense of Definition A.3. To be explicit, in order to define this structure, we can use

the expression L′′ = HomgrΣ(Ng,P) of our dg Lie algebra L′′. Then we merely define L′′m as the graded vector space

formed by the homomorphisms f ∈ HomgrΣ(Ng,P) that vanish on the components of weight n , m of the Σ-collection

Ng(r) =
⊕

m≥1
Ngm(r). We easily deduce from the description of Remark 3.2 that this complete grading L′′ =

∏
m≥1 L′′m
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is preserved by the differential and the Lie bracket of our dg Lie algebra structure on L′′, as we require in the definition

of a complete weight graded dg Lie algebra.

Let us mention that we can extend the weight grading of our graded Lie coalgebras g(r) to the Chevalley-Eilenberg

complex C(g(r)) by assuming that a product x1 · · · xr of elements of homogeneous weight x1 ∈ gm1
(r), . . . , x1 ∈ gmn

(r)

defines an element of weight m1 + · · · + mn in C(g(r)). The component of weight m of our dg Lie algebra actually

corresponds to the vector subspace of the biderivation complex BiDerdgΛ(C(g)
∗
→ C) spanned by the biderivations that

vanish on the components of weight n , m of the Chevalley-Eilenberg complex C(g(r)). This observation follows

again from a straightfoward inspection of our constructions in Remark 3.2.

We again introduce a shorthand notation for the dg Lie algebra constructed in Proposition 3.6:

Definition 3.8. For B, C as in Proposition 3.6, we adopt the notation

BiDerdgΛ(B,C) := BiDerdgΛ(B
∗
→ C)[−1]

for the shifted biderivation complex associated to the canonical map ∗ : B → C, equipped with the dg Lie algebra

structure that we deduce from the result of Proposition 3.6.

We may note again that this biderivation dg Lie algebra BiDerdgΛ(B,C) satisfies obvious bifunctoriality properties.

We record the following homotopy invariance property of this bifunctor:

Proposition 3.9. If B = C(g) be a good source Hopf Λ-cooperad, and ψ : C → C′ is a morphism of good target Hopf

Λ-cooperadsC = B(P), C′ = B(P′) induced by a structure preserving quasi-isomorphism of BΛ-operads ψ : P
≃
→ P′,

then ψ induces a quasi-isomorphism at the biderivation complex level:

ψ∗ : BiDerdgΛ(C(g),C)
≃
→ BiDerdgΛ(C(g),C′).

In the situation of Remark 3.7, where we have a complete weight graded structure on our biderivation dg Lie algebras,

we also get that our quasi-isomorphism preserves the weight grading, and hence induces a weak-equivalence of

simplicial sets at the nerve level

ψ∗ : MC•(BiDerdgΛ(B,C))
≃
→ MC•(BiDerdgΛ(B,C′))

by the observations of Theorem A.2.

We may again establish the homotopy invariance properties of the biderivation complex for morphisms of good

target Hopf Λ-cooperads ψ : C → C′ of a more general form, but we only use the case stated in this proposition.

Proof. This proposition follows from spectral sequence arguments, as in the case of the parallel result of Proposi-

tion 2.14. To be explicit, we provide the biderivation complex BiDerdgΛ(B,C) � L′′ associated to any pair (B,C),

where B is a good source Hopf Λ-cooperad B = C(g) and C is a good target Hopf Λ-cooperad C = B(P), with the

complete descending filtration such that

F kL′′ =
∏

r≥k

HomgrΣr
(Ng(r),P(r)),

where we use the identity L′′ = HomgrΣ(Ng,P) Then we readily deduce from the explicit constructions of Remark 3.2

that the differential of this dg Lie algebra L′′ reduces to the map induced by the internal differential of the operad P on

the hom-object E0
k
L′′ = HomgrΣk

(Ng(k),P(k)), which defines the E0-page of the spectral sequence associated to this

filtration.

We immediately see that a morphism ψ : C → C′ of good target Hopf Λ-cooperads C = B(P), C′ = B(P′) induced

by a structure preserving quasi-isomorphism of BΛ-operads ψ : P
≃
→ P′ preserve the filtration. We immediately get

that ψ induces an isomorphism on the E1-page of our spectral sequence too, and hence induces a quasi-isomorphism

at the biderivation complex level.

The last assertion of the proposition is immediate from the definition of our weight decomposition in Remark 3.7

in the case where g is equipped with a weight grading. �

We also want to be able to compare the complexes of biderivations and of coderivations. To this end we show the

following result.
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Proposition 3.10. Let B = C(g) and C = B(P) be as in the previous proposition. We assume in particular that B

is a good source Hopf Λ-cooperad. Then B also forms a good source Λ-cooperad (when we forget about the Hopf

structure), and we have an L∞ morphism

U : BiDerdgΛ(B
∗
→ C)→ CoDerdgΛ(B

∗
→ C)

such that the induced map of Maurer-Cartan elements agrees with the obvious forgetful map that re-interprets a

morphism of dg Hopf Λ-cooperads as a morphism dg Λ-cooperads.

Proof. We refer to [22, Proposition A.4] for the proof that B forms a good source Λ-cooperad when B is a good

source Hopf Λ-cooperad. We rely on the construction of Proposition 1.3 to define this L∞ morphism. We set V ′′ =

V ′ = HomdgΛ(IB,C), W′′ = HomdgΛ(g[−1],P[1]), and W′ = HomdgΛ(IB,C[1]), as in the proof of Proposition 2.10

and of Proposition 3.6. We also consider the maps F′′ : S (W′′) → V ′′, F′ : S (W′) → V ′, λ′′ : W′′ → V ′′ and λ′ :

W′ → V ′ defined in the proof of these Propositions. We moreover use the notation π′′ : S (W′′) → W′′ (respectively,

π′ : S (W′) → W′) for the canonical projection onto the cogenerating graded vector space of the symmetric coalgebra

S (W′′) (respectively, S (W′)).

Then let G : S (W′′) → S (W′) be the a unique morphism of coaugmented counital cocommutative coalgebras

such that π′G = λ′F′′. This relation is actually equivalent to the identity λ′F′G = λ′F′′G since we have λ′F′ = π′

by the projection condition of Proposition 1.1. We aim to check that the morphism G further satisfies the condition

F′G = F′′ expressed by the commutative diagram of Proposition 1.3. By polarization, it is sufficient to check this

relation for elements of the form exp(w′′), where w′′ ∈ (W′′⊗R)0 and R is a graded nilpotent ring. We necessarily have

G(exp(w′′)) = exp(w′) for some w′ ∈ (W′ ⊗ R)0, by preservation of the coalgebra structures. Recall that F′′(exp(w′′))

(respectively, F′(exp(w′))) is defined by the restriction to IB ⊗ R of the morphism of graded Hopf Λ-cooperads (re-

spectively, of graded Λ-cooperads) w̃ : B◦ → C◦ associated to the map w = w′′ (respectively, w = w′, and λ′ is

defined by taking the composite of this morphism with the canonical projection C◦ → P◦[1] in the (coaugmentation

coideal of the) cofree cooperad C◦ = F c(P◦[1]). The identity λ′F′G = λ′F′′G which we use to define our coalgebra

morphism G implies that these projections of the morphisms w̃′, w̃′′ : B◦ → C◦ coincide, and we consequently have

w̃′ = w̃′′ ⇒ FG(exp(w′′)) = F(exp(w′)) = F(exp(w′′)) because this projection determines w̃′ : B◦ → C◦ (respectively,

w̃′′ : B◦ → C◦) as a morphism of graded Λ-cooperad.

We therefore have the requested identity F′G = F′′. This result completes the verifications required by the construc-

tion of Proposition 1.3, so that we do get an L∞ morphism U : W′′[−1]→ W′[−1] between our dg Lie algebras. �

Remark 3.11. We can also give an explicit formula for the L∞ morphism of the previous proposition. We fix

α1, . . . , αn ∈ HomgrΣSeq(Ng[−1],P). We can extract the n-ary part of this L∞ morphism and associate an element

of the graded vector space β ∈ HomgrΛ(IB,P) � HomgrΣ(NB,P) to these elements as follows. We use the construc-

tion of the proof of Proposition ?? to produce morphisms of graded Λ-cooperads

α′1, . . . , α
′
n : C≤1(g)→ C◦

extending α1, . . . , αn : Ng[−1]→ P◦[1]. We then define β by a formula of the form

β(x1 . . . xn) ∝
∑

σ∈Σn

±π(α′1(xσ(1)) · · ·α
′
n(xσ(n))),

for any monomial x1 . . . xn ∈ C(g), where π : C◦ → P◦[1] denotes the canonical projection associated to the cogener-

ating collection of the cofree cooperad C◦ = F c(P◦[1]). (We just assume that β vanishes on the components of weight

k , n of the Chevalley-Eilenberg complex.)

Remark 3.12. The map of Maurer-Cartan elements alluded to in Proposition 3.10 is defined by sending a Maurer-

Cartan element α to the sum:

U∗(α) =
∑

n≥1

1

n!
Un(α, . . . , α).

We note that this sum converges since Un(α, . . . , α) is zero except possibly on the component of weight n of the

symmetric algebra C(g)◦ = S (g[−1]).
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3.4. Biderivation complexes and deformation complexes with coefficients in bicomodules. We may relate the

biderivation complex BiDerdgΛ(B,C) defined in the previous section to the deformation complexes with coefficients

in bicomodules introduced in Section 2.5. To be explicit, we have the following statement.

Lemma 3.13. Let B and C be as in Proposition 3.6. There is an isomorphism of dg vector spaces

BiDerdgΛ(B,C) � K(g[−1],P),

where, to form the complex K(g[−1],P), we use that the Λ-cooperad in graded Lie coalgebras g inherits the structure

of a bicomodule over the commutative cooperad Comc, and hence over the dgΛ-cooperadC by restriction of structure

through the canonical morphism η : Comc → C.

Proof. Both sides are identified with the hom-object L′′ = HomgrΣ(Ng[−1],P) as graded vector spaces. To complete

the proof of our claim, we just check that the differential of the biderivation complex, which we identify with the

differential of the dg Lie algebra L′′ on this hom-object, agrees with the differential of the complex K(g[−1],P). �

We may note that the complex K(g[−1],P) is purely defined in terms of cooperads, without reference to the Hopf

structure. In fact, the Hopf structure enters into the definition of the Lie bracket of L′′, but not into the differential.

We record one more important statement that we use in our subsequent constructions.

Lemma 3.14. In the previous lemma, we have inclusions of dg vector spaces

K(g[−1],P) →֒ K(IB,P) � CoDerdgΛ(B,C)

K(g[−1],P1) →֒ K(IB,P1) � ĈoDerdgΛ(B,C)

induced by the canonical projection morphism IB → g[−1] in the Chevalley-Eilenberg complex B = C(g).

Proof. We merely use that the canonical projection morphism C(g) → g[−1] defines a morphism of dg bicomod-

ules over the cooperad Comc and the functoriality properties of the construction of the deformation complexes with

coefficients in bicomodules. �

Part 2. The homotopy theory of Hopf cooperads and mapping spaces

We prove in this part that the biderivation complexes of dg Hopf cooperads studied in the previous section can be

used to determine the homotopy of mapping spaces of dg Hopf cooperads. To be explicit, we establish that the nerve

of these dg Lie algebras of biderivations are weakly equivalent, as simplicial sets, to the mapping spaces which we

associate to our dg Hopf cooperads. We apply this statement to certain models of En-operads in the category of dg

Hopf cooperads in order to get the result of Theorem 11.

We mentioned in the introduction of this paper that the category of dg Hopf cooperads defines a model for the

rational homotopy of operads in simplicial sets. We can therefore use our constructions of mapping spaces on the

category dg Hopf cooperads to compute mapping spaces associated to the rationalization of the little discs operads in

the category of topological spaces. We give brief recollections on this subject in the first section of this part. We also

recall the definition of the model structure on the category of dg Hopf cooperads that we use in our constructions.

To be precise, we still deal with dg Hopf Λ-cooperads in order to get a model for the rational homotopy of operads

in topological spaces (simplicial sets) satisfying P(0) = ∗. We therefore review the definition of the model structure

that we associate to this category of dg Hopf cooperads.

In the second section of this part, we explain an explicit construction of fibrant resolutions and of a simplicial

framing functor on the category of dg Hopf Λ-cooperads. We use these constructions to get an explicit definition

of mapping spaces of dg Hopf Λ-cooperads and, eventually, to define the weak-equivalence between these mapping

spaces and the nerve of the dg Lie algebras of biderivations. We establish this result in the third section.

4. Recollections on the rational homotopy theory of operads

The rational homotopy theory of operads has been studied by the first author in the book [20]. We will mostly follow

the conventions of this reference unless otherwise noted. For the convenience of the reader, we summarize the results

of this paper that we use in the sequel. To be specific, we recall the definition of the model structure on the category

of Λ-operads in topological spaces (respectively, in simplicial sets), we recall the definition of the model structure on

the category of dg Hopf Λ-cooperads, and we review criteria for the (co)fibrancy of objects and morphisms in these

categories.
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We want to emphasize that the homotopy theory of [20] is developed for a subcategory of the category of Hopf

Λ-cooperads considered in the previous part. To be explicit, we first consider the category dg∗Opc
01 (respectively,

dg∗HopfOpc
01 formed by the dg cooperads (respectively, the dg Hopf cooperads) C

• which are defined in the category of non-negatively cochain graded dg vector spaces dg∗Vect (as opposed to

the category of general dg vector spaces dgVect that we consider in the previous part)

• and which satisfy the conditions C(0) = 0, C(1) = K (whereas we only assume C(0) = 0 in the previous part).

Then we consider the category dg∗ΛOpc
01 (respectively, dg∗HopfΛOpc

01 formed by the dg Λ-cooperads (respectively,

the dg Hopf Λ-cooperads) that satisfy the same conditions. Recall that any dg Λ-cooperad is equipped with a coaug-

mentation over the commutative cooperad, but we do not mention this extra structure for simplicity. We therefore

shorten the notation of the category of coaugmented dg Λ-cooperads by dg∗ΛOpc
01 = Comc/dg∗ΛOpc

01. Recall also

that, in the case of a Hopf Λ-cooperadA, this coaugmentation is defined by the unit morphism η : K → A(r) of the

commutative algebraA(r) in each arity r > 0.

In the sequel, we have to be careful that we only apply the statements of this section to cooperads that satisfy

the above assumptions. In fact, this technical complication makes a detour necessary when we prove that the dg Lie

algebra of biderivations associated to our dg Hopf cooperad models of En-operads reduce to the graph complexes

considered in the introduction.

In addition to the above categories of cooperads (respectively, of Hopf cooperads), we consider the category

dg∗ΣSeqc
>1 (respectively, dg∗HopfΣSeqc

01) formed by the Σ-collections (respectively, the Hopf Σ-collections) in

dg∗Vect such that M(0) = M(1) = 0, and the category dg∗ΛSeqc
>1 (respectively, dg∗HopfΛSeqc

01) formed by the

(covariant)Λ-collections in dg∗Vect that satisfy the same conditionsM(0) =M(1) = 0. Recall that we use the phrase

“Hopf Σ-collection” to refer to a Σ-collection in a category of unital commutative algebras in a base category, and we

similarly use the phrase “Hopf Λ-collection” for a Λ-collection in unital commutative algebras.

For our purposes, we also consider the undercategory Comc/dg∗ΛSeqc
>1 whose objects are the (covariant) Λ-

collections M ∈ dg∗ΛSeqc
>1 equipped with a coaugmentation η : Comc → M over the coaugmentation coideal

of the commutative cooperad Comc. In the case of Hopf Λ-collections, we have an identity dg∗HopfΛSeqc
>1 =

Comc/dg∗HopfΛSeqc
>1, because any objectA ∈ dg∗HopfΛSeqc

>1 inherits a canonical coaugmentation η : Comc → A

which is defined by the unit morphism η : K → A(r) of the commutative algebra A(r) in each arity r > 0 (as in the

Hopf cooperad case). The cofree cooperad functor F c : M 7→ F c(M) defines a right adjoint of the coaugmentation

coideal functor U : dg∗Opc
01 → dg∗ΣSeqc

>1 which carries any cooperad C in the category dg∗Opc
01 to the collec-

tion C such that C(0) = C(1) = 0 and C(r) = C(r) for r > 1. This adjunction U : dg∗Opc
01 ⇆ dg∗Seqc

>1 : F c

lifts to and adjunction U : dg∗HopfOpc
01 ⇆ dg∗HopfΣSeqc

>1 : F c between the category of Hopf cooperad in

dg∗Vect and the category of Hopf Σ-collections. The cofree cooperad functor F c : M 7→ F c(M) also lifts to

the category of Λ-cooperads so that we get adjunction relations U : dg∗ΛOpc
01 ⇆ Comc/dg∗ΛSeqc

>1 : F c and

U : dg∗HopfΛOpc
01 ⇆ dg∗HopfΛSeqc

>1 : F c when we pass to this setting.

The following statement summarizes the model category constructions of [20] that we use in this part.

Theorem 4.1 ([20, Chapters II.9, II.11], see also [22, section 0] for an overview). The category of Σ-collections

dg∗ΣSeqc
>1 (respectively, of Λ-collections dg∗ΛSeqc

>1) is equipped with a model structure such that:

• the weak-equivalences are the morphisms φ : M
∼
→ N that form a weak-equivalence of dg vector spaces (a

quasi-isomorphism) in each arity φ :M(r)
∼
→ N(r),

• the fibrations are the morphisms that are surjective in all degrees,

• and the cofibrations are characterized by the left lifting property with respect to the class of acyclic fibrations

of this model structure.

The category of cooperads dg∗ΣOpc
01 is equipped with a model structure such that:

• the weak-equivalences are the morphisms φ : C
∼
→ D that form a weak-equivalence of dg vector spaces (a

quasi-isomorphism) in each arity φ : C(r)
∼
→ D(r),

• the cofibrations are the morphisms whose image under the coaugmentation coideal functor U : C 7→ C defines

a cofibration in the category of Σ-collections dg∗ΣSeqc
>1

• and the fibrations are characterized by the right lifting property with respect to the class of acyclic cofibrations

of this model structure.

The category of Λ-cooperads dg∗ΛOpc
01 is equipped with a model structure such that:
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• the weak-equivalences are the morphisms φ : C
∼
→ D that form a weak-equivalence of dg vector spaces (a

quasi-isomorphism) in each arity φ : C(r)
∼
→ D(r),

• the fibrations are the morphisms that form a fibration in the undercategory Comc/dg∗Opc
01 formed by the

category of ordinary cooperads equipped with a coaugmentation over the commutative cooperad,

• and the cofibrations are characterized by the right lifting property with respect to the class of acyclic fibrations

of this model structure.

The category of Hopf cooperads dg∗HopfΣOpc
01 (respectively, of Hopf Λ-cooperads dg∗HopfΛOpc

01) is equipped

with model structures such that:

• the weak-equivalences are the morphisms φ : C
∼
→ D that form a weak-equivalence of dg vector spaces (a

quasi-isomorphism) in each arity φ : C(r)
∼
→ D(r),

• the fibrations are the morphisms that form a fibration in the category of cooperads dg∗ΣOpc
01 (respectively, of

Λ-cooperads dg∗ΛOpc
01) when we forget about Hopf structures,

• and the cofibrations are characterized by the left lifting property with respect to the class of acyclic fibrations

of this model structure. �

Remark 4.2. In fact, we may see that a morphism defines a cofibration in the category of Σ-collections if and only

if this morphism is injective in positive degrees (as soon as we assume that the ground ring is a field of characteristic

zero).

Recall also that we use the notationΛ⊗Σ− for the usual Kan extension functor from the category of Σ-collections to

the category of Λ-collections. From the definition of our model structures, we easily deduce that the obvious forgetful

functor and this Kan extension functor define a Quillen adjunction Λ ⊗Σ − : dg∗ΣSeqc
>1 ⇆ dg∗ΛSeqc

>1 : Forgetful

between the model category of dg Σ-collections dg∗ΣSeqc
>1 and the model category of dg Λ-collections dg∗ΣSeqc

>1.

Furthermore, we can lift the Kan extension functor to the category of dg cooperads (respectively, of dg Hopf cooperads)

to get a counterpart of this Quillen adjunction at the dg cooperad (respectively, dg Hopf cooperad) level.

The obvious forgetful functor from the category of dg Hopf cooperads to the category of dg cooperads also admits

a left adjoint, defined by an appropriate application on the classical symmetric algebra functor on dg vector spaces.

The definition of our model structure on dg Hopf cooperads implies that these functors define a Quillen adjunction

too, and we have a similar result for the model category of dg Hopf Λ-cooperads. We refer to [20, Chapters II.9, II.11]

and to the overview of [22, section 0] cited in our theorem for more details on these statements.

In what follows, we also use the following fibrancy criteria:

Proposition 4.3 (see [20, Proposition II.9.2.9]). If a dg HopfΛ-cooperadC ∈ dg∗HopfΛOpc
01 is cofree as an ordinary

graded cooperad (explicitly, if we have C◦ = F c(M) for some Σ-collectionM ∈ grΣSeqc
>1 when we forget about the

Hopf structure, the Λ-structure, and the differential), then C is fibrant as an object of the model category of dg Hopf

Λ-cooperads dg∗HopfΛOpc
01.

Proof. This result is proved for objects of the category of dg cooperads dg∗Opc
01 in the cited reference, but C is fibrant

in the model category of dg Hopf Λ-cooperads dg∗HopfΛOpc
01 as soon as this object is fibrant in the model category

of dg cooperads dg∗Opc
01 by definition of our model structure. The conclusion of the proposition follows. �

Proposition 4.4 (see [20, Proposition II.9.2.10]). Let ψ : C → D be a morphism of dg Hopf Λ-cooperads. We

assume that we have an identity C◦ = F c(M) (respectively, D◦ = F c(N)) for some collection M ∈ grΣSeqc
>1

(respectively,M ∈ grΣSeqc
>1) when we forget about the Hopf structure, the Λ-cooperad structure and the differential

as in Proposition 4.3. We also assume that ψ = ψ f is given by the image of a morphism of Σ-collections f :M→ N

under the cofree cooperad functor F c(−) when we forget about the Hopf structure, the Λ-cooperad structure and the

differential and that this morphism f is surjective in each arity and in every degree. Then ψ is a fibration in the model

category of dg Hopf Λ-cooperads dg∗HopfΛOpc
01.

Proof. This result is, like the previous statement, proved for morphisms of the category of dg cooperads dg∗Opc
01 in

the cited reference. Nevertheless, we can again use that ψ defines a fibration in the model category of dg Hopf Λ-

cooperads dg∗HopfΛOpc
01 as soon as this morphism defines a fibration in the model category of dg cooperads dg∗Opc

01

to get our conclusion. �

In parallel to the category of dg Hopf Λ-cooperads, we consider the category TopΛOp∅∗ (respectively, sΛOp∅∗ =

s SetΛOp∅∗) formed by the Λ-operads in topological spaces (respectively, in simplicial sets) P such that P(0) = ∅,
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P(1) = ∗. The general correspondence of Section 0.4 between the structure of a Λ-operad and the structure of an

operad equipped with a distinguished element in arity zero gives an isomorphism between this category of reduced

Λ-operads TopΛOp∅∗ (respectively, sΛOp∅∗) and the category formed by the operads in the ordinary sense that satisfy

P(0) = P(1) = ∗. The categories TopΛOp∅∗ and sΛOp∅∗ inherit Quillen equivalent model structures, with the Quillen

equivalence | − | : sΛOp∅∗ ⇆ TopΛOp∅∗ : S • induced by the geometric realization functor | − | : K 7→ |K| on the

category of simplicial sets sSet and the singular complex functor S •(X) = MorTop(∆•, X) on the category of topological

spaces Top. Hence, we can equivalently work in the category of topological spaces and in the category of simplicial

sets for the homotopy theory of operads.

We go back to the definition of this model category of Λ-operads in topological spaces (respectively, in simplicial

sets) in Part 4. We mainly deal with algebraic models of operads that we form in the category of dg Hopf Λ-cooperads

for the moment. Recall simply that we equip our model category of Λ-operads in topological spaces (respectively, in

simplicial sets) with the obvious class of weak-equivalences φ : P
∼
→ Q, consisting of the morphisms of operads that

define a weak-equivalence of topological spaces (respectively, of simplicial sets) φ : P(r)
∼
→ Q(r) in each arity r > 0.

We then have the following statement:

Theorem 4.5 ([20, Chapter II.12]). We have a Quillen adjunction G• : dg∗HopfΛOpc
01 ⇆ sΛOp

op
∅∗ : Ω♯ between

the model category of dg Hopf Λ-cooperads dg∗HopfΛOpc
01 and the model category of Λ-operads in simplicial sets

sΛOp∅∗. Let LG• (respectively, RΩ♯) denotes the left (respectively, right) derived functor of LG• (respectively, RΩ♯).

Let P ∈ sΛOp
op
∅∗. The object PQ := LG•RΩ♯P forms an operad in simplicial sets whose components PQ(r) are

equivalent to the Sullivan rationalizationP(r)Q of the spacesP(r) in the homotopy category of simplicial sets provided

that each of these spaces has a rational cohomology H(P(r),Q) which forms a finitely generated Q vector space in

each degree. �

Recall that the little discs operads Dn do not reduce to a point in arity 1. Nevertheless, we have models of En-

operads in topological spaces that fulfill this property (this is the case of the Fulton-MacPherson operads for instance).

For our purpose, we consider a cofibrant model of En-operad in the category of Λ-operads in simplicial sets En, by

using our Quillen equivalence between topological operads and simplicial operads. Then we can take the image of

this operad En under the functorΩ♯ : sΛOp∅∗ → dg∗HopfΛOpc
01 to define our model of the class of En-operads in the

category of dg Hopf Λ-cooperads. To be explicit, we set Ec
n = Ω♯(En), for each n ≤ 1.

Now, the formality of the En-operads implies that this object Ec
n is weakly-equivalent to the dual cooperad of the

associative operad ec
1
= Assocc in the case n = 1, and to the dual cooperad of the n-Poisson operad ec

n = Poisc
n when

n ≥ 2. Hence, we can use these objects ec
n instead of Ec

n = Ω♯(En) as our working models for the class of En-operads

in the category of dg Hopf Λ-cooperads.

For our purpose, we also recall the following statement from [20].

Theorem 4.6 ([20, Theorem II.14.1.7 and Proposition II.14.1.15]). Let ∗pn be the cooperad in graded Lie coalgebras

formed by the dual Lie coalgebras of the graded Drinfeld-Kohno Lie algebras

pn(r) = L(ti j = (−1)nt ji, 1 ≤ i < j ≤ r)/〈[ti j, tkl], [ti j, tik + t jk]〉,

where we have a generating element ti j of lower degree n − 2, associated to each pair 1 ≤ i < j ≤ r. The Chevalley-

Eilenberg cochain complex of this cooperad C(∗pn) defines a cofibrant resolution of the object ec
n in the category of dg

Hopf Λ-cooperads, for any n ≥ 2. �

5. Fibrant replacements and simplicial frames for dg Hopf Λ cooperads

In this section, we introduce a fibrant replacement functor in the category of dg Hopf cooperads and in the category

of dg HopfΛ-cooperads. Essentially, our construction is a variant (and a dual) of the construction of cofibrant replace-

ments of operads in monoidal categories described by Berger and Moerdijk in [3]. We revisit this construction which

we need to adapt to the setting of cooperads in unital commutative algebras. We also have to integrate Λ-structures

in the result of the construction when we deal with dg Hopf Λ-cooperads. We devote a preliminary subsection to

the definition of (the dual of) an interval object I on which our construction depends. We address the definition of

the fibrant replacement functor on the category of dg Hopf cooperads afterwards. We also explain the definition of

a simplicial framing functor which extends this fibrant replacement functor on the category of dg Hopf cooperads.

We devote Sections 5.2-5.3 to these constructions. We eventually prove that the fibrant replacement functor and the

simplicial framing functor lift to the category of dg Hopf Λ-cooperads. We address this extension of our constructions

in subsection 5.4.
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5.1. The interval object. Recall that the Berger-Moerdijk construction depends on a choice of a Hopf interval I in

the chosen monoidal category (see [3, Definition 4.1]). We dualize the requirements of this reference. We take for I

the commutative dg algebra of polynomial forms on the unit interval I = K[t, dt] with the de Rham differential. We

have natural algebra maps d0, d1 : I → K by evaluation at the endpoints t = 0 and t = 1 and a coassociative coproduct

m∗ : I → I ⊗ I

given by the pullback of the multiplication map

(21)
m : [0, 1] × [0, 1]→ [0, 1]

(s, t) 7→ 1 − (1 − s)(1 − t) .

The evaluation at the endpoint t = 0 in I defines a counit for this coproduct m∗. The evaluation at the other endpoint

t = 1 in I fits in the following diagram

I ⊗ I I I ⊗ I

K

I

id⊗evt=1

evt=1

m∗m∗

evt=1⊗id
,

so that the (dual of the) conditions of [3, Definition 4.1], required for the Berger-Moerdijk construction, are satisfied.

5.2. A fibrant resolution for dg Hopf cooperads. Let C be a dg Hopf cooperad such that C(0) = 0, C(1) = K 11. We

do not assume that C is equipped with a Λ-structure for the moment. We construct a dg Hopf cooperad WC together

with a quasi-isomorphism C
≃
−→ WC such that WC is cofree as a graded cooperad. We actually prove that WC is the

bar construction of an augmented dg operad. If we informally regard C as the “cooperad of differential forms” on a

topological operad P, then WC models the “differential forms” on the Boardman-Vogt W-construction of P, hence

the notation WC. We explain the definition of this dg Hopf cooperad WC in the next paragraph and we establish its

properties afterwards.

Construction 5.1. Let S be any finite set. Recall that TS is the set of trees with |S | leafs, labelled (uniquely) by the

elements of S .

For such a tree T , and for a Σ-collectionM, we form the treewise tensor product

M(T ) :=
⊗

v∈VT

M(star(v)),

where v runs over the set of vertices VT of the tree T and star(v) denotes the set of ingoing edges of any such vertex

v in T . These treewise tensor products are the same as the objects, formerly denoted by F c
T

(M), that occur in the

expansion of the cofree cooperad F c(M).

For technical reasons, we also consider the set T′
S
⊂ TS formed by those trees whose vertices have at least two

ingoing edges. We consider the category of trees TS which has obTS = T′
S

as object set and whose morphisms

are generated by the edge contractions together with the isomorphisms of trees that respect the leaf labelling (see

[20, Sections B.0, C.0]).

Recall that we use the notation C for the coaugmentation coideal of our dg cooperadC which, under the assumption

C(0) = 0, C(1) = K, is given by C(0) = C(1) = 0 and C(r) = C(r) for r ≥ 2. We have C(T ) = C(T ) when T ∈ T′
S

.

Note that we have C(T ) ∈ dgCom, where dgCom denotes the category of unital commutative dg algebras, since

we assume that C is a dg Hopf cooperad. The mapping T 7→ C(T ) = C(T ) extends to a contravariant functor

C : T
op

S
→ dgCom. The morphism C(T/e) → C(T ) associated to an edge contraction T → T/e is defined by the

performance of the composition coproduct ∆e : C(star(v)) → C(star(v′)) ⊗ C(star(v′′)) where v′ (respectively, v′′) is

the source (respectively, the target) of the edge e in T and v is the vertex of the tree T/e which we obtain by merging

these vertices in our edge contraction process (see [20, Paragraph C.1.6]).

Besides this functor T 7→ C(T ), we consider the covariant functor E : TS → dgCom such that

E(T ) := ⊗e∈ET Ie

11Recall that such a cooperad is automatically conilpotent.
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for each tree T ∈ T′
S

, where we take a tensor product over the set ET of internal edges of T of copies of the Hopf

interval of the previous subsection Ie = K[t, dt]. (We say that an edge is internal when this edge connects two vertices.)

The isomorphisms of trees act by the obvious renaming operation of the edges on the indexing sets of these tensor

products. The morphism E(T )→ E(T/e) associated to an edge contraction T → T/e is defined by the performance of

the evaluation morphism evt=0 : I → K on the factor Ie = I associated to the edge e ∈ ET in the tensor product E(T ).

Now, we define the dg Hopf Σ-collection underlying our (desired) dg Hopf cooperad WC as the following end in the

category of commutative dg algebras:

WC(S ) =

∫

T∈TS

C(T ) ⊗ E(T ) =

∫

T∈TS

C(T ) ⊗ E(T ).

Note that for S = {∗} a one-point set, the category TS is empty and we obtain WC(S ) = K. We may also note that the

automorphism group of every object is trivial in this category TS . We could accordingly replace TS by an equivalent

category with no isomorphism in this end construction, by picking a representative of every isomorphism class of tree

in TS , but we do not really need this more rigid construction, and we therefore do not make such a choice.

The elements of WC(S ) can be identified with functions ξ : T 7→ ξ(T ) that assign to each tree T ∈ T′
S

a “decoration”

ξ(T ) in the commutative dg algebra C(T )⊗E(T ). Intuitively, we assume that each vertex is decorated by an element of

C, and each edge by a polynomial differential form on the unit interval. Then -implicitly in the above end construction-

we require that the following properties hold.

• (Equivariance Condition) The function ξ is invariant under isomorphisms of trees in the obvious sense.

• (Contraction Condition) Let e ∈ ET be an internal edge in a tree T . Let v′ (respectively, v′′) be the source

(respectively, the target) of this edge e in T . Let v be the vertex of the tree T/e which we obtain by merging

these vertices in our edge contraction process. Then the values of ξ on T and T/e are related by the formula

∆eξ(T/e) = eve
t=0ξ(T ),

where we use the notation ∆e to denote the composition coproduct applied to the decoration of the vertex v in

ξ(T/e) ∈ C(T/e), and eve
t=0

is the evaluation at t = 0, applied to the decoration of the edge e in ξ(T ) ∈ C(T ).

The differential on WC is the one induced by the differentials on C and I. The commutative algebra structure is given

by the pointwise multiplication of the functions ξ : T 7→ ξ(T ) in the commutative dg algebras C(T ) ⊗ E(T ).

We now describe the cooperadic composition coproducts on our object WC. We aim to define a map

(22) ∆∗ : WC(S )→ WC(S ′ ⊔ {∗}) ⊗WC(S ′′),

for each decomposition S = S ′ ⊔ S ′′ of a set S . We use that the set of isomorphism classes of the category T′
S

is

finite for each set S . We deduce from this observation that the target of our composition coproduct (22) is spanned by

functions defined on pairs of trees (T ′, T ′′) ∈ T′
S ′⊔{∗}

× T ′′ ∈ T′
S ′′

and which satisfy our conditions with respect to both

variables T ′ and T ′′. Let ξ ∈ WC(S ). We set

(∆∗ξ)(T
′, T ′′) = ev

e∗
t=1
ξ(T ′ ◦∗ T ′′),

for each pair of trees (T ′, T ′′), where T = T ′ ◦∗ T ′′ is the tree obtained by grafting the root of T ′′ to the leaf of

T ′ indexed by the composition mark ∗, and we take the evaluation at t = 1 of the decoration of the internal edge

e∗ ∈ ET produced by this grafting process in the tensor ξ(T ) = ξ(T ′ ◦∗ T ′′). We readily check that this composition

coproduct is well-defined. We immediately get that these composition coproducts fulfill the equivariance, counit and

coassociativity relations of cooperads too.

We have a canonical morphism of dg Hopf cooperads ρ : C → WC which carries any element c ∈ C(S ) to the

function such that ρ(c)(T ) = ∆T (c) ⊗ 1⊗ET , where, for each T ∈ T′
S

, we consider the image of c under the reduced

treewise coproduct of our cooperad ∆T : C(S ) → C(T ) and we take the constant decoration le ≡ 1 of the edges of our

tree e ∈ ET in I.

Proposition 5.2. The above morphism ρ : C → WC is a quasi-isomorphism of dg Hopf cooperads.

Proof. We use the splitting

I = K[t, dt] � K1 ⊕ I′,

where I′ ⊂ I is the acyclic dg vector space formed by the polynomial differential forms that vanish at t = 0. We have

⊗e∈ET Ie � ⊕E′⊂ET (⊗e∈E′ I
′
e),
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for each tree T ∈ T′
S

, where the direct sum on the right-hand side runs over the subsets E′ ⊂ ET of the set of internal

edges of our tree ET , and we consider for anu such E′ a tensor product of copies of the above acyclic dg vector space

I′e = I′. We use this splitting to produce a decomposition ξ(T ) =
∑

E′⊂ET ξ̃(T )E′ , with ξ̃(T )E′ ∈ C(T ) ⊗ (⊗e∈E′ I
′
e), for

any term ξ(T ) ∈ C(T )⊗E(T ) of a function ξ : T 7→ ξ(T ) that represents an element of our end WC in our construction.

We can associate any subset E′ ⊂ ET as above to a tree morphism T → T ′, where T ′ is formed by contracting

the edges ξ ∈ ET \ E′ in the tree T . We then have E′ = ET ′. We use that eve
t=0

is the identity on K1 ⊂ Ie and

vanishes on I′e. We deduce from this observation and the equalizer relations in our construction of WC that the term

ξ̃(T )ET ′ ∈ C(T ) ⊗ (⊗e∈ET ′ I
′
e) in the decomposition of ξ(T ) is equal to the image of ξ̃(T ′)ET ′ ∈ C(T ′) ⊗ (⊗e∈ET ′ I

′
e) under

the morphism C(T ′) ⊗ (⊗e∈ET ′ I
′
e) → C(T ) ⊗ (⊗e∈ET ′ I

′
e) which we deduce from the functoriality of the tensor products

C(T ) with respect to tree morphisms. We easily check that we can retrieve a well-defined element of WC(T ) from a

collection of elements ξ̃(T )ET ′ , T ∈ T′
S

, by using this correspondence. We accordingly have an isomorphism of dg

vector spaces

WC(S ) �
∏

[T ]

C(T ) ⊗ (⊗e∈ET I′e),

where the product on the right-hand side runs over a set of representatives of isomorphism classes of trees T ∈ T′
S

(recall that the automorphism group of every object is trivial in our category of trees equipped with a fixed leaf labelling

TS ).

The acyclicity of the dg vector space I′e implies that the factors of this cartesian product are acyclic for all trees T

such that ET , ∅. The relation ET = ∅ implies that T is a corolla (a tree with a single vertex), and we have in this case

C(T ) = C(S ). The canonical map ρ : C → WC is given by the identity on this factor C(T ) = C(S ). The conclusion

follows. �

Lemma 5.3. The object WC is cofree as a graded cooperad. We explicitly have WC◦ � F c(W̊C[1]) for some graded

Σ-collection W̊C[1], which explicitly consists of the elements ξ ∈ WC(S ) whose reduced composition coproducts

vanish in WC.

Proof. By the construction of the composition coproducts of the cooperad, we have ξ ∈ W̊C[1](S ) if and only if for

every tree T ∈ T′
S

and for every edge e ∈ ET , we have eve
t=1
ξ(T ) = 0. Hence, the decoration that ξ assigns to a tree

T must be so that the edge decoration belong to the subspace I′′ ⊂ I of differential forms that vanish at the endpoint

t = 1. Let E′′(T ) = ⊗e∈ET I′′e be the tensor product of copies of this subspace I′′e = I′′ inside E(T ) = ⊗e∈ET Ie. We

accordingly have the end formula

W̊C(S ) =

∫

T∈TS

C(T ) ⊗ E′′(T )[1],

for every indexing set such that |S | ≥ 2, where we use that the graded vector spaces E′′(T ) ⊂ E(T ) are preserved by

the action of the category TS on the objects E(T ).

We consider the map π′′ : I → I′′ which carries any polynomial p(t, dt) ∈ I = K[t, dt] to the polynomial π′′(p) =

p̃(t, dt) such that p̃(t, dt) = p(t, dt)− tp(1, 0). We clearly have evt=0 p̃(t, dt) = evt=0 p(t, dt). We deduce from this relation

that the morphism π′′∗ : E(T )→ E′′(T ) induced by this projection map intertwines the action of the edge contractions

T → T/e on our objects. We accordingly have a natural retraction

π : WC → W̊C[1]

of the embedding W̊C[1] ⊂ WC induced by these morphisms π′′∗ : E(T )→ E′′(T ) on our end.

We form the morphism of graded cooperads ψ : WC → F c(W̊C[1]) induced by this morphism of graded Σ-

collections π : WC → W̊C[1]. The collection W̊C[1] inside WC is defined as a cooperadic analogue of the vector

space of primitive elements in a coalgebra. The injectivity of our morphism ψ : WC → F c(W̊C[1]) on these primitives

implies that ψ is injective itself for general reasons. We are therefore left to proving that ψ is surjective.

We fix a tree T ′ ∈ T′
S

and an element ξ in the summand F c
T ′

(W̊C[1]) shaped on this tree T ′ in the cofree cooperad

F c(W̊C[1]). We can regard ξ as a collection of tensors ξ(T ) =
∑

k(⊗u∈VT ′ξ
k
u(Tu)), indexed by tree morphisms f :

T → T ′, where Tu is the subtree of T defined by the preimage of the vertex u ∈ VT ′ under our map f : T → T ′

(see [20, Proposition B.0.3 and Paragraph C.0.8]), and we assume ξk
u(Tu) ∈ C(Tu) ⊗ E′′(Tu). We also require that ξ(T )

fulfills the defining relations of our end factor-wise in this tensor product over VT ′.

We use that, for any tree T ∈ T′
S

, we have at most one morphism f : T → T ′ as above, with the tree T ′ as target

(see [20, Theorem B.0.6]). In this case, for an edge e ∈ ET , we have either e ∈ Tu, for some vertex u ∈ VT , or e

represents the preimage of an edge e′ ∈ ET ′ under our map f : T → T ′. We consider the function ξ̃ : T 7→ ξ̃(T ) such
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that ξ̃(T ) = 0 if a morphism f : T → T ′ does not exist, and ξ̃(T ) = ξ(T ) ⊗ (⊗e∈ f−1(ET ′ )t) otherwise, where we complete

the edge decoration of the tensors ξk
u(Tu) ∈ C(Tu) ⊗ E′′(Tu) by taking the polynomials pe(t, dt) = t, for these edges

e ∈ f −1(ET ′) that correspond to the preimage of an edge e′ ∈ ET ′ under our map f : T → T ′. We easily check that

this function ξ̃ : T 7→ ξ̃(T ) gives a well-defined element of WC and we moreover have the identity ψ(ξ̃) = ξ in the

cofree cooperad F c(W̊C[1]).

We conclude that our morphism ψ : WC → F c(W̊C[1]) is also surjective in addition to being injective, and hence,

defines an isomorphism as requested. �

We now claim that the collection W̊C1, which we obtain by adding a unit term W̊C1(1) = K1 to W̊C, forms an

augmented operad. We focus on the definition of the reduced operadic composition operations

◦∗ : W̊C(S ⊔ {∗}) ⊗ W̊C(S ′)→ W̊C(S ⊔ S ′),

since the composition products with the unit term W̊C1(1) = K are forced by the unit axioms. We use that a tree

T ∈ TS⊔S ′ admits at most one decomposition T � T ′ ◦∗ T ′′, where T ′ ∈ TS ′⊔{∗}, T ′′ ∈ TS ′′ , and we again consider

the operation of grafting the root of T ′′ to the leaf of T ′ indexed by the composition mark ∗. We say that the tree T

is decomposable if such a decomposition exists. We fix ξ′ ∈ W̊C(S ′ ⊔ {∗}) and ξ′′ ∈ W̊C(S ′′). We define ξ′ ◦∗ ξ
′′ ∈

W̊C(S ⊔ S ′) by the formula

(ξ′ ◦∗ ξ
′′)(T ) =


(−1)|ξ

′|+1ξ′(T ′) ⊗ (dt)e∗ ⊗ ξ
′′(T ′′), if T is decomposable,

0, otherwise,

for each tree T ∈ TS⊔S ′ , where we assign the polynomial pe∗(t, dt) = dt to the edge e∗ that we produce by grafting

the root of T ′′ to the leaf of T ′ indexed by ∗ in the tree T . We just use that ξ′(T ′) (respectively, ξ′′(T ′′)) provides a

decoration of the vertices and edges of T ′ (respectively, T ′′). We put the edge labelling and these decorations together

to get (ξ′ ◦∗ ξ
′′)(T ). We readily check that this construction returns a well-defined element of W̊C(S ⊔ S ′). We also

readily check that these composition products satisfy the axioms of operads.

We then have the following strengthening of Lemma 5.3.

Lemma 5.4. We have an isomorphism of dg cooperads

WC � B(W̊C1),

where we consider the bar construction of the operad W̊C1 on the right hand side.

Proof. We use the isomorphism ψ : WC◦
�

→ F c(W̊C[1]) of the proof of Lemma 5.3. We mainly check that this

isomorphism carries the differential of the dg cooperad to the differential of the bar construction B(W̊C1). We are left

to proving this relation on the cogenerating collection W̊C[1] of the cofree cooperad B(W̊C1)◦ = F c(W̊C[1]). We then

consider the morphism π : WC◦ → W̊C[1] which we define by applying the map π′′(p(t, dt)) = p(t, dt) − tp(1, 0) to

the edge decoration of any element ξ ∈ WC(S ) in the proof of Lemma 5.3. We get that, in terms of this map π, our

identity of differentials is equivalent to the relation

(23) dπ(ξ) = π(dξ) + ±
∑

(ξ)

π(ξ′) ◦∗ π(ξ′′),

for any ξ ∈ WC(S ), where we use Sweedler’s notation to depict the composition coproducts of ξ in WC. We have

(24) dπ′′(p) = d(p(t, dt) − tp(1, 0)) = dp(t, dt) − p(1, 0)dt and π′′(dp(t, dt)) = dp(t, dt),

for any p = p(t, dt) ∈ I. We easily check that the term with an edge decoration p(1, 0)dt produced by such a

differential dπ′′(p) of an edge labeling in the expansion of dπ(ξ) corresponds to a term of a composition product∑
(ξ) π(ξ′) ◦∗ π(ξ′′), since the composition coproducts ∆∗(ξ) involves the substitution operation eve

t=1
(p(t, dt)) = p(1, 0)

of such edge labelling, and the composition product ◦∗ insert a factor dt at the same position. We readily get that the

remaining terms of the expansion of dπ(ξ) corresponds to terms of π(dξ) too. The conclusion follows. �

Remark 5.5. We can deduce from our statements that we have a canonical quasi-isomorphism of dg operads

Ω(C)
∼
→ Ω(WC) � Ω(B(W̊C1))

∼
→ W̊C1,

where we take the image of the quasi-isomorphism C
∼
→ WC of Proposition 5.2 under the cobar functor to get the first

arrow of this composition, and the counit of the bar-cobar adjunction to get the last arrow.
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5.3. A simplicial frame for dg Hopf cooperads. We now explain the definition of a simplicial frame WC∆
•

of the

object WC in the category of dg Hopf cooperads.

Construction 5.6. To carry out this construction, we consider an extension of the functor E : T 7→ E(T ) of the

previous section. To be explicit, for each n ∈ N, and for each finite set S , we consider the functor

E∆
n

: TS → dgCom

such that

E∆
n

(T ) = (⊗e∈ET Ie) ⊗ (⊗v∈VT APL(∆n)v),

for each tree T ∈ T′
S

, where APL(∆n)v = APL(∆n) is a copy of the commutative dg algebra of polynomial differential

forms on the n-simplex ∆n which we assign to each vertex v ∈ VT . We consider the obvious action of isomorphisms of

trees on this collection. We assume that the morphism E∆
n

(T )→ E∆
n

(T/e) associated to an edge contraction T → T/e
is induced by the evaluation map evt=0 : Ie → K on the factor Ie = I associated to our edge, and by the multiplication

operation mv′v′′ : APL(∆n)v′ ⊗ APL(∆n)v′′ → APL(∆n)v on the factors APL(∆n)v′ and APL(∆n)v′′ associated to the target v′

and to the source v′′ of this edge e in T , where v is the vertex of T/e produced by the merging of v′ and v′′ in the result

of the edge contraction operation.

We immediately see that these functors E∆
n

: T 7→ E∆
n

(T ), n ∈ N, inherit the simplicial structure operators from

the commutative dg algebras of polynomial differential forms APL(∆n), n ∈ N. We then define the simplicial dg Hopf

collection WC∆
•

by the end

WC∆
•

(S ) =

∫

T∈TS

C(T ) ⊗ E∆
•

(T ),

for each finite set S .

The elements of this end can still be identified with functions ξ : T 7→ ξ(T ) that assign to each tree T ∈ T′
S

a

“decoration” ξ(T ) in the commutative dg algebra C(T ) ⊗ E∆
•

(T ). Intuitively, we assume that each vertex is decorated

by an element of C ⊗ APL(∆n), and each edge by a polynomial differential form on the unit interval. Then we also

require that the following properties hold.

• (Equivariance Condition) The function ξ is invariant under isomorphisms of trees in the obvious sense.

• (Contraction Condition) Let e ∈ ET be an internal edge in a tree T . Let v′ (respectively, v′′) be the source

(respectively, the target) of this edge e in T . Let v be the vertex of the tree T/e which we obtain by merging

these vertices in our edge contraction process. Then the values of ξ on T and T/e are related by the formula

∆eξ(T/e) = (eve
t=0 ⊗ mv′v′′ )ξ(T ),

where we use the notation ∆e to denote the composition coproduct applied to the decoration of the vertex v in

ξ(T/e) ∈ C(T/e), and eve
t=0

is the evaluation at t = 0, applied to the decoration of the edge e in ξ(T ) ∈ C(T ),

while mv′v′′ : APL(∆n)v′ ⊗ APL(∆n)v′′ → APL(∆n)v is the multiplication on the factors APL(∆n)v′ and APL(∆n)v′′

associated to the target v′ and to the source v′′ of this edge e in T , as in our previous definition.

The differential on WC∆
•

is induced by the differentials of C, I, and APL(∆•). The commutative algebra structure is

again given by the pointwise multiplication of the functions ξ : T 7→ ξ(T ) in the commutative dg algebras C(T ) ⊗

E∆
n

(T ).

The cooperadic composition coproducts on WC∆
•

is the same as in the case of the dg Hopf cooperad WC in the

previous subsection. Note simply that the definition of these cooperadic composition coproducts only involves the

edge decorations.

We have the following analogues of the results of the previous subsection for WC∆
•

.

Lemma 5.7. Each object WC∆
n

is cofree as a graded cooperad. We explicitly have (WC∆
n

)◦ � F c(W̊C∆
n

[1]) for

some graded Σ-collection W̊C∆
n

[1], which explicitly consists of the elements ξ ∈ WC(S ) whose reduced composition

coproducts vanish in WC∆
n

. Furthermore, the dg collection W̊C∆
n

1
, which we obtain by adding a unit to W̊C∆

n

in arity

one, carries an operad structure, and we have an identity in the category of dg cooperads

WC∆
n

= B(W̊C∆
n

1 ),

where we consider the bar construction of W̊C∆
n

1
on the right hand side.

Proof. The proof is the same as for WC. �
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We may also observe that the simplicial structure operators of the simplicial dg Hopf cooperad WC∆
•

preserve the

cogenerating collection W̊C∆
•

defined in this lemma, and are identified with morphisms of cofree cooperads when we

forget about differentials. We use this observation in the proof of the following lemma.

Lemma 5.8. The restriction morphism i∗ : WC∆
n

→ WC∂∆
n

, where we use the notation WC∂∆
n

for the matching object

of the simplicial dg Hopf cooperad WC∆
•

, is a fibration for all n > 0.

Proof. We refer to [20, Paragraph 3.1.15 and Paragraph 3.2.8] for detailed recollections on the definition of the match-

ing objects associated to a simplicial object in a category and for a detailed analysis of the notion of a matching object

in the context of simplicial frames. We can identify this matching object WC∂∆
n

, which is given by an appropriate

limit in the category of dg Hopf cooperads, with the object that we obtain by replacing the dg algebras APL(∆n) in the

construction of WC∆
n

by the dg algebras of polynomal forms APL(∂∆n) associated to the boundary ∂∆n of the simplex

∆n. We have in particular (WC∂∆
n

)◦ � F c(W̊C∂∆
n

[1]) for an analogous definition of a Σ-collection W̊C∂∆
n

, and the

morphism i∗ : WC∆
n

→ WC∂∆
n

is induced by the restriction map i∗ : APL(∆n)→ APL(∂∆n) at the level of cogenerators.

We deduce from this observation that this morphism i∗ : WC∆
n

→ WC∂∆
n

is defined by a morphism of graded cofree

cooperads which is surjective at the cogenerator level, because the restriction map i∗ : APL(∆n) → APL(∂∆n) has this

property. We then use the result of Proposition 4.4 to get the conclusion of this lemma. �

We have the following additional observation.

Lemma 5.9. The morphism WC = WC∆
0

→ WC∆
n

induced by the simplicial map ǫ : n→ 0 is a quasi-isomorphism.

Proof. The morphism of the lemma is identified with the map WC → WC∆
n

which assigns a constant decoration

1 ∈ APL(∆n) to the vertices of trees in the expression of the elements of WC. Pick some identification APL(∆n) �

K[u1, . . . , un, du1, . . . , dun] and define the total degree of an element of APL(∆n) as the number of variables ui occurring

in the expression of this element. Let ι be the contraction with the Euler vector field, so that for any homogeneous

element α ∈ APL(∆n) we have the relation

(dι + ιd)α = (total degree) · α.

We extend this contraction ι to WC∆
n

as a derivation of the decoration of the vertices ⊗v∈VT APL(∆n)v in the definition

of WC∆
n

(simply note that ι map preserves the defining of our end). We then have the relation

(dι + ιd)ξ = (total degree of forms) · ξ,

for every element ξ ∈ WC∆
n

, where we consider the sum of the total degrees of the form that decorate the vertices in

the expression of ξ. We can identify our map WC → WC∆
n

with the obvious embedding that identifies WC with the

summand of the object WC∆
n

spanned by the elements for which this total degree is zero. We therefore deduce the

result of the lemma from the above homotopy relation. �

We obtain the following concluding statement.

Theorem 5.10. The simplicial dg Hopf operad WC∆
•

is a simplicial frame for WC.

Proof. We just checked that WC∆
•

fulfills the defining properties of a simplicial frame in the previous lemmas. �

5.4. Fibrant resolutions and simplicial frames for dg Hopf Λ-cooperads. We now check that the constructions of

the previous subsection extend to the category of dg Hopf Λ-cooperads. We first have the following statement.

Proposition 5.11. IfC is a reduced dg HopfΛ-cooperad, then the dg Hopf cooperad WC inherits a naturalΛ-structure

such that the morphism

ρ : C → WC

defined in Proposition 5.2 is a quasi-isomorphism of dg Hopf Λ-cooperads.

Proof. We use that a Λ-structure on WC is determined by corestriction operators

ηS : WC(S )→ WC(S ⊔ {∗}),

for any finite set S . In the case |S | = 1, this corestriction operator is identified with the unit morphism ηS : K →

WC(S ⊔ {∗}) of the dg algebra WC(S ⊔ {∗}). We therefore assume |S | ≥ 2 from now on. We fix ξ ∈ WC(S ). We

proceed as follows to define the collection ηS (ξ)(T ), T ∈ T′
S⊔{∗}

, that represent the image of ξ under this map ηS .

For each tree T ∈ TS⊔{∗}, we consider the vertex v ∈ VT connected to the leaf indexed by ∗. We distinguish the

following cases and subcases.
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• If v has at least three ingoing edges, then we consider the tree T ′ which we obtain by removing this leaf

indexed by ∗ from T ′, and we set

ηS (ξ)(T ) = (ηstar(v) ⊗ id ⊗ · · · ⊗ id)(ξ(T ′)),

where we apply the restriction operator ηstar(v) to the decoration of the vertex v in T ′, assuming that we put

this decoration in front of the tensor ξ(T ′).
• If v has two ingoing edges, one which is the leaf e∗ indexed by ∗, and the other one which we denote by e1,

then we consider the tree T ′′ which we obtain by withdrawing both the leaf e∗ and the vertex v from T , and

by gluing e1 onto the outgoing edge e0 of v in T . Let e be the edge of T ′′ that we deduce from this merging

operation.

– If both e0 and e1 form internal edges of T , then we set:

ηS (ξ)(T ) = bv ⊗ m∗eξ(T
′′),

where we take the element bv = b = η(1) ∈ C(2) associated to the unit morphism of our Hopf cooperad

η : Comc → C as a decoration of the vertex v in T , and m∗e denotes the performance of the coproduct

operation m∗e = m∗ : Ie → Ie0
⊗ Ie1

on the factor Ie = I that give the decoration of the edge e in ξ(T ′′).
The latter operation gives the decoration of the edges e0 and e1 in ηS (ξ)(T ).

– If e0 is an internal edge of T , but e1 is a leaf like e∗, then we set:

ηS (ξ)(T ) = bv ⊗ 1e0
⊗ ξ(T ′′),

where we again take the element bv = η(1) ∈ C(2) as a decoration of the vertex v in T , while we insert an

algebra unit 1e0
= 1 ∈ I to get the decoration of the edge e0 associated to our element.

– If e1 is an internal edge, but e0 is the root of T , then we set:

ηS (ξ)(T ) = bv ⊗ 1e1
⊗ ξ(T ′′),

where we still take the element bv = η(1) ∈ C(2) as a decoration of the vertex v in T , but we now take the

algebra unit 1e1
= 1 ∈ I to decorate the edge e1.

Note that the case where both e0 is the root and e1 is an internal edge is excluded since we assume |S | ≥ 2. In fact,

we can reduces the subcases of the second part of this definition to the first subcase by adopting the convention that

the leafs and the root of a tree are decorated by unit elements 1 ∈ I in our description of WC (just observe that our

coproduct satisfies m∗(1) = 1 ⊗ 1 for the algebra unit 1 ∈ I). Besides we can apply this simplification to extend

our construction to the degenerate case |S | = 1. We retrieve that our corestriction operator is identified with the unit

morphism of our algebra in this case.

We check that this construction returns a well-defined element ηS (ξ) of the end WC(S ⊔ {∗}). We fix an internal

edge e′ of the tree T ∈ TS⊔{∗}. Let w′ (respectively, w′′) be the source (respectively, the target) of this edge e′ in T .

Let w be the vertex of T/e′ produced by the merging of w′ and w′′ when we perform the contraction of the edge e′ in

T . We have to check that the performance of the composition coproduct ∆∗ : C(star(w))→ C(star(w′))⊗C(star(w′′))

on the decoration of the vertex w in ηS (ξ(T/e′)) agrees with the result of the evaluation te′ = 0 of the decoration of the

edge e′ in ηS (ξ(T )).

We use the same notation as in our definition of ηS (ξ)(T ) and we still denote by v the target of the leaf indexed

by ∗ in the tree T . If e′ is not incident to v, then ηS (ξ) satisfies the required compatibility relation for this choice of

T and e′, since so does ξ. If e′ is incident to v in T , so that we have either v = w′ or v = w′′, then the requested

compatibility relations reduce to the compatibility relations between the composition coproduct and the corestriction

operators of the Λ-cooperad C. In the degenerate case where v has two ingoing edges, among which one is the leaf ∗,

we additionally use that the evaluation operation evt=0 defines a counit of the coproduct m∗e = m∗ : Ie → Ie0
⊗ Ie1

(see

Section 5.1) to check the coherence of the edge decorations.

We conclude that our mapping ηS : ξ 7→ ηS (ξ) gives a well-defined corestriction operator ηS : WC(S )→ WC(S ⊔

{∗}), which is obviously a morphism of dg algebras by construction. We easily check that this Λ-diagram structure

on WC is also compatible with our cooperad composition coproducts by using the compatibility relations between the

evaluation operations evt=1 and the coproduct m∗ : I → I ⊗ I in our commutative dg algebra (see Section 5.1).

Recall that the morphism ρ : C → WC carries any element c ∈ C(S ) to the function such that ρ(c)(T ) = ∆T (c)⊗1⊗ET ,

where, for each T ∈ T′
S

, we consider the image of c under the reduced treewise coproduct of our cooperad∆T : C(S )→

C(T ). We use the compatibility relation between these reduced treewise coproducts and the corestriction operators,
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and that the unit 1 ∈ I is group-like m∗(1) = 1 ⊗ 1 in I to establish that this map ρ : c 7→ ρ(c) intertwines the action of

the corestriction operators on our objects. This verification finishes the proof of this proposition. �

We can extend the construction of the previous proposition to the simplicial frame WC∆
•

of Section 5.3. We record

this result in the following statement.

Proposition 5.12. If C is a reduced dg Hopf Λ-cooperad, then we also have a natural Λ-structure on the dg Hopf

cooperads WC∆
n

of Section 5.3 so that WC∆
•

defines a simplicial frame for the object WC in the category of dg Hopf

Λ-cooperads.

Proof. We define the corestriction operators ηS : WC∆
n

(S ) → WC∆
n

(S ⊔ {∗}) by the same construction as in the

case of the dg Hopf cooperad WC in the proof of Proposition 5.11. We just take the constant 1 ∈ APL(∆n) to define

the decoration of the vertex v ∈ VT connected to the leaf indexed by the mark ∗ in the degenerate case where this

vertex v has only two ingoing edges in the tree T . We can carry over the verifications of the proof of Proposition

5.11 without change so that this construction returns a well-defined Λ-structure on the dg Hopf cooperads WC∆
n

. We

use that a morphism is a weak-equivalence (respectively, a fibration) in the category of dg Hopf Λ-cooperads if and

only if this morphism defines a weak-equivalence (respectively, a fibration) in the category of dg Hopf cooperads (see

Proposition 4.4) and that this forgetful functor creates limits to conclude that WC∆
•

still forms a simplicial frame of

the object WC in the category of dg Hopf Λ-cooperads. �

Lemma 5.13. The Λ-structure on the dg Hopf cooperad WC (respectively, W̊C∆
n

) is identified with the result of the

construction of a Λ-structure on the bar construction WC = B(W̊C1) (respectively, WC∆
n

= B(W̊C∆
n

1
)) from a BΛ

structure associated to the operad W̊C1 (respectively, W̊C∆
n

1
).

Proof. We equip the collection W̊C with the covariant Λ-diagram structure such that we have a commutative diagram

W̊C(S )[1] W̊C(S ⊔ {∗})[1]

WC(S ) WC(S ⊔ {∗})
ηS

,

for each corestriction operator ηS , where we consider the canonical embedding W̊C[1] ⊂ WC and the projection map

WC → W̊C[1] constructed in the proof of Lemma 5.3. We similarly take the composite

K = Comc(S )
η
→ WC(S )→ W̊C(S )[1],

where we consider the unit morphism of dg algebra WC(S ) for each set of arity |S | ≥ 2, to get a map of Λ-collections

u ∈ HomgrΛ(Comc, W̊C) of degree −1. We just check that the corestriction operators defined in the proof of Propo-

sition 2.4 agree with the result of the construction of (the proof of) Proposition 5.11, when we use the identity

WC◦ = F c(W̊C[1]), and we provide the collection W̊C[1] with this coaugmented Λ-diagram structure. We trivially

get that the coaugmentation η : Comc → WC is identified with the cooperad morphism that lifts our coaugmentation

morphism on the cogenerating collection W̊C[1] too. We can use that the coherence constraints in the definition of a

BΛ structure are equivalent to the compatibility of the Λ-structure of the graded cooperad WC◦ = F c(W̊C[1]) with the

differential of the bar construction to complete our verifications.

We argue similarly when we consider the simplicial dg Hopf cooperad WC∆
•

. We may note that our BΛ structure

is preserved by the simplicial structure of our object in this case. �

6. Mapping spaces through biderivations and the proof of Theorem 11

We now prove the claim of Theorem 11, the weak-equivalence between the nerve of the dg Lie algebra of bideriva-

tions associated to our dg Hopf cooperad models of En-operads and the mapping spaces associated to (the rationaliza-

tion of) these En-operads in the category of simplicial sets. We pick a model En of the operad of little n-discs Dn in

the category of Λ-operads in simplicial sets (thus, a cofibrant model of En-operads in simplicial sets), as we explain in

Section 4. Recall that we define the rationalization of this operad by E
Q
n = LG•RΩ♯En, where we consider the derived

functors of the adjoint Quillen functors G• : dg∗HopfΛOpc
01 ⇆ sΛOp

op
∅∗ : Ω♯ between the model category of dg Hopf

Λ-cooperads dg∗HopfΛOpc
01 and the model category of Λ-operads in simplicial sets sΛOp∅∗. Recall also that we have

a weak-equivalence in the category of dg Hopf cooperads RΩ♯En ≃ ec
n, where we set ec

1
= Assocc and ec

n = Poisc
n for

n ≥ 2 (see Section 4). We then have the following statement.
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Proposition 6.1. We have a weak-equivalence of simplicial sets

Maph
sΛOp0

(Em,E
Q
n ) ≃ Maph

dg∗HopfΛOpc
01

(ec
n, e

c
m),

where we consider the mapping space associated to the objects ec
m and ec

n in the (homotopy) category of dg Hopf

Λ-cooperads on the right-hand side.

We have an identity of simplicial sets

Maph
dg∗HopfΛOpc

01
(ec

n,C) = Mordg∗HopfΛOpc
01

(C(∗pn),WC∆
•

),

for any n ≥ 2 and for every dg Hopf Λ-cooperad C, where we consider the Chevalley-Eilenberg complex C(∗pn) on

the dual cooperad of the graded Drinfeld-Kohno Lie algebra operad ∗pn, and we take the simplicial Hopf Λ-cooperad

WC∆
•

of Section 5.3.

Explanations. The first assertion of this proposition follows from the relations

Maph
sΛOp∅∗

(Em,E
Q
n ) = Maph

sΛOp∅∗
(Em, LG•RΩ♯En) ≃ Maph

dg∗HopfΛOpc
01

(Ω♯En,Ω♯Em) ≃ Maph
dg∗HopfΛOpc

01
(ec

n, e
c
m)

which we deduce from our Quillen adjunction relation and the equivalence RΩ♯En ≃ ec
n in the homotopy category of

dg Hopf Λ-cooperads.

The second assertion of the proposition follows from the definition of mapping spaces Mapdg∗HopfΛOpc
01

(B,C) as

morphisms sets Mordg∗HopfΛOpc
01

(B̂, Ĉ∆
•

), where we consider a cofibrant resolution B̂ of the object B on the source and

a simplicial frame Ĉ∆
•

of a fibrant resolution Ĉ of the object C on the target. In our case, we just take Ĉ = WC and this

simplicial frame Ĉ∆
•

= WC∆
•

constructed in the previous section. We also use that the Chevalley-Eilenberg complex

C(∗pn) forms a cofibrant resolution of the dg Hopf Λ-cooperad ec
n when n ≥ 2 (see Theorem 4.6). �

We now study mapping spaces of this general form

Maph
dg∗HopfΛOpc

01
(C(g),C) = Mordg∗HopfΛOpc

01
(C(g),WC∆

•

),

where g is a Λ-cooperad in graded Lie coalgebras which is free as aΛ-collection in graded vector spaces. We explicitly

have g = Λ ⊗Σ Ng, for some Σ-collection Ng. We also assume that the collection of dg Lie coalgebras g(r) underlying

our Λ-cooperad g is equipped with a weight grading which is preserved by the structure operations of our object, as in

Remark 3.7. (Recall that the cooperad ∗pn satisfies these assumptions.) We have the following statement:

Lemma 6.2. We have an isomorphism of simplicial sets

Mordg∗HopfΛOpc
01

(C(g),WC∆
•

) � MC(BiDerdgΛ(C(g),WC∆
•

)),

where we consider the set of Maurer-Cartan elements in the simplicial dg Lie algebra of biderivations associated to

the dg Hopf Λ-cooperadB = C(g) and to the simplicial dg Hopf Λ-cooperad WC∆
•

.

Proof. This lemma is a formal corollary of the result of Proposition 3.6. Note simply that the dg Hopf Λ-cooperads

WC∆
n

, n ∈ N, satisfy the assumptions of this proposition by the results of Lemma 5.7 and of Lemma 5.13. �

Recall that the complexes of biderivations associated to a source cooperad B = C(g) form complete graded dg Lie

algebras in the sense of Definition A.3 when we assume that our Λ-cooperad in graded Lie coalgebras g is equipped

with a weight grading (see Remark 3.7). We may now form another simplicial object in the category of (complete

graded) dg Lie algebras by taking the (completed) tensor product of the dg Lie algebras of biderivations associated to

the pair (C(g),WC) with the commutative dg algebras of polynomial forms on the simplices APL(∆•):

L⊗̂APL(∆•) = BiDerdgΛ(C(g),WC)⊗̂APL(∆•)

(see Appendix A). We have a natural map

φ• : BiDerdgΛ(C(g),WC∆
•

)→ BiDerdgΛ(C(g),WC)⊗̂APL(∆•)

which we get by multiplying all decorations of vertices of the form APL(∆•) in the target of a derivation with values in

WC∆
•

. We have the following statement.

Lemma 6.3. The above map φ• is a morphism of simplicial complete graded dg Lie algebras which is a quasi-

isomorphism dimensionwise.
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Proof. We easily check, from the construction of Section 3, that our map preserves the dg Lie algebra structures

attached to our objects. We have a commutative diagram

BiDerdgΛ(C(g),WC∆
0

) BiDerdgΛ(C(g),WC)⊗̂APL(∆0)

BiDerdgΛ(C(g),WC∆
n

) BiDerdgΛ(C(g),WC)⊗̂APL(∆n)

�

by the functoriality of our construction, for each dimension n ∈ N, where the vertical maps are given by the simplicial

operators associated to the map n → 0 in the simplicial category. We use that WC = WC∆
0

→ WC∆
n

defines a

quasi-isomorphism and the homotopy invariance of the dg Lie algebras of biderivations BiDerdgΛ(C(g),−) for dg Hopf

Λ-cooperads of this form (see Proposition 3.9) to check that the vertical morphism on the left-hand side of this diagram

is a quasi-isomorphism. We use that K = APL(∆0) → APL(∆n) defines a quasi-isomorphism as well to check that the

vertical morphism on the right-hand side of our diagram is a quasi-isomorphism too. We conclude that the lower

horizontal morphism is a quasi-isomorphism too, which is the assertion of the lemma. �

We deduce the following statement from the results of these lemmas.

Theorem 6.4. Let g be aΛ-cooperad in graded Lie coalgebras which is free as aΛ-collection in graded vector spaces.

Let C be any dg Hopf Λ-cooperad. We have an equivalence in the homotopy category of simplicial sets

Maph
dg∗HopfΛOpc

01
(C(g),C) ≃ MC•(BiDerdgΛ(C(g),WC)),

where we consider the nerve of the complete graded dg Lie algebra of biderivations BiDerdgΛ(C(g),WC) on the right

hand side.

Proof. We use the identity of Lemma 6.2 and that the quasi-isomorphism of Lemma 6.3 induces a weak-equivalence

of simplicial sets on the nerve of our complete graded dg Lie algebras (see Theorem A.2 and Remark A.4). �

We can now complete the:

Proof of Theorem 11. We apply the above theorem to the dual cooperad of the graded Drinfeld-Kohno Lie algebra

operad g = ∗pn and to the dg Hopf Λ-cooperad C = ec
m. Then we just use the result of Proposition 6.1 to get the

weak-equivalence of Theorem 11

Maph(Dm,D
Q
n ) ≃ MC•(Def(Ec

n,E
c
m)),

where we take the deformation complex Def(Ec
n,E

c
m) = BiDerdgΛ(Ěc

n, Ê
c
m) determined by the choice Ěc

n = C(∗pn), for

the cofibrant model of the dg Hopf Λ-cooperad Ec
n = RΩ♯En, and by the choice Êc

m = W(ec
m), for the fibrant model of

the dg Hopf Λ-cooperad Ec
m = RΩ♯Em. (Recall also that we have the relation Maph(Dm,D

Q
n ) ≃ Maph

sΛOp0
(Em,E

Q
n ) by

the Quillen equivalence between topologicalΛ-operads and simplicial Λ-operads.) �

Part 3. The applications of graph complexes

We complete the proof of the main results of this paper in this part. To be explicit, we establish that the dg Lie alge-

bra of biderivations Def(Ec
n,E

c
m) = BiDerdgΛ(C(∗pn),Wem), considered in the previous section, is quasi-isomorphic to

the hairy graph complex HGCm,n as an L∞ algebra. Then we can use the result of Theorem 11, established in the previ-

ous part, and the homotopy invariance of the nerve of L∞ algebras under L∞ equivalences, to get the weak-equivalence

Maph(Dm,D
Q
n ) ≃ MC•(HGCm,n) asserted by the results of Theorem 1 and Theorem 2. We address these verifications

in the second section of this part, after preliminary recollections on the subject of graph complexes, to which the first

section of the part is devoted.

We then give the detailed proof of the corollaries of Theorem 1 and Theorem 2, notably the results of Corollary 5

and Corollary 8 about the homotopy of the mapping spaces Maph(Dm,D
Q
n ) in the special cases m = n and m = n − 1.

We devote the third section of this part to these questions.

55



7. Recollections on graph complexes and graph operads

In this section we recall the construction of the Kontsevich graph complexes GCn, of the hairy graph complexes

HGCm,n, and of Kontsevich’s graph operad Graphsn. We will be brief, referring the reader to [37] or [55] for more

details.

We recall the definition of the operads Graphsn and of the Kontsevich graph complexes GCn in the first subsection

of the section. We review the definition of the hairy graph complex and we explain an interpretation of hairy graphs in

terms of coderivations ofΛ-cooperads afterwards, in the second subsection of this section. We also recall the definition

of the Shoikhet L∞ structure on the complex of hairy graphs HGC1,n. We devote the third subsection to this subject.

We review the connection between the Kontsevich graph complexes GCn and the complexes of hairy graphs HGCn,n

to conclude these recollections. We treat this question in the fourth subsection.

7.1. The Kontsevich graph complexes and the graph operads. The operads Graphsn were introduced by Kontse-

vich in his proof of the formality of the little discs operads. In fact, the operad Graphsn is quasi-isomorphic to the

n-Poisson operad Poisn when n ≥ 2. The dual cooperad of this graph operad accordingly forms a dg cooperad that is

quasi-isomorphic to the dg cooperad ec
n = Poisc

n considered in the previous section. In the sequel, we will mainly use

this graph operad model of the n-Poisson operad to relate the biderivation dg Lie algebras considered in the previous

part to the hairy graph complex.

We provide a survey on the definition of the operads Graphsn in this section. We also recall the definition of the

Kontsevich graph complex GCn. We start with the preliminary construction of an operad of graphs which we explain

in the next paragraph.

Construction 7.1 (The operad of graphs). We use the notation grar,k for the set of directed graphs with r vertices,

numbered from 1 to r, and k edges, numbered from 1 to k.12 We equip this space with an action of the group Σr×Σk⋉Σ
k
2

by permuting the vertex and edge labels and changing the edge directions. We then consider the graded vector space

such that

Gran(r) = ⊕k(K〈grar,k〉[(n − 1)k])Σk⋉Σ
k
2
,

where the action of Σk involves the signature of permutations when n is even and the action of Σk
2

involves the signature

when n is odd. We have natural composition products ◦i : Gran(k)⊗Gran(l)→ Gran(k+ l−1), so that the collection of

these graded vector spaces Gran inherits the structure of an operad. In short, the composite of graphs α ◦i β is defined

by plugging the graph β in the ith vertex of the graph α and by taking the sum of all possible reconnections of the

dandling edges of this vertex in α to vertices of β.

Remark 7.2. We see from the above definition that the degree of an element α in the operad of graphs Gran(r) can

be determined by assuming that each edge contributes to the degree by n − 1 (whereas a null degree is assigned to the

vertices). We accordingly have |α| = (n − 1)k, where k is the number of edges of our graph α.

We use the following observation:

Proposition 7.3. We have a morphism of operads φ : Poisn → Gran such that:

φ(x1x2) = 1 2 ,

φ([x1, x2]) = 1 2 ,

for each n ≥ 2. �

We are going to consider the following prolongments of the operad morphism of this proposition:

hoLien → Lien → Poisn → Gran.

Recall that Lien ⊂ Poisn denotes the operad generated by the graded Lie bracket [−,−] inside Poisn, and we use

the notation hoLien = Ω(Comc{−n}) and hoPoisn = Ω(Poisc
n{−n}) for the Koszul resolution of these operads (see

Section 0.7). We actually use the morphism hoLien → Gran to define the Kontsevich graph complex. We review the

definition of this object in the next paragraph.

12We allow graphs with multiple edges and short loops (edges that connect a vertex to itself).
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Construction 7.4 (The Kontsevich graph complexes). We first define the full graph complex fGCn as the operadic

deformation complex:

fGCn = DefdgOp(hoLien → Gran),

which is an extension of the complex of operadic derivations DerdgΣ(hoLien → Gran) associated to the morphism

hoLien → Gran.

In short, the latter dg vector space DerdgΣ(hoLien → Gran) is dual to the dg vector spaces of coderivations con-

sidered in Section 2. Recall that we have hoLien = Ω(Comc{−n}) by construction of the operad hoLien, where

we consider the cobar construction on the n-fold operadic desuspension of the commutative cooperad Comc. To

go further, we can dualize the constructions of Proposition 2.1 in order to identify the shifted derivation complex

DerdgΣ(hoLien → Gran)[−1] with the twisted dg Lie algebra structure associated to the graded hom-object of Σ-

collections L = HomgrΣ(Comc{−n},Gran), We formally have DerdgΣ(hoLien → Gran) = Lαφ , for some Maurer-Cartan

element αφ associated to our morphism φ : hoLien → Gran. We should specify that the derivations are not required to

preserve augmentation ideals in the context of operads, because we do not necessarily assume that operads, in contrast

to cooperads, come equipped with an augmentation over the unit operad. We therefore keep the full operad Gran in the

above expression of the dg Lie algebra of derivations. Note however that this subtlety is not significant at this stage,

because the collection Comc vanishes in arity r ≤ 1.

We actually have

DefdgOp(hoLien → Gran) = L̂αφ

when we consider our deformation complex, where we consider a natural extension of the dg Lie algebra L such that

L̂ = HomgrΣ(Comc{−n},Gran).

Thus, in comparison to the coderivation and deformation complexes of cooperads, which we study in Section 2, we

add a component K = Hom(Comc{−n}(1),Gran(1)) to our graded vector space L. We may actually identify this

deformation complex L̂ with the extended complex of derivations D̂erdgΣ(hoLien → Gran) = DerdgΣ(hoLie+n ,Gran),

where we consider the extended operad hoLie+n of Section 2.1. (To check this identity, we crucially need the convention

that operad derivations are not required to preserve augmentation ideals.)

We can now use that Comc{−n}(r) is identified with the trivial representation Comc{−n}(r) = K of the symmetric

group Σr when n is even (respectively, with the signature representation when n is odd) to give an explicit description

of this dg Lie algebra fGCn. We just get that fGCn is identified with the graded vector space spanned by formal series

of graphs with indistinguishable vertices (usually colored in black in our pictures) together with the differential defined

by the blow-up operation

7→

on the vertices of graphs. We can determine the Lie bracket of fGCn by the commutator

[α, β] = α • β − (−1)|α||β|β • α

of a pre-Lie composition operation of the form

(25) α • β =
∑

v

α •v β,

where α •v β is the sum of the graphs that we obtain by plugging the graph β into a vertex v of α and by reconnecting

the incident edges of this vertex v in α to vertices of β in all possible ways. The differential is identified as the Lie

bracket with the two-vertex graph

,

which represents the Maurer-Cartan element that corresponds to our morphism hoLien → Gran in fGCn.

We immediately see that the graded vector space spanned by (formal series of) connected graphs with at least

bivalent vertices is preserved by the differential and the Lie bracket of this graph complex fGCn, and so does the graded

vector space spanned by (formal series of) connected graphs with at least trivalent vertices. We use the notation GC2
n

for the former dg Lie algebra, which consists of connected graphs with at least bivalent vertices inside the full graph

complex fGCn, and we actually define the Kontsevich graph complex GCn as the latter dg Lie algebra, which consists

of the connected graphs with at least trivalent vertices.
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Remark 7.5. We can determine the degree of an element α in the graph complex GCn (or in GC2
n) by taking the

assumption that each edge contributes to the degree by n − 1 each vertex contributes by −n, and by adding n to the

obtained total degree. We accordingly have |α| = (n − 1)k − nr + n, where k is the number of edges of our graph and r

is the number of vertices. (The term (n − 1)k corresponds to the grading of the operad of graphs Gran, and the terms

−nr + n come from the graded vector space Comc{−n}(r), which is concentrated in degree n(r − 1) by definition of the

operadic suspension.)

We mainly deal with the complexes GC2
n and GCn in what follows, rather than with the full graph complex fGCn.

We have the following proposition:

Proposition 7.6 (see [55, Proposition 3.4]). We have an identity:

H(GC2
n) = H(GCn) ⊕

⊕

r≡2n−3 mod 4

KLr

where Lr denotes the (homology class of the) loop graph with r vertices:

Lr =

· · ·

(r vertices and r edges),

so that we have the degree formula |Lr | = n − r, for any r ≥ 1. �

We use constructions that parallel the definitions of the graph complexes GCn ⊂ GC2
n ⊂ fGCn in the previous

paragraph in order to form a full graph operad fGraphsn from the operad of graphs Gran, and suboperads Graphsn ⊂

Graphs2
n ⊂ fGraphsn, among which the graph operad Graphsn that we consider in the introduction of this subsection.

We briefly review the definitions of these operads in the next paragraph.

Construction 7.7 (The graph operads). We first define by the full graph operad as the twisted operad

fGraphsn = TwGran,

which governs the structure attached to a twisted dg vector spaces Aα such that A is an algebra over the operad of

graphs Gran and α is a Maurer-Cartan element in A (see [14]). We just use that any algebra over the operad of graphs

Gran inherits a natural Lie algebra structure (up to suspension) by restriction of structure through the operad morphism

Lien → Gran when we consider Maurer-Cartan elements in A.

We can represent the elements of the operad fGraphsn as formal series of graphs α ∈ Gran where we informally

fill vertices to mark the insertion of our Maurer-Cartan element in the operations of the operad of graphs Gran. We

accordingly get that the elements of the graded vector space fGraphsn(r) are represented by (formal series of) graphs

with external vertices, numbered from 1 to r, and indistinguishable internal vertices, which we usually mark in black

in what follows. We equip this graded vector space fGraphsn(r) with the differential defined by the same blow-up

operation of graph vertices as in the case of the full graph complex fGCn, except that we may now consider the blow-

up of external vertices into an external vertex and an internal vertex, in addition to the blow-up of internal vertices:

7→ , i 7→ i .

We equip fGraphsn with the operadic composition products ◦i : fGraphsn(k) ⊗ fGraphsn(l) → fGraphsn(k + l − 1)

inherited from the operad of graphs Gran. We have an obvious identity fGCn = fGraphsn(0) when we consider the

component of arity zero of this operad fGCn.

We then define Graphs2
n as the suboperad of the full graph operad fGraphsn spanned by (formal series of) graphs

with at least bivalent vertices and no connected component consisting entirely of internal vertices, whereas we define

the graph operad Graphsn as the operad spanned by (formal series of) graphs with at least trivalent vertices inside the

latter operad Graphs2
n. We just check that these subobjects Graphsn ⊂ Graphs2

n ⊂ fGraphsn are preserved by the

differential and the operadic composition operations of the full graph operad.

We have an action of the dg Lie algebra fGCn by operad derivations on fGraphsn which we define by an obvious

generalization of the definition of the Lie bracket of graphs in fGCn. We easily check that this action restricts to an
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action of the dg Lie algebra GC2
n on the suboperad Graphs2

n ⊂ fGraphsn and to an action of the dg Lie algebra GCn

on Graphsn ⊂ Graphs2
n. We easily check, besides, that the multiplicative group K× acts by operad automorphisms on

Graphs2
n (respectively, on Graphsn) by the operation

α 7→ λω(α) · α,

for any graph α ∈ Graphs2
n(r) (respectively, α ∈ Graphsn(r)), for any scalar λ ∈ K×, and where set ω(α) =

(number of vertices) − (number of edges).

Remark 7.8. We can determine the degree of an element α in the graph operad Graphsn (or Graphs2
n) by taking the

assumption that each edge contributes to the degree by n−1 and each internal vertex contributes by −n. We accordingly

have |α| = (n−1)k−nl, where k is the number of edges of our graph and l is the number of internal vertices. (The term

(n−1)k corresponds to the grading of the operad of graphs Gran, and the term −nl comes from the twisting procedure.)

We now have an operad morphisms Poisn → Graphsn which is given by the same formulas as the morphism

Poisn → Gran of Proposition 7.3. We then have the following statement:

Proposition 7.9 (see [37, 41, 55]). The morphisms

Poisn → Graphsn →֒ Graphs2
n

are quasi-isomorphisms. �

We also consider dual cooperads of the graph operads in our constructions, just as we deal with the Poisson cooperad

rather than with the Poisson operad when we take our model for the rational homotopy of the little discs operads. We

examine the definition of these objects in the next paragraph.

Construction 7.10 (The graph cooperads). We use that each graded vector space Graphsn(r) is equipped with a

complete weight grading, since we defined Graphsn(r) as the graded vector space spanned by formal series of graphs

with r external vertices and an arbitrary number of internal vertices (which provide the weight grading). We consider

the natural filtration associated to this weight grading. We immediately see that this filtration is preserved by the

differential and the operad structure of our objects. We can therefore take the continuous dual of the dg vector spaces

Graphsn(r) to get a collection of (filtered) dg vector spaces ∗Graphsn(r) equipped with a cooperad structure so that we

have the identity Graphsn = (∗Graphsn)∗ when we take the dual of this cooperad in dg vector spaces to go back to dg

operads. We use the same construction in the case of the graph operad Graphsn to get a variant of this graph cooperad
∗Graphs2

n such that Graphs2
n = (∗Graphs2

n)∗.

We can describe ∗Graphsn(r) as the graded vector space spanned by graphs with r external vertices and an arbitrary

number of internal vertices, with the same restrictions on our graphs as in the case of the graph operad Graphsn(r) (the

vertices are at least trivalent and we have no connected component entirely made of internal vertices). We just consider

finite linear combinations of graphs, as opposed to the formal series of the graph operad, when we deal with this

cooperad ∗Graphsn. We define the differential of graphs in ∗Graphsn(r) by the adjoint maps of the blow-up operations

considered in Construction 7.7 (thus, this differential is given by edge contraction operations that either merge internal

vertices together or merge an internal vertex with an external vertex). We similarly define the composition coproducts

of this cooperad ∗Graphsn by the adjoint maps of the insertion operations considered in Construction 7.7 (thus, these

composition coproducts are given by subgraph extraction operations). We get a similar picture for the variant ∗Graphs2
n

of this cooperad ∗Graphsn.

We may observe that the dg vector spaces ∗Graphsn(r) inherit a commutative algebra structure so that the collection

of these objects ∗Graphsn actually form a dg Hopf cooperad. We formally define the product of the commutative

dg algebra ∗Graphsn(r) by the sum of graphs along external vertices. We get by duality that the dg vector spaces

Graphsn(r) which form the graph operad inherit a cocommutative dg coalgebra structure in the complete sense so

that the graph operad Graphsn actually forms a complete dg Hopf operad (an operad in the category of complete

cocommutative dg coalgebras). We have a similarly defined dg Hopf cooperad structure on the variant ∗Graphs2
n of

the dg cooperad ∗Graphsn and a corresponding complete dg Hopf operad structure on the variant Graphs2
n of the graph

operad Graphsn.

We have not been precise about the component of arity zero of the graphs operads Graphsn and Graphs2
n so far. We

may actually see that our constructions make sense for the arity zero component of these operads as well and return the

definition Graphsn(0) = Graphs2
n(0) = K. We therefore get a cooperad with the ground field K as component of arity

zero when we take the dual of these objects. We prefer to consider the Λ-cooperad structure equivalent to this ordinary
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cooperad structure associated to the dual of the graph operad Graphsn (respectively, Graphs2
n) in what follows. We

therefore drop the component of arity zero from these objects and we regard ∗Graphsn (respectively, ∗Graphs2
n) as a

dg Hopf Λ-cooperad instead. We can explicitly depict the corestriction operator ηS associated to this cooperad as the

addition of an isolated external vertex labelled by the composition mark ∗ of our operation.

We mentioned in Construction 7.7 that the dg Lie algebra GCn (respectively, GC2
n) acts on the graph operad Graphsn

(respectively, Graphs2
n) by operad derivations. We can readily dualize this construction in order to pass to cooperads.

We actually get that the dg Lie algebra GCn (respectively, GC2
n) acts on our object ∗Graphsn (respectively, ∗Graphs2

n)

by biderivations of Hopf Λ-cooperads.

We can also dualize the definition of the operad morphisms of Proposition 7.9. We easily check that these mor-

phisms preserve the additional commutative algebra structure which we consider in the previous paragraph. We

therefore have the following statement:

Proposition 7.11. The quasi-isomorphisms of Proposition 7.9 are dual to quasi-isomorphisms of dg HopfΛ-cooperads

∗Graphs2
n

≃
→ ∗Graphsn

≃
→ Poisc

n,

where Poisc
n denotes the dual cooperad of the Poisson operad as usual. �

7.2. Hairy graph complexes and coderivation complexes. We recall the definition of the hairy graph complex in

this subsection and we review the relationship between this object and the deformation complexes of operads. We

devote the next paragraph to these recollections. We skip most verifications and details. We refer to the articles

[1, 2, 39, 47], where the hairy graph complexes is defined and studied, for more details on our claims.

We check in a second step that we can dualize the correspondence between the hairy graph complex and the

deformation complex of operads in order to retrieve the coderivation complexes of dgΛ-cooperads studied in Section 2.

We address this construction in the second part of this subsection.

Construction 7.12 (The hairy graph complexes). We first define a hairy analogue of the full graph complex of Con-

struction 7.4. We then consider the deformation complex of the morphism

hoPoism

∗
→ Graphsn

defined by the composite

hoPoism → Poism

∗
→ Poisn → Graphsn,

where Poism

∗
→ Poisn is the natural morphism of operads which preserves the representative of the commutative

product operation in our graded Poisson operads and carries the Lie bracket to zero. We have a factorization diagram

Poism Poisn

Com

∗

in the category of operads. We may also see that this morphism Poism

∗
→ Poisn represents the morphism induced by

the embedding of the little m-discs operad Dm into the little n-discs operad Dn in homology when n > m > 1.

We still define the deformation complex of this operad morphism hoPoism

∗
→ Graphsn as a degree shift of the

corresponding extended derivation complex

DefdgOp(hoPoism

∗
→ Graphsn) = D̂erdgΣ(hoPoism

∗
→ Graphsn)[1],

which is the derivation complex

D̂erdgΣ(hoPoism

∗
→ Graphsn) = DerdgΣ(hoPois+m

∗
→ Graphsn)

associated to the extended operad hoPois+m (see Section 2.1). This deformation complex L = DefdgOp(hoPoism

∗
→

Graphsn) forms a dg Lie algebra, and we may check again that the underlying graded vector space of this object is

isomorphic to the hom-object

L = HomgrΣ(Poisc
m{−m},Graphsn)

in the category of Σ-collections, where we use the identity hoPoism = Ω(Poisc
m{−m}) (see Section 0.7). We still adopt

the convention that operad derivations are not required to preserve augmentation ideals (as opposed to the coderivations
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of cooperads) and we use this convention to retrieve the whole graph operad Graphsn (and not the augmentation ideal)

in this expression.

We now define the full hairy graph complex fHGCm,n as the dg Lie subalgebra of the deformation complex L =

DefdgOp(hoPoism

∗
→ Graphsn) which, in the hom-object HomgrΣ(Poisc

m{−m},Graphsn), consists of the maps α ∈
HomgrΣ(Poisc

m{−m},Graphsn) that:

• factor through the projection Poisc
m{−m} → Comc{−m},

• and land in the subcollection Graphs′n ⊂ Graphsn consisting of (formal series of) graphs with univalent

external vertices inside the graph operad.

We just check that this graded vector subspace is preserved by the dg Lie algebra structure of the deformation complex,

and hence inherits a dg Lie algebra structure.

We use that Comc{−m}(r) is identified with the trivial representation Comc{−m}(r) = K of the symmetric group Σr

when m is even (respectively, with the signature representation when m is odd) to give an explicit description of this

dg Lie algebra fHGCm,n as in the case of the Kontsevich graph complex in Construction 7.4. We get that fHGCm,n is

identified with the graded vector space spanned by formal series of graphs in Graphs′n where the external univalent

vertices are made indistinguishable. We can just omit to mark these external vertices in our pictures. We only keep

the incident edges of these vertices, which we call the hairs of the graph. The differential of the complex fHGCm,n

is then given combinatorially by the same blow-up operation on the internal vertices of graphs as in the case of the

Kontsevich graph complex.

We can determine the Lie bracket of two graphs in the full hairy graph complex fHGCm,n by attaching a hair of one

graph to a vertex of the other in all possible ways as we already explained in the introduction of this paper (see [50]):


α

,
β
 =
∑

α

β
±
∑

β

α
.

We now define the hairy graph complex HGCm,n as the subcomplex of the full hairy graph complex fHGCm,n

spanned by the (formal series of) connected graphs. We just check that this complex HGCm,n is preserved by the

differential and the Lie bracket on fHGCm,n, which is immediate from our picture. We moreover have an identity:

fHGCm,n = Ŝ +(HGCm,n[−m])[m],

where Ŝ + denotes the completed symmetric algebra without constant term (we just identify an element of the full hairy

graph complex with the formal product of its connected component). We may note that the natural projection to the

connected part in the full graph complex fHGCm,n → HGCm,n is a morphism of dg Lie algebras.

We can also define a variant fHGC2
m,n of the full hairy graph complex fHGCm,n, together with a variant HGC2

m,n of

the subcomplex of connected hairy graphs HGCm,n ⊂ fHGCm,n, by taking the variant Graphs2
n of the graph operad

Graphsn in our constructions and by allowing bivalent (internal) vertices (while we assume that these vertices are at

least trivalent in the complexes HGCm,n and fHGCm,n).

Remark 7.13. We can determine the degree of an element α in the hairy graph complex HGCm,n by taking the

assumption that each internal edge contributes to the degree by n − 1, each internal vertex contributes by −n, each

hair contributes by n − 1, each external vertex contributes by −m, and by adding m to the obtained total degree. In

the case where each hair is connected to one external vertex (which is true as soon as our graph is connected and

is not reduced to an isolated hair with no internal vertices) and we forget about the external vertices, then we can

equivalently assume that each hair contributes by n − m − 1 to the degree of our graph. Thus, in the latter case, we

have |α| = (n − 1)k − nl + (n − m − 1)h + m, where k is the number of edges of our graph, l is the number of internal

vertices, and h is the number of hairs, while we get |α| = n − m − 1 in the degenerate case k = l = 0 and h = 1. (The

terms (n − 1)(k + h) − nl = (n − 1)k + (n − 1)h − nl come from the grading of the graph operad Graphsn whereas the

terms −mh + m come from the graded vector space Comc{−m}(h), as in the case of the Kontsevich graph complexes.)

We may see that the embedding fHGCm,n →֒ fHGC2
m,n defines a quasi-isomorphism, just like the operad embedding

Graphsm,n →֒ Graphs2
m,n, and we obviously have the same result at the level of the hairy graph complexes HGCm,n

≃
→

HGC2
m,n. We also get that the embedding of the full hairy graph complex fHGCm,n in the operadic deformation complex

DefdgOp(hoPoism

∗
→ Graphsn) defines a quasi-isomorphism of dg Lie algebras fHGCm,n

≃
→ DefdgOp(hoPoism

∗
→
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Graphsn) (see for instance [1, 2, 50]). We use the following counterpart of this statement in the framework of Λ-

cooperads and coderivations:

Theorem 7.14 (compare with the statements of [1, 2, 50]). We have a quasi-isomorphism of dg Lie algebras

fHGCm,n
≃
→ ĈoDerdgΛ(∗Graphsn, B(Poism{m})),

where we use that the operad P = Poism{m} has a BΛ structure (see Example 2.7) to provide the bar construction

C = B(Poism{m}) with the structure of a Λ-cooperad, and we use that the graph cooperad ∗Graphsn forms a good

sourceΛ-cooperad in the sense of Definition 2.9 to give a sense to the extended coderivation complex of the right-hand

side.

Proof. We just take the composite of the morphism ∗Graphsn → Poisc
n of Proposition 7.11 with the cooperad mor-

phism Poisc
n → Comc dual to the operad embedding Com →֒ Poisn to provide the graph cooperad ∗Graphsn with

an augmentation over the commutative cooperad Comc. We can identify the kernel I(∗Graphsn) of this canonical

augmentation morphism ∗Graphsn → Poisc
n → Comc with the subcollection of the graph cooperad ∗Graphsn spanned

the graphs that have at least one edge, whereas the commutative cooperad Comc is identified with the subcollection

of empty graphs inside ∗Graphsn (the graphs which entirely consists of isolated external vertices). We moreover

have an obvious relation I(∗Graphsn) = Λ ⊗Σ N∗Graphsn where we consider the subcollection of the graph cooperad

N(∗Graphsn) ⊂ ∗Graphsn spanned by the graphs which have no isolated external vertices. We accordingly get that
∗Graphsn forms a good source Λ-cooperad in the sense of Definition 2.9 as asserted in our statement.

We deduce from the observations of Example 2.7 that C = B(Poism{m}) also forms a good targetΛ-cooperad in the

sense of Definition 2.9. We can therefore apply the result of Proposition 2.1 to the extended coderivation complex of

our theorem

L̂ = ĈoDerdgΛ(∗Graphsn, B(Poism{m})).

We explicitly get that this extended coderivation complex forms a dg Lie algebra with an underlying graded vector

space such that:

L̂ � HomgrΛ(I(∗Graphsn),Poism{m}) ⊂ HomgrΣ(I(∗Graphsn),Poism{m}).

Recall that, when we define this complex L̂, we more precisely consider the extended complex of coderivations of

the composite morphism ∗Graphsn → Comc → B(Poism{m} (with a degree shift). We have the duality relation

hoPois∗m = Ω(Poisc
m{−m})∗ � B(Poism{m})

and we can readily identify this morphism ∗Graphsn

∗
→ B(Poism{m}) with the adjoint of the morphism hoPois∗m =

Ω(Poisc
m{−m})

∗
→ Graphsn which we consider in the definition of the full graph complex. We just dualize the

definition of the mapping fHGCm,n → DefdgOp(hoPoism,Graphsn) to associate an element of the hom-object uα ∈

HomgrΣ(I(∗Graphsn),Poism{m}) to any hairy graph α. In short, for any graph γ ∈ I(∗Graphsn)(r), we set uα(γ) = 1 if

we have the relation α = γ when we forget about the numbering of the external vertices in the graph γ, and uα(γ) = 0

otherwise. We use this pairing to associate an element of the vector space K[m(r − 1)] = Com{m}(r) ⊂ Poism{m}(r)

to any graph γ ∈ I(∗Graphsn)(r). We easily check that this map uα preserves the Λ-diagram structure attached to our

objects when α belongs to the complex fHGCm,n. We therefore have uα ∈ HomgrΛ(I(∗Graphsn),Poism{m}). We also

see that the differential and the Lie bracket correspond, for such maps, to the differential and the Lie bracket of the

hairy graph complex.

This examination gives the mapping of the theorem. We can adapt the arguments of the cited references to check

that this mapping defines a quasi-isomorphism. In short, we use the spectral sequence associated to the complete de-

scending filtration by the number of edges of graphs in the graph cooperad ∗Graphsn, and we check that our morphism

induces an isomorphism on the E1 page. �

7.3. The Shoikhet L∞ structure and the complexes of coderivations on the associative cooperad. Recall that we

have em = Poism when m ≥ 2, whereas e1 is identified with the associative operad Assoc. Thus, the previous theorem

actually gives information about the extended coderivation complex ĈoDerdgΛ(∗Graphsn, B(em{m})) when m ≥ 2, but

we need to adapt our constructions in order to extend our results in the case m = 1.

We still have a morphism

Assoc
∗
→ Graphsn,
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which we define by the composite Assoc → Com → Poisn → Graphsn, where we now consider the usual operad

morphism from the associative operad to the commutative operad instead of the morphism Poism → Com of the

previous subsection. We have not been precise about the range validity of our constructions in the previous subsection.

We may actually see that our statements make sense for m = 1 and remain also valid in this case, when we consider

the operad Pois = Pois1 that governs the usual category of (ungraded) Poisson algebras. We use that the operad Assoc

is equipped with a filtration (the Hodge filtration) such that Pois = grAssoc (see for instance [50, section 3]). We can

observe that the collections Assoc and Pois, though not isomorphic as operads, are isomorphic as bimodules over the

Lie operad Lie, while the differential of our complex only depends on this bimodule structure. We therefore have the

following extension of the quasi-isomorphism claim of Theorem 7.14:

Proposition 7.15 (see again [1, 2, 50]). We have a quasi-isomorphism of dg vector spaces

fHGC1,n
≃
→ ĈoDerdgΛ(∗Graphsn, B(Assoc{1})),

where, as in Theorem 7.14, we use that the operad P = Assoc{1} has a BΛ structure (see Example 2.7) to provide the

bar construction C = B(Assoc{1}) with the structure of a Λ-cooperad and to give a sense to the extended coderivation

complex of the right-hand side. �

We however need to revise our comparison statement in order to deal with the Lie algebra structure of the extended

coderivation complex of this proposition, because this Lie algebra structure depends on the full operad structure of

the associative operad Assoc. We may in principle transport the Lie algebra structure of our extended coderivation

complex into an L∞ algebra structure on the hairy graph complex fHGC1,n through the quasi-isomorphism of this

proposition. We actually have explicit formulas for this L∞ structure, which are given in [58]. We just record the main

outcomes of the construction of this reference.

We use, as a preliminary observation, that the graph cooperad ∗Graphsn is equipped with a weight grading given by

the functionω(α) = (number of edges)−(number of internal vertices), for any graphα ∈ ∗Graphsn(r). We easily check

that this weight grading is preserved by the differential of the graph cooperad (we have the relation ω(dα) = ω(α), for

any graph α ∈ ∗Graphsn(r)), by the commutative product (we haveω(α ·β) = ω(α)+ω(β), for all α, β ∈ ∗Graphsn(r)),

by the action of permutations (we have ω(sα) = ω(α), for all α ∈ ∗Graphsn(r), and for any permutation s ∈ Σr), and

by the composition coproducts of our cooperad (if ∆∗(α) =
∑

(α) α
′ ⊗ α′′ denotes the expansion of the composition

coproduct of an element α ∈ ∗Graphsn(S ), then we haveω(α) = ω(α′)+ω(α′′), for each term α′⊗α′′ of this expansion,

which can be assumed to be of homogeneous weight). We have an induced complete weight grading L̂ =
∏

d≥1 L̂d

on the dg Lie algebra of extended coderivations L̂ = ĈoDerdgΛ(∗Graphsn, B(Assoc{1})), where L̂d consists of the

coderivations that vanish on graphs of weight ω(α) , d. We see that the hairy graph complexes fHGC1,n and HGC1,n

inherit a weight grading too. We note that we have ω(α) > 0 for any element of the augmentation ideal of the

graph cooperad α ∈ I(∗Graphsn)(r), because any such graph has at least one edge, and the trivalence condition of our

definition implies that we have more edges than internal vertices in a graph. We therefore get that the weight grading of

our extended coderivation complex starts in weight d = 1, and we have a similar result for the hairy graph complexes.

Theorem 7.16 (see [58]). There is an L∞ algebra structure on the full hairy graph complex fHGC1,n, called the

Shoikhet L∞ structure, such that the following properties hold.

• The L∞ structure is compatible with the complete weight grading (in the sense of Definition A.3).

• The subcomplex of connected hairy graphs HGC1,n ⊂ fHGC1,n is preserved by this L∞ structure and forms an

L∞ subalgebra of the full hairy graph complex fHGC1,n therefore.

• There is an L∞ quasi-isomorphism

U : fHGC1,n
≃
→ ĈoDerdgΛ(∗Graphsn, B(Assoc{1}))

compatible with the complete weight grading in the sense of Definition A.3. Furthermore, the linear compo-

nent of this L∞ quasi-isomorphism U1 agrees with the map of Proposition 7.15.

• There is an L∞ morphism V : fHGC1,n → HGC1,n compatible with the weight grading, whose linear compo-

nent V1 is the canonical projection onto the subcomplex HGC1,n. �

In the follow-up, we use the notation fHGC′1,n when we equip the hairy graph complex with the Shoikhet L∞ struc-

ture of this theorem in order to distinguish this object from the ordinary dg Lie algebra structure of Construction 7.12,

and we adopt the same convention for the L∞ subalgebra of connected hairy graphs HGC′1,n ⊂ fHGC′1,n.
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Remark 7.17. In fact, theΛ-cooperad structures of our objects are not considered in the article [58], but we may check

that the L∞ morphism U constructed in this reference takes values in the (extended) complex of coderivations of Λ-

cooperads ĈoDerdgΛ(∗Graphsn, B(Assoc{1})), and induces an L∞ quasi-isomorphism with values in this object, as we

do in the proof of Theorem 7.14 in the case of the extended coderivation complexes ĈoDerdgΛ(∗Graphsn, B(Poism{m}))

associated to the Poisson operads Poism.

Let us mention that the results of Theorem 7.16 also hold for the variants HGC2
1,n ⊂ fHGC2

1,n of the graph complexes

considered in this statement. We use this observation in the next subsection.

7.4. From the Kontsevich graph complexes to hairy graphs. We survey comparison results that relate the Kontse-

vich graph complexes to the hairy graph complexes in the case m = n − 1, n in this subsection.

We first assume m = n. We can check that the line graph

(26) L =

defines a Maurer-Cartan element in the hairy graph complex HGC2
n,n. We have a morphism of dg vector spaces

(27) KL ⊕ GC2
n[1]→ HGC2

m,n

which is the trivial inclusion on the first summand, and which maps any graph γ ∈ GC2
n in the second summand to the

sum of graphs γ1 that we may obtain by attaching a hair to a vertex of the graph γ:

(28) γ 7→ γ1 =
∑

v

γ
(attach a hair at vertex v).

We immediately see that the image of this map (27) commutes with the line graph L in HGC2
n,n. We deduce from this

observation that this map induces a morphism with values in the twisted hairy graph complex (HGC2
n,n)L. We then

have the following statement:

Proposition 7.18 (see [22, Proposition 2.2.9]). The map (27) (for m = n) induces a quasi-isomorphism

KL ⊕ GC2
n[1]

≃
→ (HGC2

n,n)L,

where we consider the twisted hairy graph complex (HGC2
n,n)L associated to the line graph (26). �

We can improve this result in order to handle the natural Lie algebra structure associated to the twisted hairy graph

complex (HGC2
n,n)L:

Theorem 7.19 (see [59]). The quasi-isomorphism KL⊕GC2
n[1]

≃
→ (HGC2

n,n)L of Proposition 7.18 can be extended to an

L∞ quasi-isomorphism, where we assume that KL ⊕GC2
n[1] is equipped with a trivial L∞ structure. (In particular, the

twisted complex (HGC2
n,n)L is formal as an L∞ algebra.) Furthermore, the components of this L∞ quasi-isomorphism

preserves the complete gradings by loop order on both sides. �

We now consider the case m = n − 1. We review some facts from [50]. We can check that the element

(29) T :=
∑

k≥1 ︸  ︷︷  ︸
2k+1

∈ HGC2
n−1,n.

defines a Maurer-Cartan element in HGC2
n−1,n. We then have a morphism of dg vector spaces

(30) KT ′ ⊕ GC2
n[1]→ (HGC2

n−1,n)T

which carries the element T ′ in the first summand to the sum

T ′ =
∑

k≥1

(2k + 1)

︸  ︷︷  ︸
2k+1

,

and which maps any graph γ ∈ GC2
n in the second summand to the following series, where, for each k ≥ 1, we consider

the sum of all possible attachments of 2k + 1 hairs to the graph γ:

(31) γ 7→
∑

k≥0

1

4k

∑
γ

︸  ︷︷  ︸
2k+1

.
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We have the following theorem established in the cited reference:

Theorem 7.20 (see [50]). The map (31) defines a quasi-isomorphism of dg vector spaces KT ′ ⊕ GC2
n[1]

≃
→

(HGC2
n−1,n)T . �

We can again improve this result in order to handle the natural Lie algebra structure associated to the twisted hairy

graph complex (HGC2
n−1,n)T :

Theorem 7.21 (see [59]). The quasi-isomorphism KT ′ ⊕ GC2
n[1]

≃
→ (HGC2

n−1,n)T of Theorem 7.20 can be extended

to an L∞ quasi-isomorphism, where we again assume that KT ′ ⊕ GC2
n[1] is equipped with a trivial L∞ structure. The

components of this L∞ quasi-isomorphism also preserves the complete gradings by loop order on both sides. �

We consider the case m = 1 aside. We may consider the dg vector space (HGC2
1,2)T either as a dg Lie algebra with

the “standard” dg Lie structure of the hairy graph complexes, or as an L∞ algebra, with the Shoikhet L∞ structure of

Theorem 7.16. To avoid ambiguity, we adopt the notation HGC′2
1,2 to refer to the dg vector space HGC2

1,2 equipped

with the Shoikhet L∞ structure, as we explain at the end of Section 7.3. We use that the above Maurer-Cartan element

T admits a deformation T̃ ∈ HGC′2
1,2 in this L∞ algebra HGC′2

1,2 (see [59]).

We then have the following theorem, which is established in the cited reference:

Theorem 7.22 (see [59]). We have an L∞ quasi-isomorphism:

K[1] ⊕ GC2
2[1]

≃
→ (HGC′21,2)T̃ ,

where we again assume that K[1]⊕GC2
2[1] is equipped with a trivial L∞ structure. (In particular, the twisted complex

(HGC′2
1,2)T̃ is formal as an L∞ algebra.) Furthermore, the components of this L∞ quasi-isomorphism preserves the

complete gradings by number of edges minus number of internal vertices on both sides. �

Let us mention that the L∞ morphism of this theorem is a deformation of the L∞ morphism of Theorem 7.21, in the

sense that the difference consists of terms which strictly increase the loop order. The results of Theorems 7.19-7.22

remain actually valid if we replace the Maurer-Cartan elements of these statements with more complicated Maurer-

Cartan elements, as long as the coefficient of the line graph L = (respectively, of the tripod graph Y = in the

case m = n − 1) is non-zero in the expansion of these elements (see [59]). We moreover have the following statement:

Theorem 7.23 (see [59]). For any λ ∈ Q, there exists a Maurer-Cartan element in HGC′2
1,2, defined over the field of

rationals, and such that the coefficient of the tripod graph in the expansion Y = in the expansion of this element is

the scalar λ. �

8. From biderivations to hairy graphs, the proof of Theorem 12 and of Theorems 1-2

The main purpose of this section is to establish the result of Theorem 12 which gives the connection between the

biderivation dg Lie algebras associated to our dg Hopf cooperad models of En-operads in Section 6 and the dg Lie

algebras of hairy graphs (the Shoikhet L∞ algebra in the case of E1-operads).

To be specific, we go back to the biderivation complex L = BiDerdgΛ(C(∗pn),W(ec
m)) where we take the Chevalley-

Eilenberg complex on the dual cooperad of the graded Drinfeld-Kohno Lie algebra operad as a source object B =

C(∗pn), for any n ≥ 2, and the image of the cooperad ec
m under the fibrant resolution functor of Section 5 as a

target object C = W(ec
m), for any m ≥ 1. Recall that B = C(∗pn) forms a good source Hopf Λ-cooperad while

C = W(ec
m) forms a good target Hopf Λ-cooperad so that the results of Section 3.1 apply to this biderivation complex

L = BiDerdgΛ(C(∗pn),W(ec
m)).

In a first step, we produce a zigzag of L∞ morphisms between this dg Lie algebra of biderivations and the complex

of hairy graphs HGCm,n (which we equip with the Shoikhet L∞ algebra structure in the case m = 1). We treat the

cases m > 1 and m = 1 separately, in the first and second subsections of this section respectively. In a second step, we

prove that these zigzags of L∞ morphisms give the L∞ quasi-isomorphisms asserted by the claims of Theorem 12. We

establish this result in our third subsection.

To complete our results, we prove that our L∞ quasi-isomorphisms induce an equivalence of simplicial sets on the

nerve of our dg Lie algebras (respectively, between the nerve of our dg Lie algebra of biderivations and the Shoikhet

L∞ algebra in the case m = 1) so that we can deduce the result of Theorem 1-2 (about the mapping spaces associated

to the topological operads of little discs) from the statement of Theorem 11, established in the previous section, and

from the algebraic result of Theorem 12. We address this question in the fourth subsection of this section.
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8.1. The L∞ morphism in the case n,m > 1. In this subsection, we explain the definition of an L∞ morphism that

relates the dg Lie algebra of biderivations L = BiDerdgΛ(C(∗pn),W(ec
m)), to the hairy graph complexes HGCm,n when

m ≥ 2.

First, by Proposition 3.10, we have an L∞ morphism

BiDerdgΛ(C(∗pn),W(ec
m))→ CoDerdgΛ(C(∗pn),W(ec

m))

This map is not a quasi-isomorphism, but we will see below that it induces an injection on homology. Recall that

we have an isomorphism W(ec
m) � B(W̊(ec

m)1) (see Lemma 5.4). In Remark 5.5, we observed that this isomorphism

gives rise to a weak-equivalence Ω(ec
m)

≃
→ W̊(ec

m)1 by the bar-cobar adjunction. Hence, we have a zigzag of quasi-

isomorphisms of dg operads

W̊(ec
m)1

≃
← Ω(ec

m)
≃
→ em{m},

where the morphism on the right-hand side is given by the Koszul duality (see Section 0.7 and Example 2.7). Re-

call also that this Koszul duality morphism defines a morphism of operads equipped with a BΛ-structure (see again

Example 2.7). We can also easily check that the quasi-isomorphism on the left-hand side of this zigzag satisfies this

property too when we equip the operad W̊(ec
m)1 with the BΛ-structure of Lemma 5.13. We accordingly get that our

zigzag of quasi-isomorphisms of dg operads gives a zigzag of quasi-isomorphisms of dg Λ-cooperads when we apply

the bar construction:

W(ec
m) = B(W̊(ec

m)1)
≃
← BΩ(ec

m)
≃
→ B(em{m}),

and, as a consequence, we have a zigzag of quasi-isomorphisms of dg Lie algebras when we pass to coderivation

complexes:

CoDerdgΛ(C(∗pn),W(ec
m))

≃
← CoDerdgΛ(C(∗pn), B(Ω(ec

m)))
≃
→ CoDerdgΛ(C(∗pn), B(em{m})).

Recall that C(∗pn) and ∗Graphsn are both quasi-isomorphic to the n-Poisson cooperad ec
n = Poisc

n as dg Hopf

Λ-cooperads when n ≥ 2. Hence, we can also form a zigzag of quasi-isomorphisms of dg Λ-cooperads

C(∗pn)
≃
→ ec

n

≃
← ∗Graphsn

that we insert in our coderivation complexes to produce a zig-zag of quasi-isomorphisms of dg Lie algebras

CoDerdgΛ(C(∗pn), B(em{m}))
≃
← CoDerdgΛ(ec

n, B(Ω(ec
m)))

≃
→ CoDerdgΛ(∗Graphsn, B(Ω(ec

m)))

since all of these objects C(∗pn), ec
n = Poisc

n and ∗Graphsn form good source Λ-cooperads (see the proof of Proposi-

tion 3.10 for the case of the cooperad B = C(∗pn), the observations of [22, Paragraphs 0.10-0.11] for the case of the

n-Poisson cooperad B = Poisc
n, and Construction 7.10 for the case of the graph cooperad B = ∗Graphsn).

The dg Lie algebra on the right-hand side of this zigzag is quasi-isomorphic to its extended version by Lemma 2.12:

CoDerdgΛ(∗Graphsn, B(Ω(ec
m)))

≃
→ ĈoDerdgΛ(∗Graphsn, B(Ω(ec

m))).

Furthermore, we have a quasi-isomorphism of dg Lie algebras

fHGCm,n
≃
→ ĈoDerdgΛ(∗Graphsn, B(Ω(ec

m)))

by Theorem 7.14. We just take the canonical projection

fHGCm,n → HGCm,n

which is a morphism of dg Lie algebras as we observed in Section 7.2 (but not a quasi-isomorphism again) to complete

this construction and to get the following lengthy zigzag of L∞ morphisms:

(32) BiDerdgΛ(C(∗pn),W(ec
m))→ CoDerdgΛ(C(∗pn),W(ec

m))

≃
← CoDerdgΛ(C(∗pn), B(Ω(ec

m)))
≃
→ CoDerdgΛ(C(∗pn), B(em{m}))

≃
← CoDerdgΛ(ec

n, B(Ω(ec
m)))

≃
→ CoDerdgΛ(∗Graphsn, B(em{m}))

≃
→ ĈoDerdgΛ(∗Graphsn, B(em{m}))

≃
← fHGCm,n → HGCm,n.
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8.2. The L∞ morphism in the case m = 1. The construction of the first pieces of the zigzag (32) goes through without

changes when we assume m = 1 up to the appearance of the hairy graph complex fHGC1,n.

Then we have to consider the L∞ quasi-isomorphism of Theorem 7.16

fHGC′1,n
≃
→ ĈoDerdgΛ(∗Graphsn, B(e1{1})),

where fHGC′1,n is the full hairy graph complex equipped with the Shoikhet L∞ structure. By Theorem 7.16, the

complex of connected hairy graphs forms an L∞ subalgebra HGC′1,n ⊂ fHGC′1,n of this L∞ algebra fHGC′1,n and the

canonical projection

fHGC′1,n → HGC′1,n

can be extended to an L∞ morphism. (Recall that the projection itself is not compatible with the L∞ operations.) Thus,

our construction now returns a zigzag of L∞ morphisms of the following form:

(33) BiDerdgΛ(C(∗pn),W(ec
1))→ CoDerdgΛ(C(∗pn),W(ec

1))

≃
← CoDerdgΛ(C(∗pn), B(Ω(ec

1)))
≃
→ CoDerdgΛ(C(∗pn), B(e1{1}))

≃
← CoDerdgΛ(ec

n, B(Ω(ec
1)))

≃
→ CoDerdgΛ(∗Graphsn, B(e1{1}))

≃
→ ĈoDerdgΛ(∗Graphsn, B(e1{1}))

≃
← fHGC′1,n → HGC′1,n,

where we take the Shoikhet L∞ algebra HGC′1,n rather than the usual dg Lie algebra of hairy graphs as target object.

8.3. The quasi-isomorphism property and the proof of Theorem 12. We now check that:

Lemma 8.1. The zigzag of L∞ morphisms (32) defines an L∞ quasi-isomorphism:

BiDerdgΛ(C(∗pn),W(ec
m))

≃
→ HGCm,n,

for all m, n ≥ 2, and the zigzag of L∞ morphisms (33) defines an L∞ quasi-isomorphism similarly:

BiDerdgΛ(C(∗pn),W(ec
1))

≃
→ HGC′1,n,

for all n ≥ 2.

Proof. We are left with proving that the L∞ morphisms defined by our zigzags (32) and (33) reduce to quasi-

isomorphisms of dg vector spaces when we take the linear part of these morphisms. We can consequently forget

about L∞ structures in our first zigzag (32) since our claim concerns the zigzag of morphisms of dg vector spaces

underlying our objects.

Recall that we have identities fHGC′1,n = fHGC1,n and HGC′1,n = HGC1,n in the category of dg vector spaces. By

the construction of Theorem 7.16, the linear part of the L∞ morphisms ĈoDerdgΛ(∗Graphsn, B(e1{1}))
≃
← fHGC′1,n →

HGC′1,n which we consider in our second zigzag in the case m = 1 reduce to the morphisms of dg vector spaces

ĈoDerdgΛ(∗Graphsn, B(e1{1}))
≃
← fHGC1,n → HGC1,n considered in (33). Hence, we can treat both cases of our

theorem m > 1 and m = 1 together by proving that the zigzag (32), where we now consider any pair such that n ≥ 2

and m ≥ 1, reduces to a quasi-isomorphism in the category of dg vector spaces.

This zigzag (32) fits into a commutative diagram of dg vector spaces depicted in Figure 1. To be more precise, when

we form this diagram, we claim that the triangular, quadrangular, pentagonal, and hexagonal tiles commute, while the

bottom curved morphism defines a retraction of the bottom horizontal arrow HGCm,n. The zig-zag (32) corresponds to

the right outer rim composites of this diagram.

The notation BHarr in this diagram refers to the Harrison complex of augmented commutative dg algebras. Briefly

recall that this complex BHarr(A) is defined by the (degree shift of the) cofree Lie coalgebra Lc(IA[1]) on the dg vector

space IA[1], where IA denotes the augmentation ideal of our commutative dg algebra A, together with a differen-

tial which is the unique coderivation d : Lc(IA[1]) → Lc(IA[1]) whose projection onto IA[1] reduces to the map

Lc
2
(IA[1]) → IA[1] induced by the product of our algebra A, where Lc

2
(IA[1]) denotes the homogeneous component

of weight 2 of the cofree Lie coalgebra Lc(IA[1]). To be precise, we explicitly have BHarr(A)◦ = Lc(IA◦[1])[−1] when

we forget about differential. In our diagram, we apply this complex to the components of dg Hopf Λ-cooperads such

as B = C(∗pn), ec
n,
∗Graphsn arity-wise. The outcome of this construction inherits the structure of a dg Λ-bicomodule

over the dg Λ-cooperad underlying our dg Hopf Λ-cooperad B (we refer to [22] for details on this structure result),

and we apply the deformation complex construction of Section 2.5 to this object.
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BiDerdgΛ(C(∗pn),W(ec
m))

K(∗pn[−1], W̊(ec
m)1) K(IC(∗pn), W̊(ec

m)1) CoDerdgΛ(C(∗pn),W(ec
m))

K(∗pn[−1],Ω(ec
m)) K(IC(∗pn),Ω(ec

m)) CoDerdgΛ(C(∗pn), B(Ω(ec
m)))

K(∗pn[−1], em{m}) K(IC(∗pn), em{m}) CoDerdgΛ(C(∗pn), B(em{m}))

K(BHarr(C(∗pn)), em{m})

K(BHarr(e
c
n), em{m}) K(Iec

n, em{m}) CoDerdgΛ(ec
n, B(em{m}))

K(BHarr(
∗Graphsn), em{m}) K(I(∗Graphsn), em{m}) CoDerdgΛ(∗Graphsn, B(em{m}))

K(BHarr(
∗Graphsn), em{m}1) K(I(∗Graphsn), em{m}1) ĈoDerdgΛ(∗Graphsn, B(em{m}))

HGCm,n fHGCm,n

�

�

≃

≃

�

≃

≃

≃

≃

≃

�

≃

≃

�

≃

≃

≃

≃

≃

�

≃ ≃

�

≃ ≃

Figure 1.

In our constructions, we also use that the canonical morphism IA → IA/IA2 with values in the indecomposable

quotient IA/IA2 of an augmented commutative algebra A admits a factorization IA → BHarr(A) → IA/IA2, where

the first morphism is given by the identity between IA and the component Lc
1
(IA◦[1])[−1] of the Harrison complex,

whereas the second morphism is given by the identity between IA/IA2 and the cokernel of the top component of

Harrison differential Lc
2
(IA[1])

d
→ Lc

1
(IA[1]). Recall also that the latter morphism defines a quasi-isomorphism when

A is a cofibrant object of the category of commutative dg algebras.13 In the case of a dg Hopf cooperad B, we

may see that this construction returns a sequence of morphisms IB → BHarr(B) → IB/IB2 in the category of dg

Λ-bicomodules over B.

We now explain the definitions of the arrows of the diagram with full details from the top to the bottom. The

topmost vertical arrow is the isomorphism provided by Lemma 3.13. The next two vertical arrows on the left (and

on the right) are induced by the zigzag of operad morphisms W̊(ec
m)1

≃
← Ω(ec

m)
≃
→ em{m}. The horizontal arrows

so far are just the inclusions provided by the construction of Lemma 3.14. For convenience, we have inserted the

general isomorphisms K(IB,P) � CoDerdgΛ(B, B(P)) which occur in the construction of these inclusions Lemma

3.14, and we have marked the vertical morphisms which connect the intermediate objects K(IB,P) in dash. In fact,

13We emphasize that this quasi-isomorphism is a quasi-isomorphism of dg vector spaces, it is not necessarily compatible with the Lie coalgebra

structures.
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we keep taking these isomorphisms K(IB,P) � CoDerdgΛ(B, B(P)) all along our diagram on the right-hand side, and

the dashed morphisms represents the counterpart, on these complexes K(IB,P), of the vertical quasi-isomorphisms

that form the middle part of our zig-zag (32).

To get the next triangle of the diagram, we apply the functor K(−, em{m}) to the morphisms of dg Λ-bicomodules

IC(∗pn) → BHarr(C(∗pn)) → IC(∗pn)/IC(∗pn)2 associated to the dg Λ-Hopf cooperad B = C(∗pn), for which we have

the obvious identity IC(∗pn)/IC(∗pn)2 = ∗pn.

The fifth and the sixth vertical arrows on the left-hand side of our diagram are the morphisms of deformations

complexes induced by zigzag of quasi-isomorphisms of dg Hopf Λ-operads C(∗pn)
≃
−→ ec

n

≃
←− ∗Graphsn, just as the

corresponding morphisms which we consider on the right-hand side of our diagram. The horizontal arrows that we

take in the left-hand side squares at this level of our diagram are the morphisms of dg Λ-bicomodules IB → BHarr(B)

associated to the dg Λ-Hopf cooperads B = ec
n,C(∗pn), just as the diagonal arrow which corresponds to the case

B = C(∗pn) of this construction.

The next vertical arrows of our diagram are given by the obvious inclusion of operads em{m} into em{m}1, and we

just transport the previous horizontal morphisms to this level, by using the (bi)functoriality of the deformation complex

K(−,−).

The last vertical quasi-isomorphism on the left-hand side of the diagram has been constructed in [22]. The corre-

sponding quasi-isomorphism on the right is the one given by our zigzag constructions.

The commutativity of this diagram implies that the zigzag (32) reduces to the vertical composites of the left-hand

side. The conclusion that this zigzag defines a quasi-isomorphism therefore follows from the observation that all

vertical morphisms on the left are quasi-isomorphisms as indicated in the diagram. The proof of our lemma is now

complete. �

Furthermore, the verification of this lemma finishes the proof of Theorem 12 when, in the deformation complex

Def(Ec
n,E

c
m) = BiDerdgΛ(Ěc

n, Ê
c
m), we take Ěc

n = C(∗pn) for the cofibrant model of the dg HopfΛ-cooperad Ec
n = RΩ♯En

and Êc
m = W(ec

m), for the fibrant model of the dg HopfΛ-cooperad Ec
m = RΩ♯Em as in the proof of Proposition 6.1. �

8.4. Comparison of the nerves and the proof of Theorem 1. The goal of this subsection is to establish that the

L∞ quasi-isomorphisms constructed in the previous subsections induce an equivalence of simplicial sets between the

nerve of the dg Lie algebras of biderivations associated to our models of En-operads and the nerve of the dg Lie

algebras of hairy graphs (respectively, the nerve of the Shoikhet L∞ algebra in the case m = 1). To be explicit, we

check the following lemma:

Lemma 8.2. The L∞ quasi-isomorphisms of Lemma 8.1 induce a weak-equivalence of simplicial sets when we pass

to the nerve of our dg Lie algebras (respectively, of the Shoikhet L∞ algebra in the case m = 1). Thus, we have a

weak-equivalence of simplicial sets of the form

MC•(BiDerdgΛ(C(∗pn),W(ec
m)))

≃
→ MC•(HGCm,n)

in the case m, n ≥ 2, where HGCm,n is equipped with the standard Lie algebra structure, and a weak-equivalence of

simplicial sets of the form

MC•(BiDerdgΛ(C(∗pn),W(ec
1)))

≃
→ MC•(HGC′1,n)

in the case m = 1, n ≥ 2, where we consider the dg vector of hairy graphs equipped with the Shoikhet L∞ algebra

structure HGC′1,n.

Proof. We check that our dg Lie algebras can be equipped with a weight grading compatible with the L∞ quasi-

isomorphisms of Lemma 8.1, and we rely on the result of Theorem A.2, together with the observation of Remark A.4,

to establish this lemma. (We just need to adapt our arguments in the case m = 1, when we deal with the Shoikhet

L∞ structure, because we get an L∞ algebra equipped with a filtration rather than with a weight grading in this case.)

In Section 7, we explained that the graph cooperad ∗Graphsn is equipped with a weight grading given by the

function

ω(α) = (number of edges) − (number of internal vertices),

for any graph α ∈ ∗Graphsn(r). Recall that this weight grading is preserved by the differential of the graph cooperad

(we have the relation ω(dα) = ω(α), for any graph α ∈ ∗Graphsn(r)), by the commutative product (we have ω(α · β) =

ω(α)+ω(β), for all α, β ∈ ∗Graphsn(r)), by the action of permutations (we haveω(sα) = ω(α), for all α ∈ ∗Graphsn(r),
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and for any permutation s ∈ Σr), and by the composition coproducts of our cooperad (if ∆∗(α) =
∑

(α) α
′ ⊗ α′′ denotes

the expansion of the composition coproduct of an element α ∈ ∗Graphsn(S ), then we have ω(α) = ω(α′) + ω(α′′), for

each term α′ ⊗ α′′ of this expansion).

We use that the cooperad ec
n = Poisc

n is equipped with an analogous weight grading. For this purpose, we first

consider the weight grading of the n-Poisson operad Poisn by the number of Lie brackets in the expression of Poisson

monomials. We equivalently determine the weight of Poisson monomials by the function ω : p 7→ ω(p) such that

ω(x1 x2) = 0, ω([x1, x2]) = 1, and ω(p ◦i q) = ω(p) + ω(q),

for any composition product of elements of homogeneous weight p ∈ Poisn(k), q ∈ Poisn(l). We just transport this

weight grading to our cooperad ec
n = Poisc

n by duality, so that we have the relation ω(p∗) = ω(p) for any element

p∗ of the dual basis of the basis of Poisson monomials in Poisn(r). We easily check that this weight grading on ec
n

is preserved by the commutative algebra products, by the action of permutations, and by the composition coproducts

of our cooperad, like the weight grading of the graph cooperad. We can equivalently determine the weight grading

on ec
n(r) from the Arnold presentation, which asserts that the algebra ec

n(r) is given by a quotient of a free graded

symmetric algebra S (ei j, 1 ≤ i , j ≤ r) by a homogeneous ideal generated by quadratic relations. (Recall that we have

ec
n(r) = H∗(Dn(r),K), for each r > 0. The Arnold presentation concerns the cohomology algebras of the configuration

spaces of points in the Euclidean space Rn, which are the same as the cohomology algebras of the little discs spaces

Dn(r) by homotopy invariance of the cohomology.) We actually have ω(ei j) = 1, for each pair i , j.

We can also provide the graded Drinfeld-Kohno Lie algebra operad pn with a weight grading. We then use the

Drinfeld-Kohno presentation of the Lie algebras pn(r) as a quotient of the free graded Lie algebras L(ti j, 1 ≤ i , j ≤ r)

by a homogeneous ideal generated by quadratic relations. We just assign the weight ω(ti j) = 1 to each generator

ti j ∈ pn(r) in this presentation, as in the case of the Arnold presentation. This weight grading is preserved by the Lie

algebra structure by construction, by the action of permutations, and by the additive operadic composition products

attached to our object. We again transport this weight grading to the dual cooperad of this operad ∗pn, and we equip

the cooperad C(∗pn) defined by the Chevalley-Eilenberg cochain complex of the graded Lie coalgebras ∗pn(r) with

the weight grading such that ω(α1 · · ·αl) = ω(α1) + · · · + ω(αl), for any product of elements α1, . . . , αl ∈
∗pn(r) in

the Chevalley-Eilenberg cochain complex. We easily check that this weight grading on C(∗pn) is preserved by the

commutative algebra products, by the action of permutations, and by the composition coproducts of our cooperad, in

the same sense as in the case of the graph cooperad and of the n-Poisson cooperad.

We provide the dg Lie algebras of coderivations and of biderivations of the diagram of Figure 1 with the complete

weight grading L̂ =
∏

d≥1 L̂d such that L̂d consists of the coderivations (respectively, biderivations) that vanish on the

elements of weight ω(α) , d. We may still see that we have the relation ω(α) > 0 for any element in the augmentation

ideal IB(r) of the algebras B(r) that form our cooperads B = ∗Graphsn, e
c
n,C(∗pn). We therefore get that the weight

grading of our objects starts in weight d = 1 as indicated in our decomposition formula.

We use that the hairy graph complexes fHGCm,n and HGCm,n inherit a complete weight grading too, like the hairy

graph complexes fHGC1,n and HGC1,n which we consider in Section 7.3 (we can actually use the same formula as in

the case of the graph cooperad to define the weight grading of a graph in these complexes fHGCm,n and HGCm,n). We

assume in particular that the bottom vertical morphisms of the diagram of Figure 1 preserve the weight grading by

construction. We may also note that the morphisms of dg Hopf Λ-cooperads C(∗pn)
≃
→ ec

n

≃
← ∗Graphsn, which we

use in the definition of the vertical morphism of our diagrams preserve the weight grading too. We deduce from this

observation that the other vertical morphisms in our diagrams preserve the complete weight grading of our coderivation

and biderivation complexes too. We easily check that this is also the case of the corresponding horizontal morphisms,

because these morphisms are given by natural (weight preserving) restriction operations at the coefficient level. We

conclude that all morphisms in our diagram preserve the complete weight grading that we attach to our objects.

We can pick L∞ quasi-inverses of the upwards L∞ quasi-isomorphisms of (the right hand column of) our diagram

that preserves the complete weight grading (use the standard effective constructions of L∞ quasi-inverses). We then

get an L∞ morphism BiDerdgΛ(C(∗pn),W(ec
m)) → HGCm,n (an L∞ quasi-isomorphism by the result of Lemma 8.1)

which is compatible with the complete weight grading when we compose these maps.

This verification immediately enables us to apply the result of Theorem A.2, together with the observation of

Remark A.4, in order to get the conclusion of the lemma in the case m > 1. If m = 1, then we have to replace

the complexes fHGC1,n and HGC1,n by the Shokheit L∞ algebras fHGC′1,n and HGC′1,n. In this case, we just use the

assertions of Theorem 7.16 to get the weight grading preserving L∞ quasi-isomorphisms required by our arguments,

and the conclusion follows the same way as in the case m > 1. �
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This lemma, together with the statement of Theorem 11, established in Section 6, implies that the mapping spaces

associated to the topological operads of little discs are weakly equivalent to the nerve of the dg Lie algebra of hairy

graphs (respectively, to the Shoikhet L∞ algebra) as asserted in Theorem 1-2, and hence, completes the proof of these

statements, as expected. �

9. The structure of the nerve of HGCm,n and the proof of the corollaries of Theorem 1

Theorem 1 allows us to deduce homotopical properties of the mapping spaces Map(Dm,D
Q
n ) from the examination

of combinatorial properties of the hairy graph complexes HGCm,n. The purpose of this section is to establish the

corollaries of the introduction of the paper by using this combinatorial reduction. Thus, we mostly forget about the

homotopy of the En-operads in this section, and we focus on the study of the graph complexes themselves.

To summarize the main outcomes of this study, we first check the claims of Corollary 3 and Corollary 4, about

the homotopy of our mapping spaces Map(Dm,D
Q
n ) in the case n − m ≥ 2. Then we prove the claims of Corollary 5,

Corollary 6 and Corollary 7, about the homotopy of the connected components of the mapping spaces Map(Dn,D
Q
n )

and their relationship to the Kontsevich graph complex GCn, and the parallel claims of Corollary 8 and Corollary 10,

about the connected components of the mapping spaces Map(Dn−1,D
Q
n ). We also check the observation of Remark 9,

about the connected component of the canonical map Dn−1 → Dn.

We devote the following subsections to these verifications, which we address in the order of this summary. Through-

out this section, we use Berglund’s theorem, which asserts that the homotopy of the nerve of an L∞ algebra L at a base

point α ∈ MC(L) is given by the homology of the twisted L∞ algebra L, up to a degree shift by one (see Theorem A.5).

9.1. Proof of Corollary 3. We can check that the complex HGCm,n is concentrated in degrees ≥ 1 when n − m ≥ 2

and m ≥ 1 by counting the contribution of the internal vertices, of the internal edges, and of the hairs in the degree of a

graph (as in Remark 7.13), and by using the assumption that each internal vertex has at least three incident edges, each

internal edge is incident to two vertices, and each hair is incident to one vertex (see [22, Proof of Proposition 2.2.7]

for details). We deduce from this observation that the simplicial set MC•(HGCm,n) has a unique vertex, given by the

zero element in the degree 0 component of the hairy graph complex HGCm,n. Hence, this simplicial set MC•(HGCm,n)

is connected as soon as n − m ≥ 2, for all m ≥ 1, and so is the mapping space Map(Dm,D
Q
n ) by Theorem 1-2.

Then we can apply the result of Theorem A.5 to get the second claim of Corollary 3, about the computation

of the homotopy groups of the spaces Map(Dm,D
Q
n ) ≃ MC•(HGCm,n) in terms of the homology of the hairy graph

complex HGCm,n. From the vanishing of the complex HGCm,n in degree 0, we also get the relation π1Map(Dm,D
Q
n ) =

H0(HGCm,n) = 0, so that the space Map(Dm,D
Q
n ) is simply connected (and not only connected) when n − m ≥ 2, as

claimed in Corollary 3, �

9.2. Proof of Corollary 4. We count the contribution of the internal vertices, of the internal edges, and of the hairs

in the degree of a (connected) hairy graph. We now assume that our graph α has loop order g, so that we have

k − l = g − 1, where k is the number of internal edges of our graph and l is the number of internal vertices. We

moreover have 3l ≤ 2k + h⇔ l ≤ 2(g− 1) + h, where h is the number of hairs of our graph, as soon as we assume that

each internal vertex has at least 3 incident edges. We also have h ≥ 1 by definition of the hairy graph complex. We

then obtain

|α| = (n − 1)k − nl + (n − m − 1)h + m = (n − 1)(g − 1) − l + (n − m − 1)h + m

≥ (n − 1)(g − 1) − 2(g − 1) + (n − m − 2)h + m

≥ (n − 3)(g − 1) + (n − 2).

We accordingly have |α| ≥ 3n − 8 if g ≥ 3, so that the components of loop order g ≤ 2 of the hairy graph complex

HGCm,n capture the whole homology group Hi−1(HGCm,n), and hence the whole homotopy group πiMap(Dm,Dn) by

the result of Corollary 3, as soon as i − 1 < 3n − 8⇔ i ≤ 3n − 8. The conclusion of Corollary 4 follows. �

9.3. Proof of Corollary 5. We consider the map F : MC(HGCm,n) → K which, to any Maurer-Cartan element

γ ∈ MC(HGCm,n), assigns the coefficient of the line graph L = in the expansion of γ as a formal series of

graphs in the hairy graph complex. We may check that this mapping corresponds to the map F : π0Map(Dn,Dn) → Q

considered in Corollary 5.

71



We now consider the element such that α = λL in the hairy graph complex, where we assume λ ∈ Q×. We still

trivially have α ∈ MC(HGCn,n), and by using the translation operation γ 7→ α + γ, we can identify the simplicial set

F−1(λ) ⊂ MC•(HGCn,n) with the nerve of the dg Lie algebra

HGC∼n,n ⊂ HGCα
n,n

formed by the formal series of graphs in which the line graph has a null coefficient.

We may see, on the other hand, that the line graph spans the component of loop order zero of the complex HGCn,n.

Indeed, this subcomplex HGC
0−loop
n,n , which consists of the part of loop order zero in the hairy graph complex HGCn,n,

is identified with the complex spanned by trees with the indistinguishable external vertices on the leaves. If such a tree

is not the line graph, it necessarily has an (internal) vertex. Since by assumption vertices have valence at least three,

there is necessarily a vertex with more than one hair. But by symmetry such trees vanish (hairs are odd objects), and

hence the line graph is the only allowed graph of loop order 0.

Hence HGC∼n,n is the part of loop order ≥ 1 of the twisted dg Lie algebra HGCα
n,n,

HGC∼n,n = (HGCα
n,n)≥1−loop.

In our previous statements, we equip the hairy graph complex with the complete weight grading defined by the

weight function such that ω(γ) = (number of edges) − (number of internal vertices) for any graph γ ∈ HGCn,n. The

Lie bracket with our Maurer-Cartan element α = λL increases this weight by one. Hence, we get that this weight

grading determines a complete descending filtration on the twisted complex HGCα
n,n. To simplify our subsequent

verifications, we replace this filtration by the grading by the loop order, which we can determine by the function

such that g(γ) = (number of internal edges) − (number of internal vertices) + 1, for any graph γ ∈ HGCn,n. We have

ω(γ) ≥ g(γ), so that the loop order determines a filtration of our dg Lie algebra which does not change the nerve by the

result of Theorem A.6. We moreover see that both the Lie bracket and the differential of the twisted complex HGCα
n,n

preserve the loop order. We accordingly get that the loop order determines a complete weight decomposition (and

not only a filtration) of our dg Lie algebras. We can then apply the result of Theorem A.2 to conclude that the above

quasi-isomorphism of dg Lie algebras induces a weak-equivalence of simplicial sets at the nerve level:

MC•((HGCα
n,n)≥1−loop)

≃
→ MC•(HGC∼n,n) = F−1(λ).

We consider the extension of our dg Lie algebra

(HGCα
n,n)≥1−loop ⊂ (HGC2,α

n,n )≥1−loop

which we define by allowing graphs with bivalent internal vertices in the construction of our object. We get that

this inclusion defines a quasi-isomorphism of (complete graded) dg Lie algebras, just like the canonical embedding

HGCn,n ⊂ HGC2
n,n when we consider the whole complexes of connected hairy graphs, and we therefore have the

following extra weak-equivalence of simplicial sets at the nerve level:

MC•((HGCα
n,n)≥1−loop)

≃
→ MC•((HGC2,α

n,n )≥1−loop)

(we use the result of Theorem A.2 again). We then use the quasi-isomorphism of dg Lie algebras of Theorem 7.19

KL ⊕ GC2
n[1]

≃
→ (HGC2

n,n)α,

where we assume that KL ⊕ GC2
n[1] represents an abelian dg Lie algebra (equipped with a trivial Lie bracket). Recall

that we need the assumption λ , 0 to get this result. We can obviously provide the graph complex GC2
n with the same

grading by the loop order as our twisted hairy graph complex (HGC2,α
n,n )≥1−loop, and we immediately see that the above

quasi-isomorphism induces a quasi-isomorphism of complete graded dg Lie algebras

GC2
n[1]

≃
→ (HGC2,α

n,n )≥1−loop

when we drop the part of loop order zero. We moreover have an obvious formality quasi-isomorphism of dg Lie

algebras

H(GC2
n)[1]

≃
→ GC2

n[1]

since GC2
n[1] is equipped with an abelian dg Lie algebra structure (pick representatives of a basis of homology classes

in the graph complex GC2
n[1]). We can assume that our formality quasi-isomorphism preserves the loop order, and we

can again apply the result of Theorem A.2 to establish that we have weak-equivalences at the nerve level:

MC•(H(GC2
n[1]))

≃
→ MC•(GC2

n[1])
≃
→ MC•((HGC2,α

n,n )≥1−loop).
72



By putting all our weak-equivalences together, we conclude that we have a weak-equivalence of simplicial sets

F−1(λ) ≃ MC•(H(GC2
n)[1]),

for each value of the parameter λ ∈ Q×.

The list in the statement of our corollary merely spells out the outcome of the homology of degree zero H0(GC2
n)

depending on the value of the dimension n ≥ 2. In short, we can check that the complex GCn with at most trivalent

vertices vanishes in degree < n when n ≥ 3. Then we deduce from the result of Proposition 7.6 that the homology of

GCn in degree 0 reduces to the vector space spanned by the loop graph Ln when n−1 ≡ 0 mod 4 and is trivial otherwise.

In the case, we have H0(GC2
2) � grt1 by [55], where grt1 is the part of weight ≥ 1 of the graded Grothendieck-

Teichmüller Lie algebra defined by Drinfeld, and we have an set-theoretic identity between this Lie algebra and the

corresponding group GRT1. (In fact, this correspondence with the Grothendieck-Teichmüller group is obtained by

another method in the reference [20] cited in the statement of Corollary 5.)

To complete these verifications, let us observe that we have an immediate identity πk(F−1(λ), pλ) � Hk(GC2
n), for

any choice of base point pλ ∈ F−1(λ), since we assume that the dg Lie algebra H(GC2
n)[1] is equipped with a trivial dg

Lie structure when form the simplicial sets F−1(λ) ≃ MC•(H(GC2
n)[1]). (Thus, we consider a simple particular case of

the result of Theorem A.5.) This observation completes the verification of the claims of Corollary 5. �

9.4. Proof of Corollary 6. We first assume n = 2. In this case, we can actually deduce our claims from the quasi-

isomorphism HGC2,2 ≃ K(∗p∗2[−1], e2{2}) which occurs in the course of our proof of Theorem 12 in Section 8.3.

Indeed, the standard Drinfeld-Kohno Lie algebras p(r) = p2(r) (and hence, the dual Lie coalgebra ∗p2(r)) are concen-

trated in degree zero, whereas the components of the suspended operad e2{2}(r) = e2(r)[2(1 − r)] are concentrated in

degree ≤ 1− r. We use a spectral sequence argument to conclude that the twisted complex HGCα
2,2 has no homology in

degree > 0, for any Maurer-Cartan element α ∈ MC(HGC2,2). We moreover have the identity K(∗p∗2[−1], e2{2})0 = Q,

and we get H0(HGCα
2,2) = Q. We can actually take the loop graph L1 to get a representative of a generating class of

this homology H0(HGCα
2,2) = Q in the complex GC2

2[1]. We then use the results established by the proof of Corollary

5 to conclude that the homotopy groups πi(Maph(D2,D
Q

2
), pλ) vanish in degree i > 1.

We now assume n > 2. We adapt the degree counting arguments which the proof of Corollary 4 to the case of the

Kontsevich graph complex GCn. We then have the degree formula |α| = (n − 1)k − nl + n = (n − 1)(g − 1) − l + n, for

each graph α with k edges and l vertices, and where we use the notation g for the genus, so that we have g − 1 = k − l.

We still have 3l ≤ 2k ⇔ l ≤ 2(g − 1), since we assume that each internal vertex in our graph has at least 3 incident

edges. We accordingly get:

|α| = (n − 1)(g − 1) − l + n

≥ (n − 1)(g − 1) − 2(g − 1) + n

≥ (n − 3)(g − 1) + n = (n − 3)g + 3.

We conclude that the components of loop order g ≤ d, where d is any fixed bound, capture the whole homology

groups Hi(GCn) of the graph complex GCn in degree i ≤ (n − 3)(d + 1) + 2. We apply this observation to d = 8, 10,

and we use the result of Proposition 7.6 (together with the previously obtained identity between the homology of the

graph complex GC2
n and the homotopy groups of the spaces F−1(λ) ⊂ Maph(Dn,D

Q
n ), for λ , 0) to check the claims of

Corollary 6 in the case n > 2. �

9.5. Proof of Corollary 7. The Maurer-Cartan element of the hairy graph complex HGCn,n that corresponds to the

map ∗ is 0. Hence, from the weak-equivalence Maph(Dn,D
Q
n ) ≃ MC•(HGCn,n) of our main theorem in the case m = n,

and from the general statement of Theorem A.5, we get the identity πi(Maph(Dn,D
Q
n ), ∗) = Hi−1(HGCn,n) asserted in

our Corollary 7, for any i ≥ 1.

The second assertion of our corollary, about the homotopy groups of the space Maph(Dn,D
Q
n ) at other base points

of the simplicial set F−1(0), follows from a spectral sequence argument, by observing that any other Maurer-Cartan

element of the hairy graph complex HGCn,n forms a deformation of the null element. �

9.6. Proof of Corollary 8. In a preliminary step, we explain the definition of a function J : π0MC•(HGCn−1,n) → Q

which corresponds to the locally constant function of our corollary when we pass to the mapping space Map(Dn−1,Dn).

To any Maurer-Cartan element γ ∈ MC(HGCn−1,n), we assign the coefficient of the tripod graph Y = in the

expansion of γ as a formal series of graphs in the hairy graph complex.
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We aim to check that this mapping J : γ 7→ J(γ) induces a well defined map on the homotopy class set

π0MC•(HGCn−1,n) = MC(HGCn−1,n)/ ≃ ,

where ≃ is the equivalence relation such that d0ρ ≃ d1ρ for any 1-simplex γ ∈ MC1(HGCn−1,n). We may set ρ =
α(t) + β(t)dt, where we assume α(t) ∈ HGCn−1,n⊗̂Q[t] and β(t) ∈ HGCn−1,n⊗̂Q[t], with the same definition of the

completed tensor product as in the case of the extended Lie algebra HGCn−1,n⊗̂Ω(∆1). We have d0ρ = α(0), d1ρ = α(1),

and for this element ρ ∈ HGCn−1,n⊗̂Ω(∆1) the Maurer-Cartan equation implies α′(t) = dβ(t)+[α(t), β(t)], where we use

the notation α′(t) for the derivative of the function α : t 7→ α(t), whereas dα(t) denotes the point-wise the application

of the differential of the graph complex to β(t). We accordingly have the relation

α(1) − α(0) =

∫ 1

0

(dβ(t) + [α(t), β(t)])dt.

in the hairy graph complex HGCn−1,n.

It is clear the tripod graph can not arise in the differential of another graph, and neither in the Lie bracket of two

other graphs in the dg Lie algebra HGCn−1,n. More precisely, since the loop order is never reduced by the differential

and the bracket, the other graph(s) would need to be of loop order zero. Since by symmetry the line graph is zero in

the complex HGCn−1,n, any those graph(s) must have at least one vertex, and hence their differential and bracket must

necessarily have at least two vertices, while the tripod Y has only one.

We deduce from this observation that the expression dβ(t) + [α(t), β(t)] in the above integral has no tripod graph

component. We therefore get that d1ρ = α(1) and d0ρ = α(1) have the same tripod graph component, and hence that

our map J : γ 7→ J(γ) satisfies the relation J(d1ρ) = J(d0ρ), as required.

The proof of the claims of our corollary is now analogous to the verification of the claims of Corollary 5. Never-

theless, we have to distinguish the cases n = 2 and n ≥ 3, since we have to consider the Shoikhet L∞ structure (and

not the standard dg Lie algebra) on the complex HGC1,2 in the case n = 2.

We address the generic case n ≥ 3 first. Let λ ∈ Q×. We set

α :=
∑

k≥1

λk

︸  ︷︷  ︸
2k+1

∈ HGC2
n−1,n,

where we consider the obvious rescaling of the element T of (29). We then have J(α) = λ, and we can again use the

translation operation γ 7→ γ + α to identify the simplicial set J−1(λ) ⊂ MC•(HGCn−1,n) with the nerve of the dg Lie

algebra

HGC∼n−1,n ⊂ HGCα
n−1,n

formed by the formal series of graphs in which the tripod graph has a null coefficient.

We can now see that the tripod graph spans the homology of the component of loop order zero of the complex

H(HGCn−1,n). Concretely, this component is spanned by at least trivalent trees with even hairs, with differential

being given by vertex splitting. The cobar construction of the cocommutative cooperad Ω(Comc) (whose definition

is briefly reviewed in Section 2.3) has the same expression, but we assume that the trees have a root in this case

and that the ingoing leaves are numbered (from 1 to r when we consider the component of arity r of this operad

Ω(Comc)). We have the precise identity HGC
0−loop

n−1,n =
∏

r≥2(Ω(Comc)(r)Σr+1
, where we consider an extension of the

natural action of the group Σr on Ω(Comc)(r) to make the root equivalent to the other undistinguished leaves in trees.

(This extension is the cyclic structure of the operad Ω(Comc) defined by Getzler-Kapranov in [24].) The operad

Ω(Comc) is quasi-isomorphic to the Lie operad Lie{−1} by the Koszul duality of operads, and we therefore have

H(HGC
0−loop

n−1,n ) =
⊕

r≥2
Lie{−1}(r)Σr+1

. Now we observe that Lie{−1}(r)Σr
is identified with the vector space of Lie

monomials of weight r on one odd variable, which is null when r ≥ 3. We conclude that H(HGC
0−loop

n−1,n ) reduces to the

vector space spanned by the tripod graph in weight r = 2. We then use a straightforward spectral sequence argument

(by using the filtration by the number of hairs) to get the identity H(HGCα
n−1,n)0−loop

� KY when we consider the

twisted complex.

Then we deduce from this identity that the embedding

(HGCα
n−1,n)≥1−loop ⊂ HGC∼n−1,n,

where we consider the part of loop order ≥ 1 of the twisted dg Lie algebra HGCα
n−1,n, defines a quasi-isomorphism

of dg Lie algebras. We equip our twisted complexes with the grading by the loop order again, rather than the weight
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grading ω(γ) = (number of edges) − (number of internal vertices), which we have considered so far. We just ob-

serve, as in our proof of Corollary 5, that this change of filtration does not change the nerve of our dg Lie alge-

bras. Recall that we determine this loop order grading by the function such that g(γ) = (number of internal edges) −

(number of internal vertices) + 1, for any graph γ ∈ HGCn−1,n. We use that the differential and the Lie bracket of our

twisted Lie algebras are homogeneous with respect to the loop order. We can therefore apply the result of Theorem

A.2 to the above quasi-isomorphism to conclude that we have a weak-equivalence of simplicial sets at the nerve level:

MC•((HGCα
n−1,n)≥1−loop)

≃
→ MC•(HGC∼n−1,n) = J−1(λ).

We again consider the extension of this dg Lie algebra

(HGCα
n−1,n)≥1−loop ⊂ (HGC2,α

n−1,n)≥1−loop

which we define by allowing graphs with bivalent internal vertices in the construction of our object. We still get that

this inclusion defines a quasi-isomorphism of (complete graded) dg Lie algebras, just like the canonical embedding

HGCn−1,n ⊂ HGC2
n−1,n when we consider the whole complexes of connected hairy graphs, and we therefore have the

following extra weak-equivalence of simplicial sets at the nerve level:

MC•((HGCα
n−1,n)≥1−loop)

≃
→ MC•((HGC2,α

n−1,n)≥1−loop)

(by the result of Theorem A.2 again). We then use the quasi-isomorphism of dg Lie algebras of Theorem 7.21

KT ′ ⊕ GC2
n[1]

≃
→ (HGC2

n−1,n)α,

where we assume that KT ′ ⊕ GC2
n[1] represents an abelian dg Lie algebra (equipped with a trivial Lie bracket). We

assume that the graph complex GC2
n is equipped with the loop order as in the proof of Corollary 5, and we again

immediately see that the above quasi-isomorphism induces a quasi-isomorphism of complete graded dg Lie algebras

GC2
n[1]

≃
→ (HGC2,α

n−1,n)≥1−loop

when we drop the part of loop order zero of our complexes. We consider the formality quasi-isomorphism of dg Lie

algebras

H(GC2
n)[1]

≃
→ GC2

n[1]

again, and we apply the result of Theorem A.2 to establish these quasi-isomorphisms give weak-equivalences at the

nerve level:

MC•(H(GC2
n[1]))

≃
→ MC•(GC2

n[1])
≃
→ MC•((HGC2,α

n−1,n)≥1−loop).

By putting all our weak-equivalences together, we conclude that we have a weak-equivalence of simplicial sets

J−1(λ) ≃ MC•(H(GC2
n)[1]),

for each value of the parameter λ ∈ Q×.

We now turn to the case n = 2. We then use the result of Theorem 7.23 to get the existence of a Maurer-Cartan

element α such that J(α) = λ. We then use the same arguments as in the case n ≥ 3 to establish the existence of a

weak-equivalence of simplicial sets

J−1(λ) ≃ MC•((HGC′2,α
1,2 )≥1−loop),

where we again use the notation HGC′2
1,2 for the complex HGC2

1,2 equipped with the Shoikhet L∞ structure. We then

consider the L∞ quasi-isomorphism of Theorem 7.22

K[1] ⊕ GC2
2[1]

≃
→ (HGC′21,2)α,

where we still assume that K[1] ⊕ GC2
n[1] represents an abelian dg Lie algebra (equipped with a trivial Lie bracket).

We again obtain an L∞ quasi-isomorphism

GC2
2[1]

≃
→ (HGC′2,α

1,2 )≥1−loop

when we withdraw the components of loop order zero. We use that this quasi-isomorphisms agrees with the quasi-

isomorphisms of Theorem 7.21 up to terms that strictly increase the loop order (see our observations following the

statement of Theorem 7.22). We use this observation to apply Theorem A.2 to our quasi-isomorphisms. We eventually

conclude that we have a weak-equivalence of simplicial sets

J−1(λ) ≃ MC•(H(GC2
2)[1])
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in this case n = 2 as well, as we expect. �

9.7. Proof of the observation of Remark 9. The canonical embedding Dn−1 →֒ Dn corresponds to a morphism of dg

HopfΛ-cooperads in our model, and this morphism is represented by a Maurer-Cartan element m in the dg Lie algebra

BiDerdgΛ(C(∗pn),W(ec
n−1

)). We can also forget about the Hopf structure and consider the morphism of dgΛ-cooperads

underlying our model. By Proposition 3.10, this forgetful operation is realized by the morphism of filtered complete

dg Lie algebras (of the same proposition)

BiDerdgΛ(C(∗pn),W(ec
n−1))→ CoDerdgΛ(C(∗pn),W(ec

n−1))

when we pass to the complex of biderivations. This morphism sends our Maurer-Cartan element m to some Maurer-

Cartan element m′ on the right.

We go back to the proof of Lemma 8.1, where we check that the dg Lie algebra of biderivations on the source

of this forgetful map is L∞ quasi-isomorphic to HGCn−1,n, while the dg Lie algebra of coderivations on the target is

quasi-isomorphic to fHGCn−1,n. We just need to assume that hairy graph complexes are equipped with the Shoikhet

L∞ structure in the case n = 2. The L∞ morphisms in our construction preserve the complete filtrations which we

attach to our objects, and hence, can be used to transfer Maurer-Cartan elements. We get that m corresponds to

some Maurer-Cartan element m̂ in the complex of connected hairy graphs HGCn−1,n, while m′ corresponds to some

Maurer-Cartan element m̂′ in the full hairy graph complex fHGCn−1,n.

We use that the composite of the above forgetful map with our L∞ quasi-isomorphism determines an L∞ morphism

from HGCn−1,n to fHGCn−1,n. We deduce from an immediate inspection of our construction in the proof of Lemma 8.1

that the linear component of this L∞ morphism is the canonical inclusion HGCn−1,n →֒ fHGCn−1,n.

Recall that the complete filtration which we associate to our graph complexes is determined by the weight function

such that ω(γ) = (number of edges) − (number of internal vertices), for any graph γ ∈ fHGCn−1,n. In the previous

proof, we observed that this weight function satisfies ω(γ) ≥ 2 for any graph, and that this lower bound is reached by

the tripod graph Y. These observations imply that the components of order > 1 of our L∞ morphism from HGCn−1,n

to fHGCn−1,n can not touch the tripod graph component. Hence, the coefficient of the tripod graph in the expansion of

the Maurer-Cartan element m̂ ∈ HGCn−1,n is the same as the coefficient of the tripod graph in the expansion of m̂′.

By [50, Lemma 8], the coefficient of the tripod graph in the latter Maurer-Cartan element m̂′ is 1/4.14 We therefore

have m̂ ∈ J−1(1/4), and this result completes the proof of the claim of Remark 9. �

9.8. Proof of Corollary 10. The proof of the assertion of Corollary 10 about the homotopy groups of the mapping

space Maph(Dn−1,Dn) at the trivial map ∗ as base point is strictly parallel to the proof of the analogous statement of

Corollary 7 for the homotopy groups of the mapping space Maph(Dn,Dn) at the trivial map ∗. We use that the Maurer-

Cartan element of the hairy graph complex HGCn−1,n that corresponds to this map ∗ is 0. We then use the weak-

equivalence Maph(Dn−1,D
Q
n ) ≃ MC•(HGCn−1,n) given by the result of our main theorem and the general statement of

Theorem A.5 to get the identity πi(Maph(Dn−1,D
Q
n ), ∗) = Hi−1(HGCn−1,n) asserted in our corollary, for any i ≥ 1.

We can similarly use the same arguments as in the proof of Corollary 7 to establish our assertions about the

homotopy groups of the other connected components of the space J−1(0). �

Part 4. Mapping spaces of truncated operads in connection with the embedding calculus

The Goodwillie-Weiss calculus can be used to relate the mapping spaces associated to the little discs operads

Maph(Dm,Dn) to the embedding spaces Emb∂(D
m,Dn) as we explain in the introduction of this article. The main pur-

pose of this part is to prove that our result about the mapping spaces Maph(Dm,D
Q
n ), where we take the rationalization

of the little n-discs operad as a target D
Q
n , can be used to determine the rationalization of the spaces Maph(Dm,Dn) in

a suitable range of dimension, and hence, to give information about the rational homotopy of the embedding spaces

Emb∂(D
m,Dn).

To be more precise, recall that the Goodwillie-Weiss calculus expresses the homotopy type of a space of embeddings

modulo immersions Emb∂(D
m,Dn) in terms of the limit of a tower of polynomial approximations Tk Emb∂(D

m,Dn),

k ≥ 0. In fact, we study a parallel tower decomposition of our operadic mapping spaces Maph
≤k(Dm|≤k,Dn|≤k), k ≥ 0,

by using truncation functors on the category of operads P 7→ P|≤k. We establish our comparison result for the

rationalization of this tower of mapping spaces. We devote most of this part to the analysis of this tower of operadic

14In fact, the statement in loc. cit. is about the real version of m̂′, obtained by changing the ground field to R. However, since the coefficient of

the tripod graph cannot be altered by gauge transformations, it follows that the same result has to be true over Q.
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mapping spaces therefore. We only address the consequences of our results for the Goodwillie-Weiss calculus of

embedding spaces as a conclusion of this study. We refer to the introduction of this paper for a more detailed survey

of the connections between our results and the Goodwillie-Weiss calculus.

10. Truncated operads and the rationalization of mapping spaces

The truncated operads P|≤k, which we consider to define our tower of mapping spaces, are defined by forgetting

about the components P(r) of arity r > k in our objects. We can consider an analogous truncation operation for

Λ-operads, dg Λ-cooperads, dg Λ-cooperads and collections. We briefly review the applications of homotopy theory

methods to truncated operads in a preliminary subsection. We establish our comparison result for the rationalization

of the mapping spaces of the truncated operads of little discs afterwards, and we state the truncated analogues of the

results obtained in the previous part of this paper to conclude this study.

We mostly consider topological operads rather than simplicial operads in this part. Therefore we emphasize the

applications of our constructions for topological operads. Recall simply that the model category of Λ-operads in

topological spaces is Quillen equivalent to the model category of Λ-operads in simplicial sets, so that the mapping

spaces which we associate to operads in topological spaces are weakly-equivalent to the mapping which we may

associate to the corresponding objects in the category of operads in simplicial sets.

10.1. Truncated operads and mapping spaces. We explicitly define a k-truncated Λ-operad in topological spaces

as the structure formed by a finite collection P(1), . . . ,P(k), where each object P(r) is a topological space equipped

with an action of the symmetric group Σr , for r = 1, . . . , k, together with restriction operators u∗ : P(n) → P(m)

and composition products ◦i : P(m) × P(n) → P(m + n − 1) which we may form in the range of arity r ≤ k where

our collection P is defined. We also assume that a k-truncated Λ-operad is equipped with an operadic unit 1 ∈ P(1),

and that the equivariance, unit and associativity axioms of Λ-operads hold for k-truncated Λ-operads in the range

of definition of our objects. We can also regard the underlying collection of a k-truncated operad as a contravariant

diagram over the category Λ≤k which has the ordinals r = {1, . . . , r} such that 1 ≤ r ≤ k as objects and the injective

maps between these ordinals as morphisms. We can still define the structure of a k-truncated plain (symmetric) operad

by forgetting the action of the restriction operators u∗ : P(n)→ P(m) in this definition. We use the same definitions in

the context of simplicial sets.

We adopt the notation TopΛOp≤k (respectively, Top Op≤k) for the category of k-truncated Λ-operads (respectively,

of k-truncated plain symmetric operads) in topological spaces, for any k ≥ 1. We similarly use the notation sΛOp≤k =

s SetΛOp≤k (respectively, sOp≤k = s Set Op≤k) for the category of k-truncated Λ-operads (respectively, of k-truncated

plain symmetric operads) in simplicial sets. Recall also from Section 4 that the categories of Λ-operads in topological

spaces and in simplicial sets are denoted by TopΛOp∅ and sΛOp∅ = s SetΛOp∅, respectively.

We can adapt the definition of the model structure of Λ-operads in [20, Section II.8.4] in the context of k-truncated

Λ-operads. In short, we provide the category of k-truncated Λ-operads in topological spaces with the model structure

where the weak-equivalences are the morphisms of k-truncated Λ-operads which define a weak-equivalence in the

category of topological spaces arity-wise, whereas the fibrations are the morphisms that define a fibration in the Reedy

model category of Λ≤k-diagrams in topological spaces. We then consider a natural generalization of the notion of a

Reedy model structure in the context of categories of diagrams over indexing categories with non-trivial isomorphism

sets. We characterize the cofibrations of our model category of k-truncated Λ-operads by the left lifting property with

respect to the class of acyclic fibrations. We still have a model structure on the category of k-truncated plain symmetric

operads Top Op≤k (see [21, Section 2]). We just forget about the restriction operators in this case and we assume that

a morphism defines a fibration in Top Op≤k if this morphism forms a fibration in the projective model category of

k-truncated Σ-collections which underlies this model category of operads.

Let P∅ be the k-truncated symmetric operad which we obtain by the forgetting about the action of the restriction

operators in a k-truncated Λ-operad and by taking P(0) = ∅ in arity zero.

We have the following observation:

Proposition 10.1. A k-truncated operad P is cofibrant in TopΛOp≤k if and only if the k-truncated operad P∅ is

cofibrant in Top Op≤k, and a morphism of k-truncated operads f : P → Q similarly defines a cofibration in TopΛOp≤k

if and only if the associated morphism of k-truncated operads f : P∅ → Q∅ forms a cofibration in Top Op≤k.

Proof. We can easily adapt the proof of an analogue of this statement in [20, Theorem II.8.4.12] to the case of truncated

operads. �
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We now consider the obvious truncation functor (−)|≤k : TopΛOp∅ → TopΛOp≤k which we get by forgetting about

the components P(r) of arity r > k in the structure of a standard Λ-operad P ∈ TopΛOp∅. We can also consider the

restriction of this truncation functor to the category of (k+1)-truncatedΛ-operads (−)|≤k : TopΛOp≤k+1 → TopΛOp≤k.

We have the following statement, whose verification follows from straightforward categorical arguments:

Proposition 10.2. The truncation functor (−)|≤k : TopΛOp∅ → TopΛOp≤k admits a left adjoint F : TopΛOp≤k →

TopΛOp∅ and we have a Quillen adjunction

F : TopΛOp≤k ⇄ TopΛOp∅ : (−)|≤k

between the model category of k-truncated Λ-operads TopΛOp≤k and the model category of standard Λ-operads

TopΛOp∅. The restriction of our truncation functor (−)|≤k to the category of (k+1)-truncatedΛ-operads TopΛOp≤k+1

similarly admits a left adjoint Fk+1 : TopΛOp≤k → TopΛOp≤k+1 so that we have a Quillen adjunction between the

model categories of truncated Λ-operads of different levels:

Fk+1 : TopΛOp≤k ⇄ TopΛOp≤k+1 : (−)|≤k,

for all k ≥ 1. �

We deduce from this result that the truncation P|≤k of a fibrant object of our model category of Λ-operads P is still

fibrant in the model category of k-truncated operads. We also have the following additional properties:

Proposition 10.3. If P is a cofibrant object of the model category of Λ-operads TopΛOp, then its truncation P|≤k

still forms a cofibrant object in the model category of k-truncated Λ-operads TopΛOp≤k. Furthermore, the morphism

F(P|≤k)→ P which is given by the unit of our Quillen adjunction in Proposition 10.2 defines a cofibration in the model

category of Λ-operads, and so does the morphism Fk+1(P|≤k) → P≤k+1 which we get in the category of k-truncated

Λ-operads, for every k ≥ 1.

Proof. This result can be deduced from the characterization of the cofibrations given in Proposition 10.1. �

We may actually identify the image F(P|≤k) of a Λ-operad P ∈ TopΛOp∅ under the composite of the adjoint

functors of Proposition 10.2 with the image of our operad under the operadic enhancements of the arity-wise filtration

functors ar
♯
k

: P 7→ ar
♯
k
P defined in [20, Proof of Theorem 8.4.12]. The result of the above proposition can therefore

be regarded as a variant of the statements given in the verifications of this reference, which imply that the morphism

ar
♯
k
P → P is a cofibration when P is a cofibrant object of the model category of Λ-operads. Let us also recall from

loc. cit. that

(34) P = colim
k

ar
♯
k
P = colim

k
F(P|≤k).

In fact we have F(P|≤k)(r) = P(r) for k > r if P(0) is the empty set.

Construction 10.4. Let P and Q be Λ-operads. We set:

Maph
≤k(P,Q) = Maph(P|≤k,Q|≤k),

for each k ≥ 1, where we consider the (derived) mapping space of the objects P|≤k and Q|≤k in the model category

of k-truncated Λ-operads TopΛOp≤k. We can use the Quillen adjunctions of the previous definition to get a tower of

maps of mapping spaces

Maph
≤1(P,Q) Maph

≤2(P,Q) · · · Maph
≤k(P,Q) · · ·

Maph(P,Q)

and we moreover have:

Maph(P,Q) ≃ holim
k

Maph
≤k(P,Q).

To be more explicit, recall that we have by definition Maph(P,Q) = Map(P̌, Q̂), where we consider the mapping

space (in the ordinary sense) associated to a cofibrant replacement P̌ of the object P in the model category of Λ-

operads, and to a fibrant replacement Q̂ of the object Q. The result of Proposition 10.3 implies that P̌|≤k still forms a

cofibrant object in the category of k-truncated operads, for any k ≥ 1, while we get that Q̂|≤k is fibrant by the general

properties of Quillen adjunctions. Thus, we also have the relation Maph
≤k

(P,Q) = Map≤k(P̌, Q̂) at each stage or our
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tower, where we again set Map≤k(P̌, Q̂) = Map(P̌|≤k, Q̂|≤k). The horizontal maps connecting these mapping spaces are

given by the composites

Map≤k+1(P̌, Q̂)→ Map≤k+1(Fk(P̌|≤k), Q̂) � Map≤k(P̌, Q̂) ,

where the isomorphism follows from the adjunction, while the first map is induced by the counit of our adjunction

Fk(P̌|≤k)→ P̌≤k+1.

Recall that this morphism is also a cofibration by the result of Proposition 10.3. This result and the general properties

of mapping spaces in model categories imply that the above map of mapping spaces defines a fibration in the category

of simplicial sets. We therefore have the identity

Maph(P,Q) = Map(P̌, Q̂)
(34)
= Map(colim

k
F(P̌|≤k), Q̂) = lim

k
Map≤k(P̌, Q̂) ≃ holim

k
Maph

≤k(P,Q)

when we take the mapping space associated to our cofibrant and fibrant replacements of the Λ-operads P and Q.

To a k-truncated Λ-operad P, we may associate a k-truncated symmetric operad in the ordinary sense P+ with

the one point set as component of arity zero P+(0) = ∗. We now regard this k-truncated operad P+ as an object of

the category of k-truncated symmetric operads with an arbitrary object in arity zero. We consider the mapping space

Maph
≤k

(P+,Q+) associated to such objects in this category of k-truncated symmetric operads. We have the following

observation

Proposition 10.5 (see [21, Theorem 2’]). For any P,Q ∈ TopΛOp≤k, we have a weak-equivalence of mapping spaces

Maph
≤k(P,Q) ≃ Maph

≤k(P+,Q+),

where the mapping space on the left-hand side is formed in the category of k-truncatedΛ-operads TopΛOp≤k whereas

the mapping space on the right-hand side is formed in the category of k-truncated symmetric operads in topological

spaces with an arbitrary component in arity zero. �

We need this proposition to relate our statements to the results obtained for the spaces of embeddings, because the

claims of Theorem 14 are established for the categories of k-truncated operads with an arbitrary component of arity

zero.

10.2. The mapping spaces of truncated operads and the proof of Theorem 15. We now tackle the proof of Theo-

rem 15, about the rationalization of the mapping spaces Maph(Dm,Dn) associated to the little discs operads. We use the

tower of mapping spaces of truncated operads defined in the proof subsection. The idea is to establish our comparison

statement level-wise, by studying the homotopy of the fibers of the maps in our tower in order to extend the result

obtained for one level to the next level.

We assume m ≥ 1 and n − m ≥ 2. In a preliminary step, we have to pick a cofibrant replacement Ďm of the operad

on the source of our mapping space Dm, and a fibrant replacement D̂n of the operad on the target Dn. Besides, we need

to fix a rationalization D̂
Q
n of the operad D̂n ≃ Dn. We use specific choices which we explain in the next paragraph. We

tackle the proof of our theorem afterwards.

Construction 10.6 (The Fulton-MacPherson operad and the cofibrant and fibrant replacements of the little discs oper-

ads). We actually take

Ďm = FMm,

where FMm is the Fulton-MacPherson operad. This operad is weakly-equivalent to the little m-discs operad, and

is cofibrant as a topological Λ-operad by the characterization of the cofibrant objects of the category of Λ-operads

[20, Theorem II.8.4.12] (see also 10.1), and because the operad FM∅m, where we take FM∅m(0) = ∅, forms a cofibrant

object in the category of ordinary symmetric operads (see [43]).

In what follows, we mainly use that the spaces FMm(r) underlying this operad FMm are manifolds with corners

of dimension m(r − 1) − 1, and that the subspace of composite operations in FMm(r) is identified with the boundary

∂FMm(r) of this manifold structure. Recall also that we have a natural operad embedding FMm →֒ FMm+1, which is

equivalent to the canonical embedding of the little discs operads Dm →֒ Dm+1 in the homotopy category of operads,

for each m ≥ 1.

In principle, the rationalization of the operad of little n-discs D
Q
n , which we form in the category of simplicial sets

first by using the general construction of [20, Sections II.10.2, II.12.2] and which we transport to the category of

topological spaces afterwards (by using the geometric realization functor), is only related to the operad of little n-discs
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by a zigzag Dn

≃
← · → D

Q
n . For the cofibrant Λ-operad Ďn = FMn, we can get a direct morphism FMn → D

Q
n with

values in this operad D
Q
n . We pick a factorization FMn  FM

Q
n

≃
→ D

Q
n , where the first morphism is a cofibration in the

category of Λ-operads.

Then we consider the Kontsevich-Sinha operad Kn, which is a variant of the Fulton-MacPherson operad FMn, such

that we have an embedding Kn−1 →֒ Kn, for each n ≥ 2, and where K1 = Assoc [46]. We have homotopy equivalences

FMn

≃
→ Kn, for all n ≥ 1, which commute with the embeddings that link the sequence of the Fulton-MacPherson

operads together and the parallel sequence of the Kontsevich-Sinha operads. Let K
Q
n be the operad which we obtain

by taking the pushout of our rationalization morphism FMn  FM
Q
n along the weak-equivalence FMn

≃
→ Kn in the

diagram:

FMm FMn FM
Q
n

Km Kn K
Q
n

≃ ≃ ≃ .

The morphism FM
Q
n → K

Q
n which we get in this pushout construction is a weak-equivalence because the model cate-

gory of Λ-operads in topological spaces satisfies good left properness properties, like the model category of ordinary

symmetric operads (see [3]).

Finally, we can use general model category constructions to get a fibrant object K̂
Q
n together a weak-equivalence

K
Q
n

≃
→ K̂

Q
n in the model category of topological Λ-operads, and we can pick a factorization Kn

≃
→ K̂n ։ K̂

Q
n of the

composite morphism Kn → K
Q
n

≃
→ K̂

Q
n such that the morphism K̂n → K̂

Q
n is a fibration. The object K̂n, which we obtain

by this construction, is clearly fibrant. We actually take:

D̂n = K̂n

to get our fibrant replacement of the operad of little n-discs Dn, and we similarly take:

D̂
Q
n = K̂

Q
n ,

to define our fibrant model of the rationalization.

Recall that K1 = Assoc. Thus, we can take an obvious prolongment of the inclusion Assoc = K1 →֒ Kn to our

fibrant models of the little n-discs operad D̂n = K̂n and of the rational operad D̂
Q
n = K̂

Q
n to provide these objects with a

coaugmentation over the associative operad Assoc:

Assoc = K1 → K̂n → K̂
Q
n .

In general, we say that aΛ-operadP is multiplicative when we have such a morphism Assoc→ P from the associative

operad Assoc to P. We use this property in our proof of the claims of Theorem 15.

To be specific, we use that the existence of a morphism of Λ-operads Assoc → P implies that the collections

of spaces P(r) underlying our operads P = K̂n, K̂
Q
n inherit the structure of a cosimplicial object in the category of

topological spaces. The component P(k) represents the term of cosimplicial dimension k of this cosimplicial object

when k ≥ 1, and we just take the base point ∗ in cosimplicial dimension zero. The codegeneracies s j : P(k+1)→ P(k),

j = 0, . . . , k, are defined by the corestriction operators given with our Λ-structure, while the cofaces di : P(k − 1) →

P(k) are given by the composition operations d0(p) = µ ◦1 p, di(p) = p ◦i µ, for i = 1, . . . , n − 1, and dk(p) = µ ◦2 p,

for any p ∈ P(k), where µ ∈ P(2) represents the image of the generating operation of the associative operad Assoc in

our object. We just take d0(∗) = d1(∗) = 1, where 1 is the unit of our operad, to extend these coface operations to the

base point in cosimplicial dimension zero.

To go further, we need to review the explicit definition of the notion of a fibrant object in the category of Λ-

operads. To each Λ-operad O, we associate a sequence of matching objects MO(r), which we define by the limits of

the subcubical diagrams

MO(r) = lim
S({1,...,r}

O(S ),

whose arrows O(S ′) → O(S ), which are defined for all pairs of nested subsets S ⊂ S ′ ( {1, . . . , r}, are given by the

restriction operators of the Λ-structure attached to our object O. In this expression, we are not precise about the term

associated to the empty set S = ∅ in our diagram. By convention, we can assume that this term is the one-point set ∗.

(Thus, we actually take the extension O+ of our operad O when we form this diagram.) Equivalently, we may forget
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about this term and shape our limit on the diagram spanned by the non-empty sets such that ∅ ( S ( {1, . . . , r}. We

have a canonical matching map

m : O(r)→ MO(r),

for each r > 0, which is given by the restriction operatorO(r)→ O(S ) associated to the embedding S →֒ {1, . . . , r} on

each term of our limit. The Λ-operad O is fibrant precisely when these matching maps define fibrations in the model

category of topological spaces, for every r > 0.

In our case O = K̂n, K̂
Q
n , we can identify the above matching objects MO(r) with the matching spaces of the

cosimplicial structure which we attach to our object in the sense of [7, Paragraph X.4.5]. Furthermore, each spaceO(r)

can be equipped with a canonical base point. Indeed, we consider the element of the associative operad µr ∈ Assoc(r)

that corresponds to the r-fold product operation µr(x1, . . . , xr) = x1 · . . . · xr in the structure of a monoid. We just take

the image of this operation under the morphism Assoc → O which we attach to our object O = K̂n, K̂
Q
n in order to get

our base point in the space O(r), for each r > 0. Let us note that the spaces O(r) = K̂n(r), K̂
Q
n (r) are simply connected

since we assume n ≥ m + 2 ≥ 3.

These base points are clearly preserved by the restriction operators and, as a consequence, determine a base point

in the matching object. Then we consider the fiber of the matching map m : O(r) → MO(r) at this base point and we

use the notation NO(r) for this object. The fibration condition implies that we have the relation:

π∗NO(r) = Nπ∗O(r),

for each r > 0, where on the right-hand side, we take the component of degree r of the conormalized complex of the

cosimplicial group π∗O(−) (see [7, Proposition X.6.3]). We have the following lemma:

Lemma 10.7. The homotopy groups π∗NO(r) = Nπ∗O(r) of the fiber NO(r) of the matching map m : O(r) → MO(r),

for O = K̂n, K̂
Q
n , are trivial in degrees ∗ ≤ (n − 2)(r − 1).

Proof. We have

(35) π∗K̂
Q
n (r) = π∗K̂n(r) ⊗ Q⇒ Nπ∗K̂

Q
n (r) = Nπ∗K̂n(r) ⊗ Q

by definition of our rationalization functor on operads. We therefore can only look at the case O = K̂n.

However, for simplicity let us consider first the rational case. Up to a shift in degree by one, π∗K̂n(r) ⊗ Q is the

Drinfeld-Kohno Lie algebra pn(r) described by Theorem 4.6. Its normalized part Npn(r) is the intersection of the

kernels of the restriction maps si : pn(r) → pn(r − 1), i = 1 . . . r, induced by the Λ-structure. It is easy to see that the

kernel of s1 is the free Lie algebra generated by t1 j, j = 1 . . . r. The part Npn(r) can be described as the subspace of

this free Lie algebra spanned by brackets in which every generator t1 j, j = 1 . . . r, appears at least once. The smallest

possible degree in which this space is non-zero corresponds to the brackets in which every generator appears exactly

once, which implies the result.

Let us now focus on the case O = K̂n. We use that we have an identity:

(36) Nπ∗K̂n(r) =
⊕

w∈Br−1

π∗(S
|w|(n−2)+1),

where Br−1 is the subset of a monomial basis set of a free Lie algebra with r − 1 generators that consists only of

Lie words w in which every generator appears at least once. By |w| one denotes the length of w. We refer to [10,

Proposition 7.2] for a proof of this relation in the case n = 3. We can use the same proof for every n ≥ 3. In short,

one first observes that the fiber of a single restriction operator K̂n(r) → K̂n(r − 1) is equivalent to a wedge of spheres

∨r−1S n−1 in the homotopy category of spaces. Then we can use Hilton’s Theorem [29] to express the homotopy groups

of this wedge as a direct sum over a monomial basis of the free Lie algebra. If we take the intersection of the kernels

of all restriction operators, then we just keep the terms of this decomposition which we associate to the basis elements

in which every generator appears.

We immediately get the conclusion of the lemma from this relation (36), since the homotopy groups of a sphere

vanish below the dimension. �

We use this lemma in the proof of the following proposition:

81



Proposition 10.8. We still assume m ≥ 1 and n − m ≥ 2. We then have Maph
≤1(Dm,Dn) ≃ Maph

≤1(Dm,D
Q
n ) ≃ ∗, while

the natural restriction maps

Maph
≤k(Dm,Dn)→ Maph

≤k−1(Dm,Dn)

and Maph
≤k(Dm,D

Q
n )→ Maph

≤k−1(Dm,D
Q
n )

are ((n − m − 2)(k − 1) + 1)-connected when k ≥ 2.

Proof. We still take the Fulton-MacPherson operad FMm as a cofibrant replacement Ďm = FMm of the little m-discs

operad Dm, and the operad D̂n = K̂n (respectively, D̂
Q
n = K̂

Q
n ), which we define from the Kontsevich-Sinha operad in

Construction 10.6, as a fibrant replacement of the little n-discs operad Dn (respectively, of the rationalization of the

little n-discs operad D
Q
n ). We then have Maph

≤k(Dm,Dn) = Map≤k(FMm, K̂n) and Maph
≤k(Dm,D

Q
n ) = Map≤k(FMm, K̂

Q
n ),

for any k ≥ 1. We treat the case of both mapping spaces in parallel and we set O = K̂n, K̂
Q
n .

The relation Map≤1(FMm,O) ≃ ∗ is immediate, since the truncated operad FMm|≤1 has only one component, defined

by the one-point set of the operadic unit in arity one. Thus, we now check that the fiber of the map

(37) Map≤k(FMm,O)։ Map≤k−1(FMm,O)

is ((n − m − 2)(k − 1) + 1)-connected, for any k ≥ 2, as asserted in our proposition.

Recall that this map is a fibration (see Construction 10.4). Moreover, we can assume that the target of this map is

connected (actually simply connected) by induction (recall that we assume n−m ≥ 2). We fix a base point, represented

by a map

FMm|≤k−1

α
→ O|≤k−1,

in this mapping space. We can identify the fiber of our map (37) over this base point with the space formed by the Σk

equivariant maps of topological spaces ρ : FMm(k)→ O(k) that make the diagram

∂FMm(k) O(k)

FMm(k) MO(k)

m
ρ

f

commute. Recall that FMm(k) is a manifold with corners and that ∂FMm(k) represents the subspace of decomposable

operations in this component FMm(k) of our operad. The factors of such composites operations in FMm(k) necessarily

belong to components FMm(l) of arity l < k in our operad, because of the arity grading of the composition products

of an operad, and because FMm(1) is reduced to the one point set formed by the operadic unit. The upper horizontal

arrow in our diagram is obtained by applying our map α on each factor of these composite operations in our operad.

The lower horizontal arrow f is given by the composite

FMm(k)
m
→ MFMm(k)

Mα
→ MO(k),

where we take the matching map associated to the object FMm(k) followed by the map induced by our morphism

α : FMm(S ) → O(S ) on the terms of the matching limit, for S ( {1, . . . , k}. We equivalently get that the fiber of our

map (37) can be described as the space of Σk equivariant sections of the fibration f ∗m : f ∗O(k) → FMm(k) that are

fixed on ∂FMm(k). The fiber of f ∗m is the same as the fiber of m and is equivalent to NO(k). Notice that the symmetric

group action on FMm(k) is free. Since being a Serre fibration is a local property, the map f ∗O(k)/Σk → FMm(k)/Σk is

also a fibration. We obtain that our space is the space of sections of this fiber bundle over FMm(k)/Σk with the same

fibers (equivalent to NO(k)) and fixed on ∂FMm(k)/Σk. We have that the dimension of FMm(k) is m(k−1)−1. Applying

Lemma 10.7 the space of sections in question has connectivity (n − m − 2)(k − 1) + 1, as asserted in our proposition.

�

Remark 10.9. In the proof of Proposition 10.8, we expressed the fiber Fk of each map Maph
≤k(Dm,Dn) →

Maph
≤k−1(Dm,Dn) as a certain relative space of sections of a fibration over a finite complex, such that the connec-

tivity of the fibers is higher than the dimension of the source. The fiber is NDn(k) whose homotopy groups are finitely

generated. By standard homotopy techniques, the homotopy groups π∗Fk also have the same property. As a con-

sequence the groups π∗Maph
≤k(Dm,Dn), n − m ≥ 2, and π∗Maph(Dm,Dn), n − m > 2, are all finitely generated (and

abelian).
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Proposition 10.10. In the context of Proposition 10.8, we moreover get that the operadic rationalization morphism

Dn → D
Q
n induces a rational equivalence of mapping spaces

Maph
≤k(Dm,Dn)

≃Q

→ Maph
≤k(Dm,D

Q
n ),

for each k ≥ 1.

Proof. We keep the conventions of the proof of the previous proposition. We prove our claim by induction on k ≥ 1.

We already observed, in the proof of Proposition 10.8, that our results imply that the spaces Map≤k−1(FMm,O), where

O = K̂n, K̂
Q
n , are simply connected. We then form the commutative square

Map≤k(FMm, K̂n) Map≤k(FMm, K̂
Q
n )

Map≤k−1(FMm, K̂n) Map≤k−1(FMm, K̂
Q
n )

≃Q

,

where we assume by induction that the operadic rationalization morphism K̂n → K̂
Q
n induces a rational equivalence at

the (k − 1)st level of our tower of mapping spaces. The vertical arrows are fibrations. Let Fk and F
Q

k
denote the fibers

of the left and right vertical arrows, respectively. By the proof of Proposition 10.8, these fibers are described as certain

spaces of sections over FMm(k)/Σk. By Lemma 10.7 and equation (35), the induced morphism of the corresponding

fibrations over FMm(k)/Σk induces a rational equivalence of fibers which are higher connected than the dimension of

the base FMm(k)/Σk. This implies that Fk → F
Q

k
is a rational equivalence. Applying induction, the upper horizontal

arrow of the square above is also a rational equivalence. �

Proof of Theorem 15. We are left with showing the last statement of the theorem. Recall that we have Map(P̌, Q̂) =

limk Map≤k(P̌, Q̂), for any pair (P̌, Q̂), where P̌ is a cofibrant Λ-operad and Q̂ is a fibrant Λ-operad (see Con-

struction 10.4). In the context of the little discs operads, the results of Proposition 10.8 imply that the map

Maph(Dm,O) → Maph
≤k

(Dm,O), where O = Dn,D
Q
n , induces an isomorphism on the homotopy groups when k is

large enough with respect to the degree, at least when we assume n − m > 2. Thus, we deduce from the result of

Proposition 10.10 that the operadic rationalization morphism Dn → D
Q
n induces a rational equivalence at the limit of

our mapping spaces

Maph(Dm,Dn)
≃Q

−−→ Maph(Dm,D
Q
n ),

when n − m > 2.

In the case n − m = 2, we might not get a rational equivalence at this level because the rationalization functor does

not commute with limits on the category of abelian groups in general. Nevertheless, the result of Proposition 10.10

implies that we do have the levelwise rational equivalences asserted by the claims of Theorem 15. �

10.3. The biderivation complexes of truncated cooperads, the proof of Theorem 16, and of Theorem 17. We

now draw the consequences of the results of the previous sections for the description of the rational homotopy type of

the operadic mapping spaces Maph(Dm,Dn). We can readily complete the

Proof of Theorem 16. If we assume n − m ≥ 3, then we have a chain of (rational) equivalences

Maph(Dm,Dn) ≃Q Maph(Dm,D
Q
n ) ≃ MC•(Def(Ec

n,E
c
m)) ≃ MC•(HGCm,n)

which are respectively given by the results of Theorem 15, of Theorem 11, and of Theorem 12, and we just compose

these (rational) equivalence to get the assertion of Theorem 16. �

We briefly examine the truncated counterparts of our main statements to conclude this study. We consider an

obvious analogue for dg Hopf Λ-cooperads of the truncation functors (−)|≤k which we associate to the category of

Λ-operads. We can still provide the category of k-truncated cochain dg Hopf Λ-cooperads dg∗HopfΛOpc
≤k with a

model structure so that the functor (−)|≤k forms the left adjoint of a Quillen adjunction

(−)≤k : dg∗HopfΛOpc
01 ⇄ dg∗HopfΛOpc

≤k : G,

for any k ≥ 1. We moreover have an analogue of the notion of biderivation for k-truncated dg Hopf Λ-cooperads and

we can associate a truncated deformation complex Def≤k(B,C) to any pair of cochain dg Hopf Λ-cooperads linked by

a morphism ∗ : B → C. We then have the following truncated analogue of the result of Theorem 11:
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Theorem 10.11. We have a weak equivalence of simplicial sets

Maph
≤k(Dm,D

Q
n ) ≃ MC•(Def≤k(Ec

n,E
c
m)),

for each k ≥ 1.

Proof. We deduce this result from truncated versions of the results of Proposition 3.6, Proposition 5.11, and Proposi-

tion 5.12. We just check by a careful inspection that our constructions remain valid in the truncated setting. We get in

particular that, for a cochain dg Hopf Λ-cooperad C, the k-truncation of the object WC forms a fibrant replacement of

the k-truncated dg Hopf Λ-cooperad C|≤k. �

Theorem 17 occurs as a corollary of this statement. �

We can also form a truncated version of the diagram of Figure 1, except that we do not have any truncated version of

the hairy graph complexes, and hence of the last row of this diagram. However, we still have the following statement:

Theorem 10.12. For n ≥ m ≥ 1 and n ≥ 2, the dg Lie algebra Def≤k(Ec
n,E

c
m) is L∞ quasi-isomorphic to the bideriva-

tion dg Lie algebra BiDerdgΛ(C(∗pn)|≤k,W(ec
m)|≤k). If we forget about dg Lie algebra structures, then we also get

that Def≤k(Ec
n,E

c
m) is quasi-isomorphic to the truncated version K(∗pn|≤k, em{m}|≤k) of the complex K(∗pn, em{m}) that

occurs in the diagram of Figure 1

Explanations. The first statement of this theorem follows from the (truncated) formality of the little discs operads and

from the truncated version the result of Proposition 5.11.

Recall that we have K(∗pn, em{m}) = (HomdgΛ(∗pn, em{m}), ∂) by construction. By duality, we also have the relation:

HomdgΛ(∗pn, em{m}) �

∫

r∈Λ

p̂n(r) ⊗ em{m}(r) �
∏

1≤r

Np̂n(r)⊗̂Σr
em{m}(r),

where we again consider the generating Σ-collection Npn of the Λ-collection underlying the Drinfeld-Kohno Lie

algebra operad pn. To define the truncated complex K(∗pn|≤k, em{m}|≤k) of the proposition, we just keep the factors of

arity r ≤ k of this cartesian product and we forget about the other factors.

The second statement is obtained by using a truncated version of the diagram of Figure 1. We explicitly get a zigzag

of quasi-isomorphisms

BiDerdgΛ(C(∗pn)|≤k,W(ec
m)|≤k) = K(∗pn|≤k, W̊(ec

m)|≤k)
≃
← K(∗pn|≤k,Ω(ec

m)|≤k)
≃
→ K(∗pn|≤k, em{m}|≤k)

from which the relation of our statement follows. �

The complex K(∗pn, em{m}), m ≥ 2, was actually defined in the form given in the proof of this definition in [2]

under the name Km,n
π (see [2, Section 5]). In the case m = 1, this complex is identified with the k-totalization of the

Scannell-Sinha cosimplicial complex [44].

The results of Theorem 14, Theorem 10.11, and Theorem 10.12 imply:

Corollary 10.13. For n − m ≥ 2, the rational homotopy groups π∗(Tk Emb∂(D
m,Dn)) ⊗ Q of the Goodwillie-Weiss

Taylor tower of the space Emb∂(D
m,Dn) can be determined by:

π∗(Tk Emb∂(D
m,Dn)) ⊗ Q ≃ H∗+m(K(∗pn|≤k, em{m}|≤k)),

where we consider the shifted homology of the truncated deformation complex K(∗pn|≤k, em{m}|≤k) on the right hand

side. �

Appendices

Appendix A. Filtered complete L∞ algebras andMaurer–Cartan elements

In this appendix, we recall the definition of the set of solutions of the Maurer–Cartan equation in an L∞ algebra and

of the nerve of an L∞ algebra. In passing, we review the homotopy invariance properties of the nerve of L∞ algebras

and we recall the applications of twisted L∞ algebra structures to the computation of the homotopy of these simplicial

sets.

In Part 1, we use that the structure of an L∞ algebra on a graded vector space L is determined by a coderivation

D : S +(L[1])→ S +(L[1]),
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such that deg(D) = −1 and D2 = 0, where we consider the non-counital coalgebra of symmetric tensors S +(L[1])

on the graded vector space V = L[1]. For simplicity, we can also regard D as a coderivation defined on the whole

symmetric coalgebra D : S (L[1]) → S (L[1]), with the assumption that D vanishes over the unit tensor 1 ∈ S (L[1])

(see Section 1.1). The conditions deg(D) = −1 and D2 = 0 amounts to the requirement that D defines a differential on

the symmetric coalgebra S (V) cogenerated by V = L[1].

Let S r(V) denote the component of weight r of the symmetric algebra S (V) on any graded vector space V . The

coderivation property implies that D is fully determined by a map µ : S (L[1]) → L[1] such that µ∗ = πD, where

π : S (L[1]) → L[1] denotes the canonical projection, and equivalently, by a collection of maps µr : S r(L[1]) → L[1]

such that

µr = πD|S r(L[1]),

for r ≥ 1 (with the convention D(1) = 0 ⇔ µ0 = 0 for r = 0) The relation D2 = 0 can be expressed in terms of the

operations µr and is equivalent to the assumptions that the operation µ1 : L[1] → L[1] defines a differential on L[1],

the operation µ2 : S 2(L[1])→ L[1] commute with this differential d = µ1 on L[1], and the higher operations µr, r ≥ 3,

define chain-homotopies for higher versions of the Jacobi identity in L[1].

Recall also that an L∞ morphism of L∞ algebras is defined by a morphism of coaugmented dg coalgebras

φ : (S (L[1]),D)→ (S (L′[1]),D′),

where D : S (L[1]) → S (L[1]) (respectively, D′ : S (L′[1]) → S (L′[1])) is the coderivation that determines the

L∞ structure on our source object L (respectively, on our target object L′).

The cofree coalgebra property of the symmetric coalgebra S (L′[1]) implies that such a morphism φ is fully de-

termined by a map U∗ : S +(L[1]) → L′[1] such that U∗ = πφ, where we consider the canonical projection

π : S (L′[1]) → L′[1] again. Equivalently, we get that φ is determined by a collection of maps Ur : S r(L[1]) → L′[1]

such that

Ur = πφ|S r(L[1]),

for r ≥ 1 (with the conventionφ(1) = 1⇔ U0 = 1 for r = 0). The relation D′φ = φD, which expresses the preservation

of differentials by this morphism φ, can be expressed in terms of these maps Ur, and of the operations µr = πD|S r(L[1])

(respectively, µ′r = πD′|S r(L′[1])) that determine the L∞ algebra structure of our source object L (respectively, of our

target object L′). In short, we get that U1 : L[1] → L′[1] carries the differential µ1 on the graded vector space L[1]

to the differential µ′
1

on the graded vector space L′[1], while the higher maps Ur : S r(L[1]) → L′, r ≥ 2, define

chain-homotopies which formalize a preservation of Lie brackets in the homotopy sense.

In this appendix, we use the representation of the structure of an L∞ algebra in terms of a collection of operations

µr : S r(L[1])→ L[1], r ≥ 1, rather that the definition in terms of a differential on the symmetric algebra D : S (L[1])→

S (L[1]). Thus, in what follows, we generally specify the structure of an L∞ algebra by a pair

(L; µ1, µ2, . . .),

where L is our graded vector space, and µ1, µ2, . . . is the corresponding collection of µr : S r(L[1]) → L[1], r ≥ 1.

Besides, we use the representation of an L∞ morphism in terms of a collection of maps Ur : S r(L[1])→ L′[1], r ≥ 1,

rather that the definition in terms of a morphism of coaugmented dg coalgebras φ : (S (L[1]),D)→ (S (L′[1]),D′) and

we therefore use an expression of the form

U : L→ L′

to specify an L∞ morphism.

Recall that the operation µ1 in an L∞ algebra L defines a differential on L[1]. By desuspension, we get that the

object L inherits a dg vector space structure with the differential d : L→ L given by the (degree shift of this) operation

d = µ1.

In general, we refer to this dg vector space as the underlying dg vector space of our L∞ algebra L. We similarly get

that the map U1 in the definition of an L∞ morphism U : L→ L′ defines a morphism of dg vector spaces

U1 : L→ L′

between the underlying dg vector spaces of our L∞ algebras (L, µ1) and (L′, µ′
1
). We refer to this morphism of dg vector

spaces U1 as the linear part of our L∞ morphism of L∞ algebras U : L→ L′.

Under these conventions, we get that the structure of a dg Lie algebra L is identified with an L∞ structure such that

µ1 = d is given by the (degree shift of the) differential d : L→ L on our object L, while µ2 is the Lie bracket and µr = 0

for r ≥ 3. Similarly, a morphism of dg Lie algebras in the ordinary sense is identified with an L∞ morphism such that
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Ur = 0 for r ≥ 2. Note that we may deal with L∞ morphisms of dg Lie algebras, which we define as L∞ morphisms

U : L → L′ between the L∞ algebras associated to the dg Lie algebras L and L′. In an orthogonal direction, we

may also consider strict morphisms of L∞ algebras (as opposed to general L∞ morphisms), which are identified with

L∞ morphisms of L∞ algebras U : L→ L′ satisfying Ur = 0 for r ≥ 2.

Recall also that, by convention, an L∞ morphism of L∞ algebras U : L → L′ is called an L∞ quasi-isomorphism

when the linear part of this L∞ morphism is a quasi-isomorphism of dg vector spaces U1 : L
≃
→ L′. In general, we use

an ‘≃’ mark in the expression of a L∞ morphism to specify this quasi-isomorphism property:

U : L
≃
→ L′.

In our constructions, we use that the L∞ quasi-isomorphisms are invertible, as opposed to the strict quasi-isomorphisms

of L∞ algebras, which are only invertible as L∞ quasi-isomorphisms.

We generally deal with L∞ algebras equipped with a complete filtered structure when we use the nerve construction.

We make the definition of this notion of a filtered complete L∞ algebra precise first.

Definition A.1. We say that an L∞ algebra (L; µ1, µ2, . . . ) is a filtered complete L∞ algebra when the dg vector space

L is equipped with a descending filtration L = F 1L ⊃ F 2L ⊃ · · · such that L = limk L/F kL and the L∞ operations

µr : S (L[1])→ L, r ≥ 1, preserve this filtration in the sense that we have the relation

µr(F
k1 L, . . . ,F kr L) ⊂ F k1+···+kr L,

for every k1, . . . , kr ≥ 1. We also say that an L∞ morphism U : L→ L′ between filtered complete L∞ algebras L and L′

is an L∞ morphism of filtered complete L∞ algebras when the components of this morphism Ur : S (L[1])→ L′, r ≥ 1,

preserve the filtration associated to our objects in the sense that we have the relation

Ur(F
k1 L, . . . ,F kr L) ⊂ F k1+···+kr L′,

for every k1, . . . , kr ≥ 1.

Recall now that a Maurer–Cartan element in a filtered complete L∞ algebra L is a degree −1 element α ∈ L that

satisfies the following L∞ version of the Maurer–Cartan equation:

∞∑

n=1

1

n!
µn(α, . . . , α) = 0

Note that the infinite sum in this equation converges by the completeness and the compatibility of the filtration with

the L∞ structure in our Definition A.1. We denote the set of Maurer–Cartan elements by MC(L).

We readily see that an L∞ morphism of filtered complete L∞ algebras U : L → L′ induces a map on the sets of

Maurer–Cartan elements U∗ : MC(L)→ MC(L′) such that

U∗(α) =

∞∑

n=1

1

n!
Un(α, . . . , α),

for α ∈ MC(L). Note again that the infinite sum in this formula converges by completeness of the filtration on L′ and

by compatibility of U with the filtrations attached to our objects.

If we have a Maurer-Cartan element α ∈ MC(L), then we can build a filtered complete L∞ algebra Lα by twisting

the L∞ operations on L. To be explicit, we define this filtered complete L∞ algebra by providing the graded vector

space Lα = L with the L∞ operations µ′
1
, µ′

2
, . . . such that:

µ′r(−, . . . ,−) =
∑

n≥0

1

n!
µr+n(−, . . . ,−, α, . . . , α︸   ︷︷   ︸

n×

).

Let A be differential graded commutative algebra and let L be a filtered complete L∞ algebra. Then the completed

tensor product

L⊗̂A := lim
n

((L/F nL) ⊗ A)

carries a natural filtered complete L∞ structure, by A-linear extension of the L∞ structure on L. Now we define the

nerve of a filtered complete L∞ algebra L as the simplicial set

(38) MC•(L) = MC(L⊗̂Ω(∆•))
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whose n-simplices are the Maurer-Cartan elements in the filtered complete L∞ algebra L⊗̂Ω(∆n), where Ω(∆n) is the

commutative dg algebra of polynomial differential forms on the n-simplex ∆n. The simplicial structure of this object

is defined by pulling back the cosimplicial structure on the simplices ∆•.

The important result for us is the following filtered version of the Goldman-Millson Theorem, which we borrow

from [15, 60]:

Theorem A.2 (Filtered Goldman-Millson Theorem, [15], [60]). Let U : L → L′ be an L∞ morphism of filtered

complete L∞ algebras. Suppose that the restrictions U1 : F nL → F nL′ are quasi-isomorphisms for all n = 1, 2, . . . .
Then the map MC•(L)→ MC•(L

′) induced by U is a weak equivalence of simplicial sets.

In fact, most filtered complete L∞ algebras considered in this paper have the following simple form:

Definition A.3. We say that an L∞ algebra (L; µ1, µ2, . . . ) is a complete graded L∞ algebra when the graded vector

space L is equipped with a product decomposition L =
∏

k≥1 Lk which is preserved by the L∞ operations µr : S (L[1])→

L, r ≥ 1, in the sense that we have the relation

µr(Lk1
, . . . , Lkr

) ⊂ Lk1+···+kr
,

for every k1, . . . , kr ≥ 1. We also say that an L∞ morphism U : L→ L′ between graded complete L∞ algebras L and L′

is an L∞ morphism of graded complete L∞ algebras when the components of this morphism Ur : S (L[1])→ L′, r ≥ 1,

preserve the grading attached to our objects in the sense that we have the relation

Ur(Lk1
, . . . , Lkr

) ⊂ L′k1+···+kr
,

for every k1, . . . , kr ≥ 1.

We can obviously use these definitions in the context of dg Lie algebras. We just say that L is a complete graded dg

Lie algebra when we have the relations d(Lk) ⊂ Lk and [Lk, Ll] ⊂ Lk+l for the differential µ1 = d and the Lie bracket

operation µ2 = [−,−] attached to our object so that L forms a complete graded L∞-algebra when we regard the dg Lie

algebras as particular examples of L∞-algebra structures.

In some cases, we use the phrase “(complete) weight grading” to distinguish a complete grading from the grading

of the internal dg vector space structure of our objects.

Remark A.4. We immediately see that a graded complete L∞ algebra L inherits a filtered complete L∞ algebra

structure with the filtration defined by F kL =
∏

l≥k Ll, for all k ≥ 1. Note that the condition of Theorem A.2 is satisfied

as soon as U1 is a quasi-isomorphism of dg vector spaces when we assume that U is a morphism of graded complete

L∞ algebras.

The set of vertices of the nerve of a filtered complete L∞ algebra MC0(L) is identified with the set of Maurer-Cartan

elements in L since we have Ω(∆0) = K ⇒ MC0(L) = MC(L⊗̂Ω(∆0)) = MC(L). We can use the following result to

compute the homotopy groups of the nerve of a filtered complete L∞ algebra.

Theorem A.5 (A. Berglund [4]). Let L be any filtered complete L∞ algebra. The homotopy groups of MC•(L) at any

basepoint τ ∈ MC(L) satisfy:

πk(MC•(L), τ) ≃ Hk−1(Lτ),

for k = 1, 2, . . . , where we consider the twisted L∞ algebra Lτ.15 Furthermore, the group law of the homotopy group

πk(MC•(L) corresponds to the addition in the homology Hk−1(Lτ) when we assume k ≥ 2. In the case k = 1, this group

law is given by the Baker-Campbell-Hausdorff formula in the homology group H0(Lτ).

If we also assume that L forms a dg vector space of finite type, then the Chevalley-Eilenberg complex C(Lτ
≥0

), where

Lτ
≥0

is the truncation of the dg Lie algebra Lτ in degree ∗ ≥ 0, is a Sullivan model for the connected component of the

space MC•(L) at the basepoint τ ∈ MC(L).

Let us observe that our definition of the nerve MC•(L) depends on the filtration used to equip L with a complete

filtered L∞ structure, because this filtration occurs in the completed tensor product in (38). However, the dependence

on the choice of filtration is inessential, as the following result shows. We learned the result from V. Dolgushev.

15Note that we do not require that the filtered complete L∞ algebra L satisfies any finiteness nor boundedness assumptions at this point.

87



Theorem A.6 (Dolgushev (private communication)). Let L be an L∞ algebra. We assume that L is equipped with

comparable filtrations F nL ⊂ GnL such that we have the relation L � limn L/F nL � limn L/GnL for both filtrations.

Then we have a weak-equivalence

MCF• (L)
≃
→ MCG• (L)

between the nerves MCF• (L) and MCG• (L) determined by these complete filtered L∞ algebra structures on L.

Proof. The condition F nL ⊂ GnL implies that the identity map on L induces a morphism of complete filtered L∞-

algebras limn L/F nL ⊗ Ω(∆•) → limn L/GnL ⊗ Ω(∆•). We take the mapping induced by this morphism on Maurer-

Cartan elements. We just get the identity map of the set MC(L) at the vertex level.

We now consider a 1-simplex γ ∈ MC
G

1
(L). We may write this element as

γ = α(t) + β(t)dt,

where we assume α(t), β(t) ∈ limn L/GnL ⊗ K[[t]]. We can also express α(t) as a formal power series

α(t) =
∑

k

αktk

with the condition that we have αk ∈ G
nk L with nk → ∞ when k → ∞. We get a similar representation for β(t). We

then get that the Maurer-Cartan equation is equivalent to the system of equations

∞∑

n=1

1

n!
µn(α(t), . . . , α(t)) = 0, α′(t) =

∞∑

n=1

1

(n − 1)!
µn(α(t), . . . , α(t), β(t)),

where we use the notation µr(−, . . . ,−) for the maps induced by the internal operations of our L∞-algebra L, whereas

α′(t) denote the derivative of the power series α(t) with respect to the t variable. We can assume that β(t) is a constant

power series β(t) ≡ β0 by [15, Lemma B.2]. We then use the relation

(k + 1)αk+1 =

∞∑

r=1

∑

k1+···+kr=k

1

r!
µr+1(αk1

, . . . , αkr
, β0),

which we deduce from the second equation of our system for k ≥ 0, and the relation µr+1(F k1 L, . . . ,F kr L,F 1L) ⊂

F k1+···+kr+1L, which we deduce from the compatility of the L∞-operations with respect to the F -filtration, to establish

by induction that we have αk ∈ F
kL, for each k ≥ 1. These relations imply that our 1-simplex γ = α(t) + β(t)dt ∈

MCF1 (L) forms a well-defined element of the set MC
G

1
(L) as well. We conclude from this argument line that our map

induces a bijection at the π0-level:

π0(MCF• (L))
�

→ π0(MCG• (L)).

We now fix a base point α ∈ MC(L). We then have the relations

πk(MCF• (L), α) � Hk−1(Lα) � πk(MCG• (L)),

for any k ≥ 1, by Theorem A.5. We accordingly get that our map induces a bijection at the homotopy group level

πk(MCF• (L))
�

→ πk(MCG• (L))

in all degrees k ≥ 1, and for any choice of base point α ∈ MC(L). We conclude that our map defines a weak-equivalence

as asserted in our statement. �
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vol. 120, Birkhäuser, Basel, 1994, pp. 97–121. MR1341841 (96h:57027)

[37] , Operads and motives in deformation quantization, Lett. Math. Phys. 48 (1999), no. 1, 35–72, DOI 10.1023/A:1007555725247. Moshé
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