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ORAL

Curriculum learning for data-driven modeling of dynamical
systems

The reliable prediction of the temporal behaviour of complex systems
is key in numerous scientific fields. This strong interest is however
hindered by modelling issues: often, the governing equations describ-
ing the physics of the system under consideration are not accessible or,
when known, their solution might require a computational time incom-
patible with the prediction time constraints. The blooming of machine
learning tools, boosted by large availability of data, computational
time and new methodologies such as deep learning, lead to a renewed
interest in approximating complex systems in a generic functional for-
mat and informing it from available observations, as illustrated by the
numerous successful examples of the last years. However, generaliz-
ability of the models and margins of guarantee are examined mainly
by relying on prior knowledge of the physics. Also, the importance of
the chosen data is often overlooked. These issues can be considered
from a different viewpoint by adopting a curriculum learning strategy.
This concept has been developed and successfully applied in robotics
and control of systems; curriculum learning consists of structuring the
training dataset starting from simple samples towards more complex
ones in order to favour convergence and generalization: here, we apply
this idea for the learning of complex dynamical systems in a system-
atic way, and illustrate it using the Lorenz system. First, leveraging
insights from the ergodic theory, we assess the amount of data suffi-
cient for a-priori guaranteeing a faithful model of the physical system
based on Long-Short-Term Neural Networks, and identifying the con-
ditions for which the available amount of data allows generalization or
lead to over-fitting. Second, keeping the same architecture and without
any additional constraint, we thoroughly investigate the impact of the
training set and its structure on the quality of long-term predictions, by
considering entropy as a metric of complexity of the dataset; we show
how an informed design of the training set based on the analysis of the
entropy significantly improves the resulting models in terms of gener-
alizability, and provide insights on the amount and the choice of data.
Finally, we will focus on good-practices inspired by this framework for
an effective data-driven modelling.
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LISN-CNRS, Université Paris-Saclay, 91440, Orsay (FR)
onofrio.semeraro@universite-paris-saclay.fr

Alessandro Bucci
TAU–Team, INRIA Saclay, LISN, Université Paris-Saclay, 91190,
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