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Abstract
Background: Perceptual measures such as speech intelligibility are known to
be biased, variant and subjective, to which an automatic approach has been seen
as a more reliable alternative. On the other hand, automatic approaches tend
to lack explainability, an aspect that can prevent the widespread usage of these
technologies clinically.
Aims: In the present work, we aim to study the relationship between four per-
ceptual parameters and speech intelligibility by automatically modelling the
behaviour of six perceptual judges, in the context of head and neck cancer.
From this evaluation we want to assess the different levels of relevance of each
parameter as well as the different judge profiles that arise, both perceptually and
automatically.
Methods and Procedures: Based on a passage reading task from the Carci-
nologic Speech Severity Index (C2SI) corpus, six expert listeners assessed the
voice quality, resonance, prosody and phonemic distortions, as well as the speech
intelligibility of patients treated for oral or oropharyngeal cancer. A statistical
analysis and an ensemble of automatic systems, one per judge, were devised,
where speech intelligibility is predicted as a function of the four aforemen-
tioned perceptual parameters of voice quality, resonance, prosody and phonemic
distortions.
Outcomes and Results: The results suggest that we can automatically pre-
dict speech intelligibility as a function of the four aforementioned perceptual
parameters, achieving a high correlation of 0.775 (Spearman’s ρ). Furthermore,
different judge profiles were found perceptually that were successfully modelled
automatically.
Conclusions and Implications: The four investigated perceptual parameters
influence the global rating of speech intelligibility, showing that different judge
profiles emerge. The proposed automatic approach displayed a more uniform
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2 AUTOMATIC MODELLING OF PERCEPTUAL JUDGES IN THE CONTEXT OF HEAD AND NECK CANCER SPEECH INTELLIGIBILITY

profile across all judges, displaying a more reliable, unbiased and objective pre-
diction. The system also adds an extra layer of interpretability, since speech
intelligibility is regressed as a direct function of the individual prediction of the
four perceptual parameters, an improvement over more black box approaches.

KEYWORDS
speech intelligibility, pathological speech, automatic speech processing, speaker embeddings,
head and neck cancer

WHAT THIS PAPER ADDS
What is already known on this subject
∙ Speech intelligibility is a clinical measure typically used in the post-treatment
assessment of speech affecting disorders, such as head and neck cancer. Their
perceptual assessment is currently the main method of evaluation; however,
it is known to be quite subjective since intelligibility can be seen as a combi-
nation of other perceptual parameters (voice quality, resonance, etc.). Given
this, automatic approaches have been seen as a more viable alternative to the
traditionally used perceptual assessments.

What this study adds to existing knowledge
∙ The present work introduces a study based on the relationship between four
perceptual parameters (voice quality, resonance, prosody and phonemic dis-
tortions) and speech intelligibility, by automatically modelling the behaviour
of six perceptual judges. The results suggest that different judge profiles arise,
both in the perceptual case as well as in the automatic models. These different
profiles found showcase the different schools of thought that perceptual judges
have, in comparison to the automatic judges, that display more uniform lev-
els of relevance across all the four perceptual parameters. This aspect shows
that an automatic approach promotes unbiased, reliable and more objective
predictions.

What are the clinical implications of this work?
∙ The automatic prediction of speech intelligibility, using a combination of
four perceptual parameters, show that these approaches can achieve high
correlations with the reference scores while maintaining a certain degree
of explainability. The more uniform judge profiles found on the automatic
case also display less biased results towards the four perceptual param-
eters. This aspect facilitates the clinical implementation of this class of
systems, as opposed to themore subjective and harder to reproduce perceptual
assessments.

INTRODUCTION

Loss of speech intelligibility is commonly found in condi-
tions that affect the voice and vocal tract, such as head and
neck cancer (HNC) and neurodegenerative diseases with

dysarthria or dysphonia symptoms. In the case of HNC,
major functional repercussions on the upper aerodigestive
tract (breathing, swallowing and phonation/speech) are
likely to appear, hence a functional impairment at commu-
nication level is expected, impacting the patient’s quality
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QUINTAS et al. 3

of life (de Graeff et al., 2000). In order to quantify this
loss of communication ability experienced, the perceptual
evaluation of speech intelligibility is one of the most com-
monmethods of assessment used clinically (Balaguer et al.,
2019; Dwivedi et al., 2009; Pommée et al., 2021a, 2021b).
Intelligibility is defined as the proportion of understood

speech (Keintz et al., 2007) or the correctly transcribed
word rate (Hustad, 2008; Pommée et al., 2021a, 2021b).
At a higher level (i.e., words and sentences), syntactic
and semantic contextual cues will enable the listener to
reconstruct the information conveyed by the speech. These
compensation phenomena, which require a correct intel-
ligibility that is, a correct acoustic-phonetic decoding, is
one of the elements responsible for comprehensibility in
the context of degraded or pathological speech (Ghio et al.,
2012; Hustad, 2008). Given this, despite the different ways
of measuring speech intelligibility, the human component
of this assessment can be seen as an inherently subjective
process (Fex, 1992; Kent & Kim, 2003; Klopfenstein, 2009).
In clinical and research-related contexts, speech intelli-

gibility can be evaluated inmany differentways. Transcrip-
tion has been characterized as a less subjective intelligibil-
ity measure (Miller, 2013) and involves the listener’s direct
transcription of the speaker’s message word for word. Fur-
thermore, the transcription is then compared to the target,
and the resulting percentage of correctly transcribedwords
can serve as an intelligibility measure. Perceptual param-
eters such as prosody, phonation ability or voice quality
are known to be intertwined with speech intelligibility
(Balaguer et al., 2021; Bodt et al., 2002), and can be com-
monly found in some protocols as key parameters to assess
in order to issue the intelligibility estimation (Sussman &
Tjaden, 2012). The subjectivity comes into play in the dif-
ferent levels of relevance that each one of these parameters
has (Miller, 2013). For example, some health practition-
ers can perceive prosody as a fundamental parameter for
speech intelligibility while other practitioners can almost
neglect it. Despite the heavy contribution to the overall
subjectivity of intelligibility that these parameters have,
they can also be seen as a roadmap to individual judge
profiles. By understanding which parameters are more rel-
evant to each judge,we can provide not only an explainable
measure, but also a thorough understanding of the process
behind the ratings proposed by different judges. Despite its
efficiency, this process comes across as time-consuming.
More subjective assessments, such as scaling tasks where
judges are asked to rate intelligibility on a given scale
(e.g., 0–10 rating, visual analog scales, etc.) are typically
considered faster and comparable to transcription meth-
ods (Stipancic et al., 2016; Tjaden et al., 2014), however,
at the expense of objectivity. On the other hand, percep-
tual evaluations are known to be very time-consuming,
biased and variant, since the evaluation can be condi-
tioned on, for example, patients previously assessed by the

same therapist (Fex, 1992). Different schools of thought can
also affect interrater reliability, showcasing how hard to
reproduce and subjective thesemeasures can be, especially
on mid-to-low intelligibility cases (Bunton et al., 2007).
Due to the biased nature and low reproducibility of these
scores, the development of an automatic assessment that
is able to output unbiased and reproducible intelligibility
measures becomes a plausible and interesting alternative
to perceptual assessments (Balaguer et al., 2019). This
aspect becomes relevant in the advent of creating auto-
matic approaches that predict speech intelligibility, since a
better understanding of data that are subjective by nature
can provide added context towards high performance
interpretable systems (Woisard, Astésano et al., 2021;
Woisard Balaguer et al., 2021). Given this, the automatic
modelling of speech intelligibility based on a combina-
tion of distinct perceptual parameters becomes of high
interest.
From the literature, one can distinguish a variety of ways

to automatically predict speech intelligibility. These meth-
ods can range from approaches such as regressing a score
from the word error rate achieved by automatic speech
recognition systems, known to underperform on severe
patients (Christensen et al., 2012), to the extraction of rel-
evant features from pathological speech, using automatic
speech processing technologies (Fredouille et al., 2019;
Middag et al., 2009; Quintas et al., 2023). Speaker embed-
dings, such as i-vectors or x-vectors, have also proved to
be a viable alternative for intelligibility estimation. These
fixed-dimension vectors aim to represent speaker-specific
information in a vectorial sub-space, extracted from deep
neural networks. These approaches have shown promis-
ing results when applied to the automatic assessment of
pathological speech and automatic prediction of speech
intelligibility (Laaridh et al., 2018; Quintas et al., 2020).
In the context of the automatic prediction of subjective
measures rated by a set of judges, systems that model the
uncertainty associated with these measures become rele-
vant. Given that high variances across judges can be found
on some ratings, by devising a system that also takes vari-
ance into consideration instead of a general gold standard,
a more robust system can normally be obtained (Chou
& Lee, 2019; Fayek et al., 2016). Different ways to model
uncertainty can be found in the literature, frommodelling
individual schools of thought (Rodrigues & Pereira, 2019)
to using variance measures (e.g., SD) during training on
some deep learning systems (Han et al., 2017; Rizos &
Schuller, 2020). On the other hand, these systems that take
in consideration the perception uncertainty normally do so
in order to increase the performance metrics on the gold
standard, instead of identifying and assessing individual
judge profiles that can come across. Nevertheless, despite
the recent progress in the automatic prediction of speech
intelligibility, score interpretability is still a big issue (Quin-
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4 AUTOMATIC MODELLING OF PERCEPTUAL JUDGES IN THE CONTEXT OF HEAD AND NECK CANCER SPEECH INTELLIGIBILITY

tas et al., 2022) which typically impairs the widespread
clinical usage of these technologies.
Since lack of agreement, variance and bias are com-

mon issues associatedwith perceptualmeasures, and since
automatic systems typically lack explainability, the need
for a better understanding of individual judge reasoning as
well as interpretable automatic systems arises. Given that
clinical measures such as speech intelligibility and speech
disorder severity, evaluated with a 0–10 scale in the context
of the present work, can be derived as a linear combina-
tion of other perceptual parameters, in the present work
we intend to:

∙ illustrate the different perceptual judge profiles found
when predicting speech intelligibility in HNC, through
the means of perceptual parameters such as voice
quality, resonance, prosody and phonemic distortions;

∙ propose an automatic approach that models each per-
ceptual judge and predicts speech intelligibility as a
combination of the same four perceptual parameters;

∙ show that our automatic approach not only achieves
high base correlations, but also interpretable and more
uniform intelligibility scores across all judges.

MATERIALS ANDMETHODS

C2SI corpus

The present work is based on the French head and neck
cancer speech corpus Carcinologic Speech Severity Index
(C2SI) (Woisard,Astésano et al., 2021). The corpus includes
87 patients that suffer oral cavity or oropharyngeal can-
cer and also 40 healthy speakers. Seven patients were
recorded twice. Among the patients, 59%weremen and the
remaining 41%women. Themean age for the entire patient
set was 65.8 years old (range 36–87). All cancer patients
have undergone at least one cancer treatment, such as
surgery, radiotherapy and/or chemotherapy. The applied
cancer treatment lasted at least 6 months, after which the
disorders are considered stable.
The patients, recorded in the context of the C2SI cor-

pus, were recruited in the three main departments of
Toulouse managing patients with HNC (ear, nose and
throat department of the University Hospital, Cancerol-
ogy department of the Institut Claudius Regaud (surgery
and radiotherapy),maxillofacial surgery department of the
Toulouse University Hospital). They were selected from
the lists of carcinologic follow-up consultations of these
three departments. These departments are part of the
University Institute of Cancer in Toulouse (IUC-T) and
associated with the unit of “Oncorehabilitation” which is
located at the IUC-T Oncopole. These patients had to meet
the following inclusion criteria:

∙ have a T1 to T4 (tumour, node and metastasis classifica-
tion) cancer of the oral cavity and/or pharynx;

∙ have been treated by surgery and/or radiotherapy and/or
chemotherapy;

∙ have waited more than 6 months after the end of treat-
ment to ensure stability of the speech disorder, whether
audible or not.

Similarly, the criteria for non-inclusion were to present
another source of speech disorders (e.g., stuttering) or to
present cognitive or visual problems that are incompati-
ble with the assessment protocol design. Table 1 presents
a description of the study population.
All speakers were asked to record a different set of

spoken tasks such as sustained vowels, picture descrip-
tion, spontaneous speech, passage reading and isolated
pseudo-words. The speakers were comfortably seated in
an anechoic room in front of a computer, which was used
to visually display instructions and record the corpus. All
speakers were recorded individually. For some tasks, the
instructions were also produced with an auditorymodality
(e.g., pseudo-words).
The recordings were made with a Neumann TLM 102

Cardioid Condenser Microphone connected to a FOSTEX
digital recorder. The sampling rate was 48 kHz, which
facilitates the downsampling to 16 kHz, usually used in
automatic speech processing. In this study, the main focus
of attention was set towards the passage reading task,
abbreviated to ‘LEC’, for ‘lecture’. In the context of the C2SI
corpus, all speakers were asked to read the first paragraph
of La chèvre de M. Seguin, a tale by Alphonse Daudet well
known and widespread in French clinical phonetics (Ghio
et al., 2012).
The full LEC task is as follows:

“Monsieur Seguin n’avait jamais eu de bon-
heur avec ses chèvres. Il les perdait toutes de
la même façon. Un beaumatin, elles cassaient
leur corde, s’en allaient dans la montagne, et
là-haut le loup les mangeait. Ni les caresses
de leur maître ni la peur du loup rien ne les
retenait. C’était paraît-il des chèvres indépen-
dantes voulant à tout prix le grand air et la
liberté”.

For each speaker, a set of perceptual parameters were
assessed before the evaluation of speech intelligibility,
based on the independent perceptual evaluation of six
different health professionals (five speech and language
pathologists and one phoniatrician). The four contem-
plated parameters are:

∙ Voice quality analysis (VQ),
∙ Resonance (R),
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QUINTAS et al. 5

TABLE 1 Description of the study population.

Individual sociodemographic data
Patients Controls

Subjects, n 87 42
Age, years, missing data 1 5
Extreme values 36−87 30−79
Shapiro–Wilk test: p value 0.63 0.03
Mean (SD) 65.8 (9.6) 60.1(12.7)
Median (interquartile range) 66 (59–72) 62 (55−68)

Gender, n (%)
Missing data 0 3
Male 51 (59) 18 (46)
Female 36 (41) 21 (54)

Clinical data
Location, n (%)
Missing data 0
Oral cavity 35 (40)
Oropharynx 52 (60)
TNM classification “T” (tumour size), n (%)

Missing data 0
T1 11 (13)
T2 33 (38)
T3 12 (14)
T4 31 (35)

TNM classification “N” (nodes), n (%)
Missing data 17
N0 22 (32)
N1 17 (24)
N2 3 (4)
N2a 5 (7)
N2b 13 (19)
N2c 5 (7)
N3 5 (7)

Treatment data
Time since the end of treatment, months
Missing data 0
Extreme values 6–239
Shapiro–Wilk test: p value <0.001
Median (interquartile range) 39(21–91)

Tumour surgery, n (%)
Missing data 0
Yes 73(84)
No 14(16)

Node surgery, n (%)
Missing data 0
Yes 76(87)
No 11(13)

(Continues)
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6 AUTOMATIC MODELLING OF PERCEPTUAL JUDGES IN THE CONTEXT OF HEAD AND NECK CANCER SPEECH INTELLIGIBILITY

TABLE 1 (Continued)

Individual sociodemographic data
Patients Controls

Radiotherapy, n (%)
Missing data 0
Yes 82(94)
No 5(6)

Chemotherapy, n (%)
Missing data 0
Yes 48(55)
No 39(45)

∙ Prosody (P),
∙ Phonemic distortions (PD).

Each parameter was rated between 0 and 3. No def-
inition of these concepts was given to the experts. The
higher the value, the higher the impairment of that spe-
cific parameter. Similarly, speech intelligibility was also
rated. Each speaker was given a score between 0 and 10,
the smaller the value, the less intelligible the speech.

Statistical analysis

In order to find the most relevant parameters for speech
intelligibility, according to each perceptual and posterior
respective automatic judge, two statistical methods were
employed. The first method was a multivariate analysis
(Good, 2005) that uses robust linear regression analy-
ses as a top-down variable selection approach, where the
explanatory perceptual parameters were chosen based on
the significance of their coefficient (using the p value and
the 95% confidence interval). The second method studied
was a grid search system (Barbero Jiménez et al., 2007)
that was employed to search for the optimal combina-
tion of weights given a set of constraints. In our particular
context, each weight is associated with one of the four per-
ceptual parameters aforementioned. Inspired by the works
of (Bodt et al., 2002), that conducted a perceptual mod-
elling of speech disorder severity through the means of
four similar perceptual parameters, Equation (1) illustrates
the way intelligibility can be regressed using these same
parameters. The grid search is optimized according to the
predicted speech intelligibility (INT (Jn)) and the percep-
tual speech intelligibility, rated by each perceptual judge.
The different weights (σn) refer to the relevance of each
perceptual parameter through the form of a percentage,
therefore being bounded between 0.0 and 1.0, under the
condition that their sum equals to 1.0.

𝐼𝑁𝑇 (𝐽𝑛) = 10 − (5∕6) (𝜎1𝐕𝐐𝐽𝑛 + 𝜎2𝐑𝐽𝑛

+𝜎3𝐏𝐽𝑛 + 𝜎4𝐏𝐃𝐽𝑛) (1)

Due to the nature of the four perceptual parameters,
that have a different and inverted scale when compared
to speech intelligibility ([0,3] opposed to [0,10], see Sub-
section C2SI Corpus), the sum of the parameters and
respective weights are scaled accordingly, so that the
resulting intelligibility value is comprised between a [0,10]
range.

Automatic prediction of speech
intelligibility

In order to model the behaviour of each perceptual
judge, an ensemble of automatic models was created.
Figure 1 displays a global overview of the proposed sys-

tem, where each model predicts speech intelligibility at
judge level through the means of the individual predic-
tion of the four perceptual parameters (VQ, R, P and PD).
The mean of the individual predictions of each judge
is used to obtain the final intelligibility score for each
speaker. In our context, we define the gold standard as
the final intelligibility score, provided by the mean of
each judge’s individual intelligibility prediction (see INTG
label in Figure 1) The system was based on the work of
(Quintas et al., 2020), which made use of the x-vector
speaker embedding paradigm (Snyder, Garcia-Romero,
McCree et al., 2018); for the automatic prediction of speech
intelligibility.

X-vector speaker embeddings

X-vectors are deep neural network speaker embeddings
that have seen a growing use in speaker recognition and
paralinguistic tasks (Pappagari et al., 2020; Snyder, Garcia-
Romero, McCree et al., 2018; Snyder, Garcia-Romero,
Sell et al., 2018; Snyder et al., 2017). These embeddings
aim to represent discriminative features between speak-
ers. The extractor system is trained primarily for speaker
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QUINTAS et al. 7

F IGURE 1 Global overview of the proposed system. The x-vectors are extracted from the segmented parts of a reading passage task
(LEC), and then fed to an individual shallow neural networks that model each perceptual judge that regresses an intelligibility score.
Abbreviations: INT, intelligibility; LEC, lecture; P, prosody; PD, phonemic distortions; R, resonance; VQ, voice quality.
[Colour figure can be viewed at wileyonlinelibrary.com]

verification; therefore, utterances issued by the same
speaker are closer in the vector space than utterances
issued by different speakers. Besides their application on
a variety of tasks, x-vectors have also outperformed other
types of embeddings (e.g., i-vectors (Laaridh et al., 2018)) in
the automatic prediction of speech intelligibility (Quintas
et al., 2020).
In order to extract x-vectors, the open-source implemen-

tation present in the Kaldi toolkit1 was used. The complete
description of the x-vectors as well as the rationale behind
the extraction network can be found in (Snyder et al., 2018).
The embedding extractor works by first passing the speech
signal through a block of time-delayed neural networks
(TDNN) that operates on speech frames with a small tem-
poral context centred at the current frame. Subsequent
TDNN layers build on the temporal context of previous
layers. A statistic pooling layer aggregates all frame-level
outputs into a fixed-length dimension, which is then fed
to a fully connected block. The x-vectors are extracted from

the affine component of the last fully connected layer and
subsequently used as input features to a shallow neural
network.

Shallow neural network

A shallow neural network was modelled to each judge,
whose dimensions can be found on Table 2, as well as
depicted on Figure 2. The loss function used takes in con-
sideration all of the four perceptual parameters of each
judge equally (VQ, R, P and PD), containing a total of
24 final parameters to optimize (6 judges × 4 respective
perceptual parameters), following a multi-task learning
methodology (Zhang & Yang, 2018) where the proposed
system learns different tasks simultaneously, hypothesiz-
ing that the synergy shared between similar tasks (i.e.,
same parameter prediction by each judge) conducts overall
better automatic predictions.
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8 AUTOMATIC MODELLING OF PERCEPTUAL JUDGES IN THE CONTEXT OF HEAD AND NECK CANCER SPEECH INTELLIGIBILITY

TABLE 2 Shallow neural network outline used for each automatic judge.

Layer Input × output
Shared layers FC1 512 × 128

FC2 128 × 64
FC: Voice quality

Prediction layers FC: Resonance
FC: Prosody 64 × 1
FC: Phonemic distortions

Note: The first two layers correspond to the shared layers of each automatic judge while the remaining four correspond to the individual prediction layer of each
one of the four perceptual parameters.
Abbreviation: FC, fully connected layers.

F IGURE 2 Diagram of the shallow neural network used to
model each individual perceptual judge. Each network is trained to
individually predict the four perceptual parameters. FC stands for
fully connected layers, also known as layers where all the inputs
from one layer are connected to every activation unit of the next
layer.
Abbreviations: P, prosody; PD, phonemic distortions; R, resonance;
VQ, voice quality.
[Colour figure can be viewed at wileyonlinelibrary.com]

EXPERIMENTS AND RESULTS

Judge-based automatic intelligibility
modelling

In the present section, we will illustrate our experiments
that correspond to the modelling of the judge set used to
assess speech intelligibility. In this section we aim to show
how we built our automatic model as well as to explore
how the automatic modelling compares to the perceptual
case.

Individual parameter modelling

As it was previously stated in Section Materials and Meth-
ods, an individual model was fit for each one of the six
judges, that predicts the four perceptual parameters (VQ,
R, P and PD). The set of models was optimized simulta-
neously. In order to train the proposed system, a 10-fold
cross-validation scheme was implemented. Twenty-three
controls of the C2SI corpus were added to the cross-
validation folds as a data augmentation. These controls
underwent the exact same procedure as the patients in
terms of recorded tasks and perceptual evaluations (see
Section C2SI Corpus). At each fold, 97 speakers were used
for training, while the remaining 13 speakers were left for
validation. The system was trained during 13 epochs, with
a batch size of 32. A learning rate of 0.001 was used and the
systemwas optimizedwith theAdamoptimizer algorithm.
A dropout of 0.1 was added between consecutive layers. No
controls were used during the posterior evaluation of the
system.
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QUINTAS et al. 9

F IGURE 3 Results of the automatic prediction of speech
intelligibility using the proposed methodology on the 85 patients.
The intelligibility prediction in this plot corresponds to the global
intelligibility given by the proposed set of automatic judges
(see“INT Global” from Figure 1), also known as the gold standard.
Abbreviations: INT, intelligibility; RMSE, root mean squared error.
[Colour figure can be viewed at wileyonlinelibrary.com]

Intelligibility prediction while deducting
individual judge profiles using relevant
parameters

The Spearman’s correlation coefficient (ρ) and the root
mean squared error (RMSE) were chosen to evaluate our
system. The target scores used were the individual ratings
of each judge on the four perceptual parameters of voice
quality, resonance, prosody and phonemic distortions. The
results, illustrated on Figure 2, present our gold standard
prediction based on the automatic prediction of each one of
the individual perceptual parameters of each judge, when
all parameters of the Equation (1) share the same weight
(σ1..4 = 0.25, uniform weights). The results suggest a high
correlation (ρ = 0.775) and a small error (RMSE = 1.733),
which can be found illustrated on Figure 3. Due to the
low representation of patients with low intelligibility in
the corpus, it was expected that the system would under-
perform in this particular case, specially given the nature
of data-driven approaches that learn from previously seen
(similar) samples. This aspect was evident on Figure 3,
that presents less accurate predictions on these specific
patients. A line obtained from the linear regression of our
data points was added to the same figure to better illus-
trate this aspect, when compared to the line equivalent to
a perfect prediction (y = x).
Since the system was trained using the four percep-

tual measures as the target of each judge (see Figure 1), it
becomes relevant to assess how the corresponding auto-
matic model for each human judge performs on these

TABLE 3 Correlation values of each judge’s perceptual
parameters when compared to the reference values of those same
individual parameters.

Correlation values (Spearman’s ρ)
Judge VQ R P PD
1 0.324 0.472 0.303 0.604
2 0.183 0.493 0.420 0.642
3 0.336 0.552 0.542 0.632
4 0.406 0.525 0.162 0.711
5 0.586 0.361 0.311 0.578
6 0.486 0.542 0.358 0.571
Mean 0.386 0.487 0.349 0.623

Abbreviations: P, prosody; PD, phonemic distortions; R, resonance; VQ, voice
quality.

individual measures. Table 3 presents the results of this
analysis, where each perceptual parameter is correlated
to the predicted outcome at judge level. The results sug-
gest a clear tendency towards the phonemic distortions
being the perceptual parameter that achieves higher cor-
relations for each speaker. From Table 3, we can also see
that the voice quality and prosody parameters were the
ones that achieved the lowest correlations. The correla-
tion results between the individual parameters of voice,
resonance, prosody and phonemic distortions, either per-
ceptual or automatically predicted, and the reference
speech intelligibility can be found on the Table A1 of the
annex.

Four parameters versus speech
intelligibility

Ananalysis to find themost relevant parameters for speech
intelligibility was performed. Similarly to (Balaguer et al.,
2021), a multivariate analysis was conducted. The rele-
vant results of this multivariate analysis (see bold values
of the Table 4) were used as a constraint for the poste-
rior grid search analysis. Table 5 presents the correlation
values obtained between the regressed intelligibility (see
Equation 1) and the reference intelligibility score of each
judge, on both the perceptual and automatic judges. Three
different weight strategies were implemented. The uni-
form weights approach is based on an equal contribution
between all four perceptual parameters (σ1..4 = 0.25). The
constrained and general weights are both based on the
grid search previously introduced, with the constrained
weights being conditioned on the multivariate analysis
(i.e., only the bold parameters of the Table 4 were taken in
consideration per judge). The resulting weights from this
grid search analysis can be found on the Table A1, present
on the annex.
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10 AUTOMATIC MODELLING OF PERCEPTUAL JUDGES IN THE CONTEXT OF HEAD AND NECK CANCER SPEECH INTELLIGIBILITY

TABLE 4 Results of the robust linear regression analysis, used
to find significant parameters that explain speech intelligibility, by
listeners.

Multivariate analysis (Spearman’s ρ)
Judge VQ R P PD
1 0.14 0.22 0.18 0.52
2 0.04 0.03 0.40 0.61
3 0.06 0.01 0.29 0.54
4 0.10 0.13 0.05 0.82
5 0.0 0.09 0.17 0.56
6 0.02 0.13 0.43 0.38

Note: Bold values represent significant correlations.
Abbreviations: P, prosody; PD, phonemic distortions; R, resonance; VQ, voice
quality.

The correlations obtained behaved differently in the
automatic approach than the perceptual case. While per-
ceptually we can clearly see that the correlation increases
on all judges when moving from the uniform weights
to the constrained and later on to the general weights
(see “Perceptual” columns of the Table 5), in the auto-
matic approach the constrained approach promoted a
drop in correlation (see “Automatic” columns of the
Table 5). This aspect shows that the results from the
multivariate analysis (illustrated on the Table 4) do not
necessarily hold when shifting to automatic judges. More-
over, only small increases in correlation were observed
on the automatic judges between the uniform and gen-
eral weights. This aspect shows that the relevance lev-
els of each of the four parameters are more uniform
and less skewed when compared to the perceptual
approach.

DISCUSSION

Main conclusions

In the present study, we proposed a way to automatically
predict speech intelligibility as a combination of four per-
ceptual parameters, based on their individual automatic
prediction. The prediction obtained imply a reliable pre-
diction of speech intelligibility, achieving a correlation of
0.775 (Spearman’s) and an RMSE of 1.733. Furthermore,
this aspect highlighted the individual judge profiles found,
which made an analysis on individual schools of thought
possible. We hypothesized that the four parameters stud-
ied were deeply connected to speech intelligibility. The
results suggest that, despite speech intelligibility being
related to those four perceptual parameters, the degrees
of relevance of each parameter vary across different
raters. Given this, two types of judge profiles were iden-

tified and compared. The first is based on the perceptual
measures obtained by the human judges, and the second
on the respective automatic modellings. The results show
that, despite both approaches following individual judge
profiles, the relevance of each perceptual parameter is
more evenly distributed in the automatic case when com-
pared to the more skewed distribution of the perceptual
case.
Concerning the reference perceptual measures which

were assessed by the ensemble of six human judges, we
found that both prosody and phonemic distortions played
amore relevant level for speech intelligibility (see Table 4).
When using Equation (1) to compute the intelligibility
score based on the four perceptual parameters, we can see
an increase in correlation, when adding more relevance
to those parameters (see Table 5), Constrained Weights
Perceptual column). Both grid search approaches pro-
moted correlation gains on all judges when compared to
a uniform approach where all parameters have the same
relevance. This aspect shows that different profiles emerge,
highlighting the subjectivity and bias associatedwith these
clinical measures.
On the other hand, when modelling those same per-

ceptual judges via our automatic approach, we can see
that the profiles that emerge from each judge are differ-
ent from the ones found previously. In this case, the weight
distribution for those same four parameters appears to be
more uniform for all judges, where all automatic judges
take in consideration at least three parameters, contrary to
what was witnessed on the perceptual case (see Table A2
on the annex). This aspect is validated by the correlation
results obtained on the Table 5 (Automatic columns), that
show only minor gains between the uniform and the gen-
eral (optimal) weights. Contrastingly, by constraining the
weights on the results of the multivariate analysis of the
perceptual measures, the results tend to remain fairly sim-
ilar, showing that the profiling made via the perceptual
analysis does not necessarily hold in an automatic setting,
at least compared to a uniform approach. We believe these
differences are a product of the system’s initial optimiza-
tion, which aimed for equal prediction performance across
all four parameters, as opposed to the perceptual judges
that clearly favoured the phonemic distortions parameter.
This aspect shows that despite the subjectivity witnessed
among the different perceptual judge profiles, displayed
by the different levels of relevance for each parameter,
an automatic approach will promote a more uniform and
objective way to predict speech intelligibility based on
those four parameters. This objectivity is invaluable when
applied in a clinical context, since it provides an explain-
able intelligibility score as a function of the four per-
ceptual parameters, while negating individual schools of
thought.
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QUINTAS et al. 11

TABLE 5 Results of the robust linear regression analysis, used to find significant parameters that explain speech intelligibility, by
listeners.

Judge

Correlation values (Spearman’s ρ) INT (see Equation 1)
Uniform weights Constrained weights General weights

Perceptual Automatic Perceptual Automatic Perceptual Automatic
1 0.828 0.613 0.839 0.616 0.851 0.630
2 0.774 0.699 0.849 0.700 0.852 0.728
3 0.836 0.613 0.879 0.623 0.879 0.633
4 0.767 0.726 0.813 0.679 0.863 0.742
5 0.648 0.490 0.784 0.452 0.784 0.539
6 0.750 0.637 0.792 0.627 0.810 0.649

Abbreviation: INT, intelligibility.

Perspectives

The different results obtained showed that out of all the
perceptual measures studied, it was the PD parameter that
had the biggest influence on intelligibility perceived by all
the expert judges, being the only statistically significant
parameter all the time. This aspect confirms the con-
sensual intelligibility definition given by (Pommée et al.,
2021a, 2021b) (Delphi study). Despite this, it may also be
interesting to take an interest in the overall severity of the
disorder (Balaguer et al., 2021) since it provides a broader
notion than intelligibility, in which we could find differ-
ent information and subsequent profiles at the level of the
four parameters. An automatic modelling of speech disor-
der severity could then make it possible to highlight the
role of the same four parameters in this concept, and thus
adapt better the therapeutic strategies to the needs of the
patients.
In the present work, we proposed the modelling of a

set of measures that are subjective by nature, since no
prior explanation of these measures was given to the set of
judges before their assessments. The different profiles that
emerge from this analysis display the subjectivity associ-
ated with the perceptual measures, where each judge takes
in consideration different parameters for the evaluation
of intelligibility. This subjectivity is considered one of the
main impairments behind the clinical evaluation of speech
intelligibility, among with judge bias, variance and lack
of agreement. Moreover, we can see that both perceptual
and automatic judges follow different approaches concern-
ing the relevance of each perceptual parameter. Despite
this, the results from the automatic modelling showed that
we can predict speech intelligibility in a more objective
way, where each automatic judge uses a more uniform
approach concerning the relevance of each perceptual
parameter.
The approach devised during the course of this work is

generic, and therefore can be implemented in a variety of
cases that involve the modelling of tasks that are subjec-

tive by nature, and that require a set of judges. These tasks
can range from, for example, sentiment analysis and opin-
ion scoring to medical diagnosis from images or speech.
Despite the approach being implemented in the context of
professional judges, it can also be easily adapted to naive
judges, which could provide relevant (automatic) clinical
information concerning the perceived day-to-day commu-
nication of a given patient. The modelling of individual
judges allows the attainment of not only the gold stan-
dard, but also the corresponding automatic score of each
judge. This aspect provides extra clinical information and
flexibility, as it can serve not only as a set of external opin-
ions to a given practitioner (Balaguer et al., 2019), but also
as a tool to label extensive quantities of subjective data
(Haralabopoulos et al., 2020), which can be seen as highly
relevant either in clinical contexts or research activities.
The development of reliable and interpretable automatic
systems allows the introduction of these systems in a clin-
ical environment. A study on the direct impacts that a
hybrid approach can have on the prediction of speech
intelligibility, for example, mixing a set of automatic and
perceptual judges, is an interesting lead for future work,
as well as exploring the relevance of more objective and
explainable automatic parameters on both perceptual and
automatic scores.

CONCLUSIONS

In the present work, we studied the relationship between
four perceptual parameters and speech intelligibility,
through the means of an automatic modelling of a set
of judges. Before predicting speech intelligibility, each
human judge assessed the perceptual parameters of voice
quality, resonance, prosody and phonemic distortions. A
statistical analysis revealed that despite these four param-
eters being highly related to speech intelligibility, different
judge profiles emerge, that attribute different levels of
relevance to each parameter. An ensemble of automatic
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12 AUTOMATIC MODELLING OF PERCEPTUAL JUDGES IN THE CONTEXT OF HEAD AND NECK CANCER SPEECH INTELLIGIBILITY

models was then proposed to model each individual
perceptual judge. The results suggest a high level of cor-
relation (ρ = 0.775) when predicting the gold standard.
Moreover, the same statistical analysis on the individual
automatic judges also suggested individual judge profiles,
however, this time with a more uniform relevance level
found across the four parameters, instead of the skewed
distribution previously found on the perceptual judges.
The results suggest that the four perceptual parameters
analysed are both highly relevant for speech intelligibility,
both for the perceptual and automatic case. Furthermore,
due to the more uniform relevance levels found on the
automatic judges, we can consider the automatic approach
more objective and interpretable.
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APPENDIX 1
ANNEX

TABLE A1 Results from the Grid Search analysis on the significant parameters that explain speech intelligibility, on both the perceptual
evaluations (Per.) given by each judge, and also on his/hers corresponding automatic evaluation (Aut.).

Judge

Constrained approach General approach
VQ R P PD VQ R P PD

Per.Aut. Per. Aut. Per. Aut. Per. Aut. Per. Aut. Per. Aut. Per. Aut. Per. Aut.
1 —— 0.30 0.10 0.30 0.50 0.40 0.40 0.10 0.33 0.20 0.0 0.30 0.33 0.40 0.33
2 —— — — 0.33 0.40 0.66 0.60 0.10 0.20 0.0 0.40 0.30 0.0 0.60 0.40
3 —— — — 0.10 0.33 0.90 0.66 0.0 0.0 0.0 0.30 0.10 0.50 0.90 0.20
4 —— — — — — 1.0 1.0 0.20 0.20 0.20 0.10 0.0 0.30 0.60 0.40
5 —— — — — — 1.0 1.0 0.0 0.0 0.0 0.30 0.0 0.60 1.0 1.0
6 —— — — 0.40 0.50 0.60 0.50 0.0 0.20 0.20 0.10 0.30 0.40 0.50 0.30

Abbreviations: P, prosody; PD, phonemic distortions; R, resonance; VQ, voice quality.

TABLE A2 Correlations obtained between the perceptual intelligibility and the four perceptual parameters, obtained either perceptually
or automatically.

Judge

Correlation values (Spearman’s ρ) INT (see Equation 1)
Voice quality Resonance Prosody Phonemic distortions
Perceptual Automatic Perceptual Automatic Perceptual Automatic Perceptual Automatic

1 0.492 0.467 0.561 0.471 0.432 0.451 0.748 0.559
2 0.249 0.269 0.559 0.678 0.627 0.575 0.807 0.692
3 0.533 0.439 0.617 0.604 0.738 0.555 0.836 0.609
4 0.178 0.291 0.558 0.599 0.020 0.349 0.813 0.679
5 0.212 0.279 0.353 0.476 0.323 0.387 0.784 0.452
6 0.222 0.269 0.575 0.574 0.620 0.513 0.732 0.585

Abbreviation: INT, intelligibility.
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