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Abstract

Query Performance Prediction (QPP) is currently primarily applied to ad-hoc retrieval tasks.
The Information Retrieval (IR) field is reaching new heights thanks to recent advances in
large language models and neural networks, as well as emerging new ways of searching, such as
conversational search. Such advancements are quickly spreading to adjacent research areas,
including QPP, necessitating a reconsideration of how we perform and evaluate QPP. This
workshop sought to elicit discussion on three topics related to the future of QPP: exploiting
advances in IR to improve QPP, instantiating QPP on new search paradigms, and evaluating
QPP on new tasks.

Date: 6 April 2023.

Website: https://qpp.dei.unipd.it/.

1 Introduction

QPP++ 2023: Query Performance Prediction and Its Evaluation in New Tasks is the first edition
of a workshop that aims to foster a discussion within the community on how Query Performance
Prediction (QPP) can be applied to new techniques in Information Retrieval (IR) and how such
techniques can be exploited to define new QPP models. This first edition was hosted by the
European Conference on Information Retrieval (ECIR) 2023 in Dublin (Ireland).
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QPP++ 2023 received nine scientific submissions, of which seven papers (four long and three
short) were accepted. Two to three program committee members reviewed each submission, and
the program chairs oversaw the reviewing. The accepted papers included authors from 8 countries
and 14 institutions, as some publications resulted from international collaborations. Researchers
addressed the following challenges: QPP for conversational search [Meng et al., 2023], known-
item search and passage retrieval [Fröbe et al., 2023], QPP in the learning-to-rank and neural
information retrieval domains [Datta et al., 2023b], issues with using correlation metrics to evaluate
QPP [Mothe, 2023], QPP evaluation using pointwise approaches [Datta et al., 2023a], continuous
evaluation [González-Sáez et al., 2023], and using information theory for QPP [Zendel et al., 2023].

The proceedings of the QPP++ 2023 workshop are publicly available online1.
The advent of large language models and the rise of new tasks, such as conversational search,

semantic search, and question answering, enabled by the availability of new powerful technological
tools, have led to a previously unseen rapid growth in the variety and quality of Information
Retrieval (IR) systems. Several ancillary research fields have also flourished due to the scientific
uptake of new Natural Language Processing (NLP) methodologies, facilitating advancement in new
IR tasks. The Query Performance Prediction and Its Evaluation in New Tasks (QPP++ 2023)
workshop [Faggioli et al., 2023a] aimed to further fuel such growth in the renowned and important
area of Query Performance Prediction (QPP).

The QPP task is defined as estimating search effectiveness without human relevance judg-
ments [Carmel and Yom-Tov, 2010]. Since its introduction at the beginning of the 21st century,
QPP has established itself as an essential tool in numerous tasks, including model selection [Carmel
and Yom-Tov, 2010; Thomas et al., 2017], query suggestion [Carmel and Yom-Tov, 2010; Thomas
et al., 2017], and rank fusion [Roitman, 2018]. The QPP++ 2023 workshop was a collaborative
effort of researchers to master the new tools made available by the NLP community and learn how
to effectively use them for the QPP task. The workshop focused on applying QPP in traditional
scenarios, such as ad-hoc retrieval, and in new domains, including conversational and semantic
search, passage retrieval, and question answering. QPP++ 2023 also allowed the community to
reexamine past weaknesses and challenges linked to the QPP task, such as its evaluation, while
establishing a roadmap to organize and guide the community’s future efforts to advance the QPP
research field.

2 Motivation

QPP and Novel Search Paradigms. Given the recent developments in IR, the prediction
quality of existing QPP approaches may be significantly affected in new domains and scenarios
for the following three reasons. First, some of the traditional predictors exploit statistics derived
from the collection [Hauff, 2010], while new IR models often use indexes of embeddings or apply
machine learning to re-rank documents [Mitra and Craswell, 2018]. Second, the vast majority of
the recently developed retrieval models in IR utilize semantic information that, with a few notable
exceptions [Mothe and Tanguy, 2005; Shtok et al., 2010], is rarely exploited by QPP models. This,
in turn, impairs the performance of traditional QPP models applied on IR systems based on new

1https://ceur-ws.org/Vol-3366/
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paradigms [Faggioli et al., 2023d]. Finally, QPP can be used for new processes such as selective
query processing [Deveaud et al., 2018].

The QPP++ 2023 workshop aimed to provide a platform for the community to jointly discuss
ways to address these challenges and create a better alignment between the latest technologies,
retrieval models, and QPP approaches. Along with the challenges mentioned above, the recent
advances in NLP present great opportunities for enhancing the state of the art in QPP. The work-
shop also sought to encourage collaboration between researchers to exploit these opportunities.

QPP and its Evaluation on New Tasks. The quality of QPP methods is typically
evaluated by computing the correlation between the scores assigned to queries by a QPP method
and the true performance values, e.g., Average Precision (AP), attained for these queries using
relevance judgments. Previous research demonstrated the unreliability of this approach when
multiple experimental factors (i.e., IR models, corpora, and predictors) are considered [Hauff
et al., 2009; Scholer and Garcia, 2009; Faggioli et al., 2021]. In addition, researchers demonstrated
that high correlation does not necessarily translate to improved retrieval effectiveness [Raiber
and Kurland, 2014; Hauff et al., 2009]. These issues are further exacerbated in new domains,
such as question answering or conversational search [Faggioli et al., 2023c], where the evaluation
of the retrieval models is often more challenging. The QPP++ 2023 workshop aimed to foster
community discussion regarding these challenges.

The workshop provided a forum for researchers and practitioners to discuss the following key
research challenges emerging following the recent advances in IR:

� Can existing QPP techniques be exploited, or which new QPP theories and models need to
be devised, for new tasks, such as image retrieval, passage-retrieval, question answering, and
conversational search?

� How can new technologies, such as contextualized embeddings, large language models, and
neural networks, be exploited to improve QPP?

� How should QPP techniques be evaluated, including best practices, datasets, and resources?
� Should QPP be evaluated in the same manner for different IR tasks?
� What changes should we make to the QPP evaluation paradigm to accommodate new do-
mains and IR techniques?

2.1 QPP++ organization and execution

The QPP++ workshop was divided into two parts. During the first part, after a brief introduction
of the themes and objectives given by the workshop’s organizers, the authors of the accepted
contributions presented their work to the audience. The goal was to set a common ground for the
subsequent discussion and identify the main challenges that might arise in the future in applying
QPP techniques.

The main challenge identified by the audience concerned the evaluation of QPP methods.
Therefore, this was the main topic of the second part of the workshop that was organized following
the world café methodology2. The workshop participants (approximately 20 people) were split
into three small groups (5-7 people each) to discuss the theme chosen. Each group identified a

2https://theworldcafe.com/key-concepts-resources/world-cafe-method/
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rapporteur responsible for annotating the comments and observations made in each discussion
group. At the end of the first discussion turn, after approximately 20 minutes, members of each
group – except the rapporteur – moved to a different group to further disseminate ideas and
share opinions. At the end of the second turn, the three rapporteurs summarized the conclusions
and ideas from the discussion to the whole QPP++ audience. We report in the next section the
outcome of this discussion.

3 Focus Groups Discussion Outcome

During the QPP++ workshop, focus groups discussed the current methodology for evaluating QPP
systems. The approach involves measuring the correlation between the values assigned to queries
by a predictor and the true performance attained using relevance judgments, most often measured
using Average Precision (AP). One major drawback of this methodology is that it is difficult to
determine the connection between the observed correlation and downstream tasks’ performance.
Therefore, workshop participants suggested that the evaluation of QPP systems should focus on
both intrinsic and extrinsic evaluation, including downstream tasks. Possible suitable tasks include
choosing retrieval models, suggesting query reformulations, identifying queries that the system may
not be able to answer, deciding when not to provide an answer, and detecting ambiguous queries.

The participants pointed out that the current method of evaluating QPP lacks qualitative
analysis. Usually, the evaluation only focuses on the system’s overall performance and does not
scrutinize individual queries. To enhance the evaluation process, the community should also pay
attention to single queries to find possible weak spots. This might include not just reporting
the global correlation but also using scatterplots to show the connection between predictions and
actual performance. Such an approach would facilitate a more accurate analysis of failures and
the identification of any abnormal or weak points.

The low reproducibility of QPP methods is a major challenge. Even if the same ranking
function is used, different hyperparameters can cause the predictors to behave differently. To
address this issue, the focus groups recommended that practitioners and researchers release a set
of artifacts, including:

� Code: the code used to preprocess the data, compute the predictors, and evaluate the results,
should be released alongside the paper.

� Ranked lists of documents used as ground truth: since different IR frameworks and libraries
may handle ties differently, providing the original ranked lists used as ground truth can help
practitioners achieve comparable results when attempting to reproduce the results.

� Evaluation measures: different frameworks and libraries may implement slightly different
versions of the same evaluation measure, or may have different default hyperparameters. To
ensure reproducibility of how the ground truth is computed in the QPP domain, evaluation
measures computed on the ranked lists should be released.

� Models: the use of trained models to compute predictions is becoming more common in
learned and supervised QPPs and IR at large. Practitioners should release the models used
whenever possible, along with the trained parameters, or clearly detail the training process,
including the negative selection procedure, loss function, and hyperparameters used.
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� Domain-specific information: specific scenarios may require additional information used by
the QPP model. To ensure reproducibility and fair comparisons of approaches, practition-
ers should release as much domain-specific information as possible. For example, in the
conversational search scenario, both original and reformulated queries should be released.

� Clear description of the experimental setup: a clear description of the experimental setup
should be provided to enable a fair and comparable procedure. Practitioners should clearly
state the procedure followed when describing the evaluation process, including the number
of folds considered, standard deviation, hyperparameters evaluated, values of random seeds,
and details on the statistical tests.

During the workshop, attendees suggested creating “Living Labs” dedicated to QPP. The
lab’s proposed lifecycle involves participants submitting their runs, which will be shared with all
track participants during the annotation period. The QPP track participants will then compute
the performance predictions and submit them. The QPP approaches would then be evaluated,
allowing for “leaderboard approaches” where QPP strategies are evaluated and ranked based on
their effectiveness.

Another aspect considered by the focus groups is defining a user model for QPP techniques.
While the traditional IR literature has a well-established definition of what it means to model
user satisfaction [Carterette, 2011], this is not the case for QPP. Future research should focus on
modeling what it means to predict performance from theoretical and formal perspectives. As a
first step, future publications should focus more explicitly on identifying and stating the prediction
target, such as whether the QPP is trying to sort queries based on expected difficulty or actually
predict performance. It is also necessary to further clarify what we mean by “difficulty” and
“performance” and how they may change depending on the context considered. To improve the
development of QPPs, the community should invest time and effort in framing the objectives of
newly designed QPP models.
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