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1 Introduction

Although known since Antiquity, it was not until the XXth century that the
elementary and natural notion of a convex body began to reveal the full ex-
tent and richness of its applications in many mathematical fields as varied as
number theory, differential or integral geometry, discrete and combinatorial
geometry, optimization, functional analysis, probability, or stochastic geometry.
The Brunn-Minkowski theory, initiated in the seminal works of H. Brunn and H.
Minkowski on the turn of the XXth century, became the classical heart of convex
geometry. It can be regarded in the Euclidean vector space Rn+1 as the fruit of
the union of only two elementary notions: Minkowski addition and volume [Sc3].
In particular, the mixed volumes, which satisfy the famous Alexandrov-Fenchel
inequality which subsumes many classical geometric inequalities as special cases,
are born from this union.

1.1 Aims of the monograph

As we will see in Section 2, hedgehogs are the geometrical objects that describe
the Minkowski differences (i.e., formal differences) of arbitrary convex bodies in
Rn+1. This monograph aims to summarize the core of hedgehog theory and its
main applications to other mathematical fields.

The first aim of the present monograph is to give a comprehensive and self-
contained introduction to hedgehog theory which emerges naturally when one
tries to associate a geometric object with any formal difference of convex bodies
(in other words, when we attempt to take into account the inverse operation of
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the Minkowski addition by considering a wider general class of geometric objects
than that of convex bodies alone).
Classical real hedgehogs can be regarded as the geometrical realizations of

formal differences of arbitrary convex bodies in Rn+1. For instance, hedgehogs
with a C2-support function on the unit sphere Sn of Rn+1 can be constructed
geometrically in Rn+1 as ‘Minkowski differences’of convex bodies of class C2

+

(i.e., the boundaries of which are C2-hypersurfaces with positive Gaussian cur-
vature): as shown in Figure 1.1, we can construct the difference of two such
convex bodies K and L by subtracting, for every u ∈ Sn, the points x and y
of their respective boundaries ∂K and ∂L that correspond to the outer unit
normal u.

Kx

0 0

L
y

0

Hh

z : x y

Figure 1.1. C2-hedgehogs as differences of C2
+ convex bodies

When this is done for every u ∈ Sn, we obtain a hedgehog whose C2-support
function h is the difference k− l of the respective support functions, k and l, of
the two convex bodies.

The idea of considering Minkowski differences of convex bodies may be traced
back to papers by A.D. Alexandrov and H. Geppert [Ge] in the 1930’s. Many
classical notions for convex bodies extend to hedgehogs and quite a number
of classical results find their counterparts. Of course, a few adaptations can be
necessary. In particular, volumes have to be replaced by their algebraic versions.

The second aim of this monograph is to show the diversity and extent of
applications of hedgehogs (together with their generalizations) in various fields.
The notion of a hedgehog has in particular proved useful in the study of convex
bodies and to geometrize certain analytical problems by considering functions as
support functions. The usefulness of hedgehogs in the study of convex bodies is
mainly due to the fact that they may offer the possibility to provide appropriate
decompositions of the convex bodies under consideration into sums of hedgehogs.
One of the first achievements of the theory is for instance the construction of
counterexamples to an old conjectured characterization of the 2-sphere [M6, P2,
M13]), which has important consequences in terms of Monge-Ampère PDE’s on
the 2-sphere. The conjecture raised in the mid 1930’s by A.D. Alexandrov was
that if S in R3 is a closed convex surface of class C2

+, whose principal curvatures
k1 and k2 satisfy the following inequality

(k1 − c) (k2 − c) ≤ 0,
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with some constant c, then S must be a sphere of radius r = 1/c. In the case S
is real analytic, this conjecture was proved by Alexandrov himself [A2, A3], an
independent proof was given by Münzner [Mz2] who also proved the conjecture
in the case where S is a surface of revolution [Mz1]. Koutroufiotis strengthened
this last result, proving that it suffi ces to assume that S has an enveloping cir-
cular cylinder [Ko]. However, in the general case the conjecture remained open
for almost 70 years. From the hedgehog point of view, the natural approach was
of course to split S into this sum S (0R3 ; r) + (S − S (0R3 ; r)), and to study only
the hedgehog term (S − S (0R3 ; r)) by adapting classical techniques for convex
bodies to hedgehogs, the question then being whether or not this hedgehog term
is necessarily reduced to a single point. This approach made it possible to ob-
tain a series of counterexamples to Alexandrov’s conjecture. It also permitted
us to prove the conjecture for convex surfaces of constant with, and to give a
new proof for analytic surfaces [M6]. It is worth noticing that the question is
still under scrutiny for other classes of differentiability given its importance in
PDE’s theory [GM].

1.2 Outline of the remaining sections

The set Kn+1 of convex bodies of Rn+1, equipped with Minkowski addition and
multiplication by nonnegative real numbers, forms a commutative semigroup,
having the cancellation property, with scalar operator. Of course, it does not
constitute a vector space since there is no subtraction in Kn+1. Now formal
differences of convex bodies of Rn+1 form a vector space Hn+1 in which Kn+1

is a cone that spans the entire space. It is thus natural to consider the mul-
tilinear extension of the mixed volume v :

(
Kn+1

)n+1 → R to a symmetric
(n+ 1)−linear form on Hn+1. We still denote this extension by v. We enter
in ‘hedgehog theory’when we seek to associate a geometric realization with
each element of Hn+1. We will see in Section 2 that there are different ways of
proceeding depending on the class of convex bodies which we choose to work
with. We may regard hedgehogs as envelopes parametrized by their Gauss map
(Subsect. 2.2) if the support functions are assumed to be C2 (we can also define
the notion of a hedgehog with a C1 support function as an envelope but such a
hedgehog does not necessarily represent a difference of two convex bodies and
can be a highly singular object: Subsect 2.5); we can also define hedgehogs as
Legendrian fronts (Subsect. 2.6) if the support functions are assumed to be
C∞; another approach is to make use of Euler Calculus (Subsect. 2.4) if we
consider polytopes or convex bodies with an analytic support function; finally,
in the most general case, when the support functions are differences of sup-
port functions of arbitrary convex bodies, we can define hedgehogs proceeding
by induction with respect to the dimension, replacing support sets by ‘support
hedgehogs’(Subsect. 2.3).
We will of course give first examples, particular cases (such as ‘projective

hedgehogs’) properties and tools regarding these different variants of the notion
of a hedgehog. In particular, we will introduce different types of indexes of
a point with respect to a hedgehog, and present first applications, some of
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which are related to orthogonal projection techniques, to the study of hedgehogs
(Subsect. 2.4, 2.8 and 2.9). The Kronecker index will, in particular, be used
to introduce the algebraic (n+ 1)-dimensional volume of hedgehogs in Rn+1.
We will also say a few words on projective and polarity dualities applied to
hedgehogs (Subsect. 2.7). We will use our presentation of C∞-hedgehogs as
Legendrian fronts to describe their generic singularities, and we will present a
first open problem, raised by R. Langevin, G. Levitt and H. Rosenberg (Problem
2.6.1): Does there exist a generic projective hedgehog without any swallowtail?
Partial results will be given in Subsect. 10.2.
As already mentioned in introduction, the classical Brunn-Minkowski theory

is based on the Minkowski addition of convex bodies, combined with the notion
of volume. Having already glimpsed in the first two sections some ideas for
extending this theory to hedgehogs, we will undertake a first more in-depth and
more systematic study of this extension to C2-hedgehogs in Section 3. After
briefly recalling and completing the necessary basic tools and their geometric
interpretations, we will present a partial extension of the Alexandrov-Fenchel
inequality to hedgehogs. We will then consider the extension to hedgehogs of
particular cases of the Alexandrov-Fenchel inequality (isoperimetric inequalities,
quadratic Minkowskian inequalities, Brunn-Minkowski type inequalities, etc), as
well as some of their geometric consequences. In some cases, the classical in-
equalities for convex bodies will extend without any modification to hedgehogs
by simply replacing the geometric quantities involved by their algebraic versions
(this will be for instance the case for the isoperimetric inequality in the plane).
But, of course, in most cases, an additional condition will be necessary. We will
continue Section 3 by giving a stability estimate for the Alexandrov-Fenchel in-
equality. To end Section 3, we will mention an application of hedgehogs to the
study of the Blaschke diagram. Here we have to recall that a part of the bound-
ary of the Blaschke diagram must correspond to an unknown sharp inequality
of the form V ≥ f (S,M), where V , S and M respectively denote the volume,
surface area and integral of mean curvature of a convex body in R3.

In Section 4, we will consider a series of special convex bodies, hedgehogs,
and multihedgehogs, which are also called N -hedgehogs, (N ∈ N∗): an envelope
of a family of cooriented planes of Rn+1 will be called an N-hedgehog if, for
an open dense set of u ∈ Sn, it has exactly N cooriented support planes with
normal vector u. Thus, ordinary C2-hedgehogs are merely 1-hedgehogs. We will
extend to hedgehogs a series of classical notions for convex bodies. For instance,
we will start by extending the notion of width to hedgehogs. As an application
of our study, we will give an example of a noncircular algebraic curve of constant
width whose equation is relatively simple, which answers a problem raised by
S. Rabinowitz (Subsubsect. 4.1.2). In passing, we will study various concept
related to convex bodies. In particular, we will study the relationship between
planar projective hedgehogs (which are the planar hedgehogs of constant width
0) and Zindler curves (which are the planar closed curves of which all chords
that divide the curve perimeter - or area - in a half, have the same length) in
Subsubsect. 4.2.2. We will then rely on a notion of symplectic area to introduce
and study Zindler-type surfaces in R4. Subsect. 4.5 will aim to motivate the
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development of a Brunn-Minkowski theory for minimal surfaces by continuing
the pioneering works by R. Langevin, G. Levitt, H. Rosenberg and E. Toubiana
([LLR, LR, RT]).
This Section 4 will also be an opportunity to discover a first series of ap-

plications of hedgehog theory to analysis. In Subsect 4.3, we will consider the
cosine transform, which associates to any continuous function f : Sn → R the
map Tf : Rn+1 → R defined by

Tf (x) :=

∫
Sn
|〈x, v〉| f (v) dσ (v) ,

where 〈., .〉 is the standard inner product and σ the spherical Lebesgue measure.
We will prove that the cosine transform, which often appears in convex geom-
etry, is a bounded linear operator from C (Sn;R) to C2 (Sn;R). It follows that
the boundaries of zonoids (resp. generalized zonoids) whose generating measure
have a continuous density with respect to σ can be considered as C2-hedgehogs.
We will study such hedgehogs. Recall that zonotopes are the Minkowski sums
of line segments, and that zonoids are (necessarily centrally symmetric) convex
bodies that are the limit, in the sense of the Hausdorff metric, of a sequence
of zonotopes. Zonoids play an important role in various areas such as the the-
ory of vector measures, Banach space theory or stochastic geometry. We will
obtain a local property of zonoids whose generating measure have a contin-
uous density with respect to σ. We then define projection hedgehogs (resp.
mixed projection hedgehogs) and interpret their support functions in terms of
n-dimensional volume (resp. mixed volume). Finally, this study will lead us to
consider the extension of the Minkowski problem (in differential geometry, the
one of the existence, uniqueness and regularity of a closed convex hypersurface
with preassigned curvature function) to hedgehogs. The classical Minkowski
problem played an important role in the development of the theory of elliptic
Monge-Ampère equations. The study of its extension to hedgehogs will be the
subject of Section 5. In Subsect. 4.4, we will study the existence of a nontrivial
C2-hedgehog in R3 that is hyperbolic (i.e., with an everywhere nonpositive cur-
vature function), in order to determine the validity of the characterization of the
2-sphere conjectured by A.D. Alexandrov. This question amounts to studying a
partial differential inequation. We will prove this Alexandrov conjecture in some
particular cases, such as the case when the surface is assumed to be of constant
width, and give a counterexample in the general case. In passing, we will con-
sider the discrete version of hyperbolic hedgehogs. After a brief presentation of
hedgehog polytopes (also called polyhedral hedgehogs) in R3, we will introduce
two notions of hyperbolicity (weak and strong hyperbolicity) for hedgehog poly-
topes of R3 and give examples. Our example of a strongly hyperbolic polytope is
obtained by a discretization of our counterexample to Alexandrov’s conjecture.
In Subsect. 4.6, we will give a geometric proof of the Sturm-Hurwitz theorem
in the framework of planar mutihedgehogs. We will take the opportunity to
present a series of geometric consequences and inequalities. We will end Section
4 by a detailed study of planar general hedgehogs (i.e., Minkowski differences of
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arbitrary convex bodies of R2
)
. Our way of introducing general hedgehogs (pro-

ceeding by induction on n and replacing support sets by ‘support hedgehogs’)
makes clear that a perfect understanding of planar hedgehogs is a prerequisite
to a study of general hedgehogs of Rn+1. In particular, we will: (i) study their
length measures and solve the extension of the Christoffel-Minkowski Problem
to plane hedgehogs; (ii) characterize support functions of plane convex bodies
among support functions of plane hedgehogs and support functions of plane
hedgehogs among continuous functions; (iii) study the mixed area of hedgehogs
in R2 and give an extension of the classical Minkowski inequality (and thus of
the isoperimetric inequality) to hedgehogs.
Section 5 is entirely devoted to the extension of the Minkowski problem to

hedgehogs. We already encounter it in Subsections 4.3 and 4.4 (the existence of
hyperbolic hedgehogs is naturally a subproblem of it). The classical Minkowski
problem is a fundamental problem in the Brunn-Minkowski theory. It asks for
necessary and suffi cient conditions on a nonnegative Borel measure on the unit
sphere Sn of Rn+1 to be the surface area measure of some convex body K in
Rn+1, unique up to translation. When restricting to the class of convex bodies
of Rn+1 whose surface area measures have a density with respect to spherical
Lebesgue measure on Sn, the classical Minkowski problem can be formulated as
that of the existence, uniqueness and regularity of a closed convex hypersurface
with preassigned curvature function. As already mentioned, this problem, which
played an important role in the development of the theory of elliptic Monge-
Ampère equations, has a natural extension to hedgehogs. But for non convex
hedgehogs, the problem becomes much more diffi cult, even for n = 2 and for
C∞-hedgehogs, since it essentially boils down to the question of solutions of
Monge-Ampère equations of mixed type on the unit sphere Sn. In Subsect.
5.1, we will mainly formulate the uniqueness question and give first partial
results. In Subsect. 5.2, we will consider Gauss rigidity and Gauss infinitesimal
rigidity for hedgehogs of R3 (regarded as Minkowski differences of closed convex
surfaces of R3 with positive Gaussian curvature). As noticed by I. Izmestiev
[Iz1, Iz2], Gauss rigidity (Gauss infinitesimal rigidity) can be interpreted as
uniqueness (resp. « infinitesimal » uniqueness) in the Minkowski problem, that
is in the problem of prescribing the nth surface area measure of a polytope P
of Rn+1 on the unit sphere Sn (resp. the Gaussian curvature of smooth strictly
convex closed hypersurface of Rn+1 as a function of the outer unit normal). The
uniqueness part of the Minkowski problem extended to hedgehogs will already
have been studied in the previous subsection. In particular, we will have already
seen different ways of constructing pairs of non-congruent hedgehogs that share
the same curvature function (i.e., inverse of the Gaussian curvature). If we
consider a 1-parameter family of C2-hedgehogs (Hht)t∈[0,1] all having the same
curvature function, we do not know whether these hedgehogs are congruent
in R3. However, we will prove a theorem of volume preservation under preserving
curvature deformations: Under an appropriate differentiability condition of the
family with respect to the parameter, we will prove that all the hedgehogs of
the considered family have the same algebraic volume!
Like convex bodies, hedgehogs are completely determined by (and can be
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identified with) their support functions. Adopting a projective viewpoint, we
will prove in Section 6 that any holomorphic function h : Cn → C can be
regarded as the ‘support function’of a ‘complex hedgehog’Hh, which is defined
by a holomorphic parametrization xh : Cn → Cn+1 in the complex Euclidean
space Cn+1. In the same vein, we will introduce the notion of evolute of such
a hedgehog Hh in C2, and a natural (but apparently hitherto unknown) notion
of complex curvature, which will allow us to interpret this evolute as the locus
of the centers of complex curvature. We notice that the complex linear space
of holomorphic functions defined up to a similitude on the unit disc D of C
can be endowed with a scalar product which can be interpreted as a mixed
symplectic area, and we give a sharp estimation of the (symplectic) area of
xh (D) using the energy of the loop xh : S1 = R/2πZ → C2, θ 7→ xh

(
eiθ
)
, in

the case where h : D → C is the sum of a power series
∑
hnz

n with radius of
convergence R > 1. Our hope is to spark further research giving elements of a
‘theory of mixed volumes for complex hedgehogs’(replacing Euclidean volumes
by symplectic ones). We will next return to real hedgehogs, but in R2n endowed
with a linear complex structure J . We will introduce and study the notion of
evolute of a hedgehog with a smooth support function in

(
R2n, J

)
. We will

particularly focus on R4 endowed with a linear Kähler structure determined by
the datum of a pure unit quaternion. In parallel, we will study the symplectic
area of the images of the oriented Hopf circles under hedgehog parametrizations
and introduce a quaternionic curvature function for such an image. Finally, we
will consider hedgehogs in R4n regarded as a hyperkähler vector space.

Of course, the classical hedgehog theory is not restricted to Euclidean spaces.
Section 7 will be devoted to a short introduction and study of hedgehog theory
in non-Euclidean spaces. In [FFi], F. Fillastre introduced and studied ‘Γ-convex
bodies’(or, ‘Fuchsian convex bodies’), which are the closed convex sets of the
Lorentz-Minkowski space Ln+1 that are globally invariant under the action of
some Fuchsian group Γ. In this paper, F. Fillastre gave a ‘reversed Alexandrov—
Fenchel inequality’ and thus a ‘reversed Brunn-Minkowski inequality’. This
work permits to introduce ‘Fuchsian hedgehogs’whose ‘support functions’are
differences of support functions of two Γ-convex bodies (see the remark on page
314 in [FFi]). In Subsect. 7.2, we will give a detailed study of plane Lorentzian
and Fuchsian hedgehogs, including a series of Fuchsian analogues of classical
geometrical inequalities (which are also reversed as compared to classical ones).
For an application to marginally trapped surfaces, a short introduction to hedge-
hogs of L3 will be given later in Subsubsect. 8.2.1. This brief introduction of
Lorentzian hedgehogs of L3 can be easily extended to higher dimensions.
On another note, we will see that, like convexity, the notion of a hedgehog is

affi ne. In Subsect. 7.3, we will define the notion of a hedgehog of Rn+1 regarded
as an affi ne space over itself. Extending the Euclidean or affi ne space Rn+1 by
adding points at infinity (which we regard as corresponding to families of parallel
lines, and which together make up a hyperplane at infinity), we will see that we
can define a hedgehog of the real projective space Pn+1 := RPn+1 as a hedgehog
of Rn+1 regarded as the complement of any projective hyperplane of Pn+1, and
thus a hedgehog of Rn+1 as a hedgehog of Pn+1. Thus any hedgehog of Pn+1 =
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Sn+1/ {−Id, Id} is contained in the complement of a projective hyperplane of
Pn+1, and can therefore be regarded as a hedgehog of Sn+1 that is contained in
an open hemisphere, say the open hemisphere with center p ∈ Sn+1 which we
will denote by Sn+1

p . Using the gnomonic projection from Sn+1
p onto the tangent

hyperplane p+TpSn+1 to Sn+1 at p, we then retrieve hedgehogs of Rn+1 (which
we identify with p+ TpSn+1

)
.

Similarly, regarding the hyperbolic space Hn+1 as the upper sheet of the
hyperboloid with equation 〈x, x〉L = −1 in Rn+2 endowed with the Lorentzian
inner product given by

〈x, y〉L =

n+1∑
i=1

xiyi − xn+2yn+2,

for x = (x1, . . . , xn+2) and y = (y1, . . . , yn+2), that is,

Hn+1 =
{
x ∈ Rn+2 |〈x, x〉L = −1, xn+2 > 0

}
,

we can make a gnomonic projection (which preserves geodesics) from Hn+1

onto the interior Bn+1 of the (Euclidean) unit ball of Rn+1 (identified with
the affi ne hyperplane Rn+1 × {1} of Rn+2

)
. This gnomonic projection g :

Hn+1 → Bn+1 sends m ∈ Hn+1 to the intersection point of the linear line Rm
with Rn+1 ' Rn+1 × {1}. Considering hedgehogs of Rn+1 that are included in
Bn+1 ⊂ Rn+1 × {1}, and taking their images under the radial projection

ρ : Bn+1 → Hn+1 ⊂ Rn+2

x 7→ x/
√
|〈x, x〉L|

,

which is the inverse g−1 of the gnomonic projection, we can then introduce
hedgehogs of Hn+1. These hedgehog hypersurfaces, which are envelopes of
smooth families of cooriented (totally geodesic) hyperplanes of Hn+1, will be
called ‘g-hedgehogs’ of Hn+1, where the letter g stands for indicating that
these hypersurfaces are ‘geodesically hedgehog hypersurfaces’. This change
of names (‘g-hedgehogs’ instead of ‘hedgehogs’) aims to differentiate these g-
hedgehogs from another class of hedgehogs introduced in Subsect. 7.4, namely
‘h-hedgehogs’of Hn+1. In our definition of h-hedgehogs, horospheres will play
in Hn+1 the role assigned to cooriented hyperplanes in Rn+1, and the corre-
sponding ideal points the one of the unit normal vectors. Indeed, as we will
recall, the best analogue to Euclidean hyperplanes in Hn+1 are not actually the
totally geodesic hyperplanes of Hn+1, but the horospheres. We will notice that
these two notions of hedgehogs in Hn+1 (g-hedgehogs and h-hedgehogs) corre-
spond to the two natural notions of convexity in hyperbolic space: geodesical
convexity and horospherical convexity, which is stronger. We will define the
signed h-width of a h-hedgehog Hh of Hn+1 in direction of an arbitrary ideal
point u ∈ Sn∞ (here, Sn∞ denotes the ideal boundary sphere at infinity of Hn+1

)
,

and then give a simple condition for a h-hedgehog of Hn+1 to be of constant
h-width.
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The focus of Section 8 is the study of marginally trapped surfaces. We recall
that a closed embedded spacelike 2-surface of a 4-dimensional spacetime is said
to be trapped if its mean curvature vector is everywhere timelike. Trapped sur-
faces were introduced by R. Penrose [Pe] to study singularities of spacetimes.
They appeared in a natural way earlier in the work of Blaschke, in the context
of conformal and Laguerre geometry [Bl2]. These surfaces play an extremely
important role in general relativity where they are of central importance in the
study of black holes, those regions of spacetime where everything is trapped,
and nothing can escape, even light. The limiting case of marginally trapped sur-
faces (i.e., surfaces whose mean curvature vector is everywhere lightlike) plays
the role of apparent horizons of black holes. Mathematically, marginally trapped
surfaces are regarded as spacetime analogues of minimal surfaces in Riemannian
geometry. Even though they received considerable attention both from math-
ematicians and physicists, these surfaces are still not very well understood. In
section 8, we will try to argue and to show through fundamental examples that
(a very huge class of) marginally trapped surfaces arise naturally from a ‘light-
like co-contact structure’, exactly in the same way as Legendrian fronts arise
from a contact one (by projection of a Legendrian submanifold to the base of a
Legendrian fibration), and that there is an adjunction relationship between both
notions. We especially focus our interest on marginally trapped hedgehogs and
study their relationships with Laguerre geometry and Brunn-Minkowski theory.
It is conjectured since long that any convex body in n-dimensional Euclidean

space Rn has an interior point lying on normals through 2n distinct boundary
points. This concurrent normals conjecture has been proved for n = 2 and n = 3
by E. Heil in [He1, He1c, He2]. J. Pardon put forward a proof for n = 4 under
a smoothness assumption on the boundary [Par]. For n ≥ 5, it was only known
that any convex body in Rn has an interior point lying on normals through
six distinct boundary points. However Zamfirescu has shown that, in the sense
of Baire category based on the Hausdorff distance between convex sets, most
interior points of most convex bodies lie on infinitely many normals [Za]. The
main aim of Section 9 is to present a new approach and contributions to the
study of this conjecture by making use of hedgehog theory.
In most of the papers on concurrent normals to a convex body K with a

smooth boundary ∂K in Rn+1, the focal of ∂K is regarded as the complement
of the set of points x ∈ Rn+1 such that the square of the distance function from
x induces a Morse function on ∂K:

dx : ∂K → R
y 7→ ‖x− y‖2 ,

where ‖.‖ : Rn+1 → R+ is the Euclidean norm. In Section 9, we will adopt
another point of view. For any x ∈ Rn+1, we will consider the support function
of ∂K with respect to x, that is hx : Sn → R, u 7→ h (u) − 〈x, u〉, where
h : Sn → R is the support function of ∂K, and we will regard the focal F∇h of
∂K as the complement of the set of points x ∈ Rn+1 such that hx : Sn → R
is a Morse function. In other words, we will regard the focal of ∂K as the

11



subset F∇h of Rn+1 on which the number and nature of the critical points of hx
change. We will thus begin our study by a detailed study of focal hypersurfaces
of hedgehogs in Subsect. 9.1. For n ∈ {3, 4}, we will then prove that any normal
through a boundary point to any convex bodyK (with a smooth enough support
function) in Rn passes arbitrarily close to the set of interior points of K ∪ L
lying on normals through at least 6 distinct points of ∂K, where L is the body
bounded by the smallest convex parallel hypersurface to ∂K whose unit normal
points in the opposite direction. Motivated by this work published in 2022
[M24], Grebennikov and Panina gave a proof of almost the same fact for any
n ≥ 3 via bifurcation theory [GP]. Finally, we will prove that it is not true that
for any convex body K of R4, there are at least 8 normal lines passing through
the center of the minimal spherical shell of K.
Section 10 will be devoted to miscellaneous questions regarding hedgehogs

or making use of hedgehog techniques. Subsect. 10.1 will deal with the con-
volution of hedgehogs. The question that will be studied in Subsect. 10.2 will
be to understand what are the generic singularities that are inevitable during
an eversion of the sphere following a generic path of hedgehogs. We will see
that such a path of hedgehogs necessarily includes hedgehogs carrying positive
swallowtails. Finally, we will show through an example that hedgehogs are not
only a generalization of convex bodies, but also a way of thinking about convex
hypersurfaces in conjunction with their spherical images. Our example will con-
sist in giving a set of conditions that is necessary and suffi cient for the existence
and uniqueness up to translations of a 3-dimensional polytope P in R3 having
N facets with given unit outward normal vectors n1, . . . , nN and corresponding
facet perimeters L1, . . . , LN .
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2 Background on classical real hedgehogs

2.1 Genesis: sums and formal differences of convex bodies

In this section, we recall for the convenience of the reader the background on
real hedgehogs. The set Kn+1 of all convex bodies of (n + 1)-Euclidean vector
space Rn+1 is usually equipped with Minkowski addition and multiplication by
nonnegative real numbers, which are respectively defined by:

(i) ∀(K,L) ∈
(
Kn+1

)2
, K + L = {x+ y |x ∈ K, y ∈ L} ;

(ii) ∀λ ∈ R+,∀K ∈ Kn+1, λ.K = {λx |x ∈ K } .

K

0 L0 0

K L

Figure 2.1.1. For any convex bodies K, L in Rn+1,
K + L = {x+ y |x ∈ K, y ∈ L} is still a convex body

It does not constitute a vector space since there is no subtraction in Kn+1:
not for every pair (K,L) ∈

(
Kn+1

)2
does there exist an X ∈ Kn+1 such that

L + X = K. Now, in the same way as we construct the group Z, of integers
from the monoid N of nonnegative integers, we can construct the vector space
Hn+1 of formal differences of convex bodies from Kn+1. We can then regard
Kn+1 as a cone of Hn+1 that spans the entire space.

As in the convex case, we will characterize these formal differences by their
support functions. Recall that every convex body K ∈ Kn+1 is determined by
its support function hK : Rn+1 −→ R, u 7→ hK (u) = sup {〈x, u〉 |x ∈ K }, or
equivalently by its restriction to Sn [Sc3, Section 1.7]; note that for all u ∈ Sn,
hK (u) is simply the signed distance from the origin to the support hyperplane
with normal vector u. More precisely, for all convex body K ∈ Kn+1, the
support function hK : Rn+1 −→ R is sublinear (i.e., positively homogeneous
and subadditive), and conversely, for any sublinear function h : Rn+1 −→ R,
there exists a unique convex body K ∈ Kn+1 with support function h (ib.).
The starting point of hedgehog theory is therefore the desire to work in

the vector space Hn+1 of formal differences of convex bodies from Kn+1, or
equivalently in the the vector space spanned by the support functions of convex
bodies in C (Sn;R). But of course, we would prefer to deal with a geometric
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notion of difference of convex bodies rather than with purely formal differences.
The object of the next subsections will be precisely to show how such geometric
differences of convex bodies can be constructed. In other words, we will see
below how to associate a geometric object, called a hedgehog, to any formal
difference of two convex bodies K − L,

(
K,L ∈ Kn+1

)
, or equivalently to any

difference of two sublinear functions k, l : Rn+1 → R. Here is, for instance, the
hedgehog that describes the formal difference K − L of the two plane convex
bodies K, L ⊂ R2 with respective support functions hK(x1, x2) := |x1|+ |x1+x2|√

2

and hL(x1, x2) := |x2−x1|√
2

+ |x2|,
(
(x1, x2) ∈ R2

)
:

K0

L

0

K L

0

hK(x1,x2):=|x1|+ |x1+x2|√
2

hL(x1,x2):=
|x2−x1|√

2
+|x2| hK−L:=hK−hL.

Figure 2.1.2.

In summary, hedgehog theory will consist essentially in:

1. considering each formal difference of convex bodies of Rn+1 as a geometric
object in Rn+1, called a hedgehog ;
2. extending the mixed volume v :

(
Kn+1

)n+1 → R to a symmetric (n+ 1)-
linear form on Hn+1;
3. extending certain parts of the Brunn-Minkowski theory to Hn+1.

For n ≤ 2, it goes back to a paper by H. Geppert [Ge] who introduced the
notion of a hedgehog under the German names stützbare Bereiche (n = 1) and
stützbare Flächen (n = 2). But unfortunately, this work fell into oblivion for
half a century.

2.2 Hedgehogs with a C2-support function

2.2.1 Basics on hedgehogs with a C2-support function

Here, we will follow more or less [LLR]. As recalled above, every convex body
K ⊂ Rn+1 is determined by its support function hK : Sn −→R, where hK (u) is
defined by hK (u) = sup {〈x, u〉 |x ∈ K }, (u ∈ Sn), that is, as the signed distance
from the origin to the support hyperplane with normal vector u. In particular,
every closed convex hypersurface of class C2

+ (i.e., C
2-hypersurface with positive

Gaussian curvature) is determined by its support function h (which must be of
class C2 on Sn [Sc3, p. 111]) as the envelope Hh of the family of hyperplanes
with equation 〈x, u〉 = h(u). This envelope Hh is described analytically by the
following system of equations
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{
〈x, u〉 = h(u)
〈x, . 〉 = dhu(.)

.

The second equation is obtained from the first by performing a partial differen-
tiation with respect to u. From the first equation, the orthogonal projection of
x onto the line spanned by u is h (u)u, and from the second one, the orthogonal
projection of x onto u⊥ is the gradient of h at u (see Figure 2.2.1). Therefore,
for each u ∈ Sn, xh (u) = h(u)u+(∇h) (u) is the unique solution of this system.

Figure 2.2.1. Envelope parametrized by its Gauss map

Now, for any C2-function h on Sn, the envelope Hh is in fact well-defined
(even if h is not the support function of a convex hypersurface). Its natural
parametrization xh : Sn → Hh, u 7→ h(u)u+ (∇h) (u) can be interpreted as the
inverse of its Gauss map, in the sense that: at each regular point xh (u) of Hh,
u is a normal vector to Hh. We say that Hh is the hedgehog (or C2-hedgehog)
with support function h (see Figure 2.2.2). Note that xh depends linearly on h.
For all u ∈ Sn, we will consider that the support hyperplane with equation
〈x, u〉 = h (u) is cooriented (transversally oriented) by its unit normal vector u.

Since the parametrization xh can be regarded as the inverse of the Gauss
map, the Gaussian curvature κh of Hh at xh (u) is given by κh(u)=1/det[Tuxh],
where Tuxh is the tangent map of xh at u. Therefore, singularities are the
very points at which the Gaussian curvature is infinite. For every u ∈ Sn,
the tangent map of xh at the point u is Tuxh = h(u) IdTuSn + Hh(u), where
Hh(u) is the symmetric endomorphism associated with the Hessian

(
∇2h

)
u
of

h at u. Consequently, if λ1 (u) ≤ . . . ≤ λn (u) are the eigenvalues of the Hessian
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(
∇2h

)
u
of h at u then R1 (u) := (λ1 + h) (u) ≤ . . . ≤ Rn (u) := (λ2 + h) (u)

can be interpreted as the principal radii of curvature of Hh at xh (u), and the
so-called curvature function Rh (u) := 1/κh (u) = det [Tuxh] is given for all
u ∈ Sn by

Rh (u) = det [h(u) IdTuSn +Hh(u)]
= det [Hij (u) + h (u) δij ]
= (R1 . . . Rn) (u)

where δij are the Kronecker symbols and (Hij (u)) the Hessian of h at u with
respect to an orthonormal frame on Sn.

Figure 2.2.2. Plane hedgehog with C2-support function

Note that curvature function Rh := 1/κh is thus well-defined and continuous
on Sn. In particular, the Minkowski Problem (the problem of prescribing the
Gauss curvature) arises naturally for hedgehogs (see Subsect. 5).

Remarks. 1. In computations, it is often more convenient to replace h by its
positively 1−homogeneous extension to Rn+1� {0}, which is given by

ϕ (x) := ‖x‖h
(

x

‖x‖

)
,

for x ∈ Rn+1� {0}, where ‖.‖ is the Euclidean norm on Rn+1. A straightforward
computation gives:

(i) xh is the restriction of the Euclidean gradient of ϕ to the unit sphere Sn;
(ii) For all u ∈ Sn, the tangent map Tuxh identifies with the restriction to

Sn of the symmetric endomorphism associated with the Hessian of ϕ at u.
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2. Any hedgehog Hh with a C2-support function h : Sn → R can be
regarded as the Minkowski difference K − L of two convex bodies (or
of two hypersurfaces by considering their boundaries) K, L of class C2

+ in
Rn+1. Indeed, given any h ∈ C2 (Sn;R), for all large enough real constants r,
the functions h + r and r are the support functions of convex hypersurfaces of
class C2

+, and such that h = (h+ r)− r.

Orientation

The hedgehog Hh of Rn+1 with support function h ∈ C2 (Sn;R) will be
regarded as the oriented (possibly singular) hypersurface xh (Sn) image of Sn,
equipped with its canonical orientation, under the map xh : Sn → Hh ⊂ Rn+1.
Note that for all u ∈ Sn such that κh (u) > 0 (resp. κh (u) < 0), the orientation
of the tangent space TuSn is preserved (resp. reversed) by the tangent map
Tuxh : TuSn → Txh(u)Hh = TuSn.

Volume and surface area

From an analytical point of view, we obtain exactly the same formulas as in
the convex case for area, volume and mixed volumes. We will come back to this
in more detail in the next subsection, but we already briefly recall how these
notions can be introduced and interpreted in the C2-hedgehog case.
Using the curvature function, we can define an (algebraic) area measure :

s(h,Ω) :=

∫
Ω

Rh (u) dσ (u) ,

(Ω ⊂ Sn Borel set), and thus an (algebraic) area :

s(h) :=

∫
Sn
Rh (u) dσ (u)

which can be interpreted as the difference s+ (h) − s− (h), where s (h) (resp.
s− (h)) denotes the total area of the regions of Hh on which the Gauss curvature
κh is positive (resp. negative).
Any C2-hedgehog Hh of Rn+1 is a (possibly singular and self-intersecting)

parametrized hypersurface xh : Sn → Hh ⊂ Rn+1 equipped with a transverse
orientation defined as follows: at each regular point xh (u) of Hh, the usual
transverse orientation of Hh is given by the normal vector sgn [Rh (u)]u,
where sgn (.) is the signum function and Rh the curvature function of Hh (that
is, the inverse κ−1

h of the Gauss curvature κh of Hh). The Kronecker index
ih (x) of a point x ∈ Rn+1�Hh with respect to Hh can be defined as the degree
of the map

U(h,x) : Sn → Sn, u 7−→ xh(u)− x
‖xh(u)− x‖ ;

ih (x) may be interpreted as the algebraic intersection number of an oriented
half-line with origin x with the hypersurface Hh equipped with its transverse
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orientation (number independent of the oriented half-line for an open dense set
of directions). The usual transverse orientation and the Kronecker index are
thus mutually associated. It is worth noting that if we let h̃ (u) = −h (−u)
for all u ∈ Sn, where h ∈ C2 (Sn;R), then the hedgehogs Hh = xh (Sn) and
Hh̃ = xh̃ (Sn) are identical as hypersurfaces of Rn+1 except that they have
opposite transverse orientations when n+ 1 is odd. Indeed

xh̃ (−u) = xh (u) for all u ∈ Sn,
but

sgn
[
Rh̃ (−u)

]
(−u) = (−1)

n+1
sgn [Rh (u)]u,

and thus
ih̃ (x) = (−1)

n+1
ih (x) for all x ∈ Rn+1�Hh.

The Kronecker index played an important role in obtaining a counterexample
to the old uniqueness conjecture of A.D. Alexandrov that we mentioned in our
introduction. For n + 1 = 2, the Kronecker index ih (x) is nothing but the
winding number of Hh around x: it counts the total number of times that
Hh winds around x. For instance, the index is equal to −1 at any interior
point of the hedgehog represented on Figure 2.2.2, since the curve winds once
clockwise around the point. A straightforward computation proves that, for all
x ∈ Rn+1�Hh, we have

ih (x) =
1

ωn

∫
Sn

h (u)− 〈x, u〉
‖xh (u)− x‖n+1Rh (u) dσ (u) ,

where Rh is the curvature function and σ the spherical Lebesgue measure on Sn.
The (algebraic (n+ 1)-dimensional) volume of a hedgehog Hh ⊂ Rn+1

can then be defined by

vn+1 (h) :=

∫
Rn+1�Hh

ih (x) dλ (x) ,

where λ denotes the Lebesgue measure on Rn+1, and it satisfies

vn+1 (h) =
1

n+ 1

∫
Sn
h (u)Rh (u) dσ (u) ,

where Rh is the curvature function and σ the spherical Lebesgue measure on Sn.
For instance, in the example of Figure 2.2.2 the 2-dimensional volume (or al-
gebraic area) v2 (h) of Hh in R2, also denoted by a (h), is equal to minus the
area contained in the curve. As for convex bodies of class C2

+, we introduce
the mixed curvature function R(h1,..., hn) and the mixed (algebraic (n + 1)-
dimensional) volume vn+1(h1, . . . , hn+1) of a family

(
Hh1 , . . . , Hhn+1

)
of

C2-hedgehogs of Rn+1 in such a way that

v (h1, . . . , hn+1) =
1

n+ 1

∫
Sn
h1 (u)R(h2,..., hn+1) (u) dσ (u) ,

where R(h2,..., hn+1) is the mixed curvature function of
(
Hh2 , . . . , Hhn+1

)
(see

Prop. 3.1.1).
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2.2.2 The example of projective hedgehogs

Concerning the spherical image of the classical models of the real projective
plane in R3, such as the Boy surface or the Steiner Roman surface, Hilbert and
Cohn-Vossen have written in Geometry and the imagination: “Unfortunately,
the way in which it is distributed over the unit sphere has not yet been studied”
(see e.g., [Ap] for a study of Boy and Steiner surfaces). A C2-hedgehog Hh of
Rn+1 is said to be projective if its support function h : Sn → R is odd (or
antisymmetric), that is such that h (−u) = −h (u) for all u ∈ Sn. For such a
C2-hedgehog Hh, each pair of antipodal points −u, u on Sn correspond to one
and the same point xh (−u) = xh (u) on Hh. So not too singular projective
hedgehogs Hh of R3 can be regarded as models of the real projective plane
RP2 whose Gauss map is a bijection from the model onto RP2. Here is, for
instance, a hedgehog version of the Steiner Roman surface : Hh, where
h (x, y, z) = x

(
x2 − 3y2

)
+ 2z3, (x, y, z) ∈ S2 ⊂ R3. This model is represented

on Figure 2.2.5. As the Steiner Roman surface (see Figure 2.2.4), which can
be parametrized by f : S2 → R3, (x, y, z) 7→ (yz, zx, xy), it has a threefold axis
of symmetry and three lines of self-intersection whose end points are singular
points of the same topological type as Whitney umbrellas without the handle.
Recall that the Boy surface is an immersion of the real projective plane

in R3 discovered by W. Boy in 1901. This model of the real projective plane
has no other singularity than lines of self-intersections and a single triple point
(see Figure 2.2.3).
Beware of plane representations of projective hedgehogs of R3. They may be

deceptive regarding singularities. For instance, as we will see later, the apparent
contour of the projective hedgehog version Hh of the Roman surface shown in
Figure 2.2.5 is entirely composed of singular points of Hh.

Figure 2.2.3. The Boy surface
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Figure 2.2.4. The Steiner Roman surface

Figure 2.2.5. A hedgehog version of the Steiner Roman surface

We will see in Subsect. 4.1 that projective C2-hedgehogs of Rn+1 are nothing
but ‘C2-hedgehogs of zero constant width’of Rn+1.

2.3 Construction of general hedgehogs

Recall that any C2-hedgehog of Rn+1 can be regarded as the Minkowski differ-
ence K − L of two convex bodies (or of two hypersurfaces by considering their
boundaries) K, L of class C2

+ in Rn+1 (see Subsect. 2.2). In [M11], the author
extended hedgehog theory by regarding hedgehogs of Rn+1 as all the Minkowski
differences K − L of arbitrary convex bodies K, L ∈ Kn+1. The trick is simply
to replace ‘support sets’by ‘support hedgehogs’, and to define hedgehogs induc-
tively as collections of lower-dimensional ‘support hedgehogs’. More precisely,
our construction of general hedgehogs is based on the following three remarks.
(i) In R, every convex body K is determined by its support function hK as the
segment [−hK (−1) , hK (1)], where −hK (−1) ≤ hK (1), so that the difference
K − L of two convex bodies K,L can be defined as an oriented segment of R:
K − L : = [− (hK − hL) (−1) , (hK − hL) (1)].
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(ii) If K and L are two convex bodies of Rn+1 then for all u ∈ Sn, their support
sets with unit normal u, say Ku and Lu, can be identified with convex bodies of
the linear hyperplane of Rn+1 that is orthogonal to u, and this linear hyperplane,
say u⊥, may be identified with the n-dimensional Euclidean vector space Rn.
In fact [Sc3, Theorem 1.7.2], the support set Ku = {x ∈ K |〈x, u〉 = hk (u)} is
given by Ku = {hK (u)u} + Ku⊥ , where Ku⊥ is the convex body of u⊥ with
support function h′K (u; v) = limt↓0 [hK (u+ tv)− hK (u)] /t.
(iii) Addition of two convex bodies K,L ⊂ Rn+1 corresponds to that of their
support sets with same unit normal vector: (K + L)u = Ku+Lu for all u ∈ Sn;
therefore, the difference K − L of two convex bodies K,L ⊂ Rn+1 must be
defined in such a way that (K − L)u = Ku − Lu for all u ∈ Sn.

A natural way of defining geometrically general hedgehogs as differences
of arbitrary convex bodies is therefore to proceed by induction with respect
to the dimension by extending the notion of support set with normal vector
u to a notion of support hedgehog with normal vector u. Let Hh ∈ Hn+1

be an arbitrary hedgehog of Rn+1 (i.e., a Minkowski difference of two ar-
bitrary convex bodies K,L ∈ Kn+1 such that h = hK − hL). To any u ∈
Sn, we associate the hedgehog Hu

h of u⊥ with support function h′ (u; v) =
limt↓0 (h (u+ tv)− h (u)) /t. The hedgehog Hh is then given by the datum
of all the support hedgehogs Huh := {h (u)u}+Hu

h , (u ∈ Sn).
The above definition makes clear that a perfect understanding of plane

hedgehogs is a prerequisite to a study of general hedgehogs of Rn+1. We will
give a complete study of plane general hedgehogs in Subsect. 4.7.
In the polytopal case, hedgehogs are also known under the name of ‘virtual

polytopes’. The notion of a virtual polytope was independently introduced
by several authors (see, e.g., [MMu] or [PKh]). Let us give an example in
R2. Let K and L be the convex bodies of R2 with support function hK (x) =
|〈x, e1〉| + |〈x, e2〉| and hL (x) = |〈x, e3〉| + |〈x, e4〉|, where 〈., .〉 is the standard
inner product on R2, (e1, e2) the canonical basis of R2 and e3, e4 ∈ R2 the unit
vectors given by e3 = 1√

2
(e1 + e2) and e4 = 1√

2
(e1 − e2). These convex bodies

are two squares whose formal difference K −L can be realized geometrically as
the hedgehog with support function h = hK − hL, which is a regular octagram
constructed by connecting every third consecutive vertex of a regular octogon
(i.e., a regular star polygon with Schläfli symbol {8/3}): see Figure 2.3.1.

0 0 0

K L Hh

Figure 2.3.1. Octagram obtained as the difference of two squares
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R. Schneider showed in [Sc5] how in the typical case (in the sense of Baire
category) general hedgehogs that are differences of strictly convex bodies are
highly singular objects.

2.4 Construction of hedgehogs via Euler calculus

There is a close relationship between Minkowski addition of convex bodies and
convolution of their characteristic functions with respect to the Euler charac-
teristic [Gro, Sch, Vir]: If A and B are compact convex subsets of Rn+1, then

1A ∗ 1B = 1A+B ,

where ∗ denotes the convolution product with respect to the Euler characteristic
and A+ B the usual Minkowski sum of A and B. Introducing the convolution
inverse of the characteristic function for certain classes of convex bodies (such
that polytopes or convex bodies with an analytic support function), we are led
to a new mode of geometrically conceiving formal differences of convex bodies:
the hedgehog Hh representing the formal difference K−L can then be conceived
from its ‘Euler index’, which is given by

1h := 1K ∗ (1L)
−1

= (−1)
n+1

(
1K ∗ 1−oL

)
,

where −
o

L is the reflection of the interior
o

L through the origin 0Rn+1 [M15].
The relationship between Minkowski addition and convolution of characteristic
or indexes functions can then be extended to certain classes of hedgehogs (ib.)
The present subsubsection is thus devoted to this approach of hedgehogs.

We have chosen the framework of hedgehogs with analytic support functions
(we will refer to them as ‘analytic hedgehogs’ or ‘Cω-hedgehogs’) even if
some of our results still hold with a few adaptations under weaker assumptions.
The subsection is organized as follows. For the convenience of the reader

Subsubsect. 2.4.1 briefly summarizes basic notions and results from Euler’s
integral calculus. Subsubsect. 2.4.2 presents the main results and Subsubsect.
2.4.3 the proofs. Unless explicitly states otherwise, the results of this subsection
are essentially taken from [M15].

2.4.1 Euler calculus

Euler calculus is an integration theory built with the Euler characteristic χ
as a finitely additive measure. Born in the sheaf theory, it has applications
to algebraic topology, to stratified Morse theory, for reconstructing objects in
integral geometry and for enumeration problems in computational geometry and
sensor networks [CGR]. The short survey papers by P. Schapira [Sch] and O.
Viro [Vir] played an important role in the development of this theory.
Now we thus briefly summarize very basic notions and results from Euler

calculus. We refer the reader to [CGR] for the proofs and more information on
Euler calculus and its applications.
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Tame sets. In Euler calculus, the measurable sets are the tame sets in some
fixed 0-minimal structure. We will not recall here the definition of tame subsets
in a fixed 0-minimal structure. It can be found in the classical surveys on Euler
calculus, e.g., in [vdD]. Classical examples include polyconvex sets, semialge-
braic sets and subanalytic sets. Here, we will only need to know some basic
facts that we will summarize below. In particular, we will need to know that
the union and intersection of two tame sets are again tame.

Euler characteristic. Fix an 0-minimal structure O on a topological space X.
Definable functions between two spaces are those whose graphs are in O. The
Euler characteristic χ : O → Z admits the following combinatorial definition:
Any tame set A ∈ O is definably homeomorphic to a finite disjoint union of

open simplices
∐
i σi and we set:

χ (A) =
∑

i
(−1)

dim(σi) .

Algebraic topology asserts that this quantity is well-defined, that is, independent
of the decomposition into open simplices. This combinatorial Euler characteris-
tic is a topological invariant. It is also a homotopy invariant for compact finite
cell complexes (but not for non-compact spaces).

Examples. 1. Euler characteristic can be regarded as a generalization of
cardinality. For a finite discrete tame set A, χ (A) is the cardinality of A:

χ (A) = #A;

2. A closed orientable 2-manifold S has Euler characteristic 2 − 2g, where g
denotes the genus of S;
3. If A is a compact contractible tame set, then χ (A) = 1;
4. Any open n-ball of Rn has Euler characteristic (−1)

n;
5. The n-dimensional sphere Sn has Euler characteristic 1 + (−1)

n;
6. The Euler characteristic of any odd-dimensional compact manifold is equal
to zero (see [MLR] for an elementary proof).

Remarks. 1. Euler calculus relies on the following additivity property:

Proposition 2.4.1. For any pair {A,B} of tame subsets of X, we have:

χ (A ∪B) = χ (A) + χ (B)− χ (A ∩B) .

2. Euler characteristic is multiplicative under cross products:

Proposition 2.4.2. For any pair {E,F} of tame sets, we have:

χ (E × F ) = χ (E) .χ (F ) .
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Note that these additivity and multiplicativity properties generalize the ones
of cardinality of sets.

Euler integral. The above additivity property suggests to define a measure
over tame sets via: ∫

X

1A (x) dχ = χ (A)

where 1A is the characteristic function over a tame subset A of X. A function
f : X → Z is said to be constructible if it has finite range and if all its level
sets f−1 ({s}) are tame subsets of X. Let CF (X) denote the Z-module of all
Z-valued constructible functions on X. The Euler integral is defined to be the
homomorphism

∫
X

: CF (X)→ Z given by:∫
X

fdχ :=

+∞∑
s=−∞

sχ
[
f−1 ({s})

]
.

Alternately, writing f ∈ CF (X) as f =
∑
i ci1σi , where X =

∐
i σi is a

decomposition of X into a finite disjoint union of open cells and where ci ∈ Z,
we have: ∫

X

fdχ :=
∑

i
ciχ (σi) =

∑
i
ci (−1)

dim(σi) .

Convolution. On a finite-dimensional real vector space V , a convolution op-
erator with respect to Euler characteristic is defined as follows:

∀ (f, g) ∈ CF (V )
2
, (f ∗ g) (x) =

∫
V

f (y) g (x− y) dy.

Convolution is a commutative, associative operator providing CF (V ) with
the structure of an algebra.

Proposition 2.4.3. (CF (V ) ,+, ∗) is a commutative ring with multiplicative
identity element 1{0V}.

Relationship with Minkowski addition. There is a well-known relationship
between Minkowski addition and convolution with respect to the Euler charac-
teristic [Gro, Sch, Vir]:

Groemer’s theorem [Gro]. Let A and B be two compact convex subsets of
Rn+1. We have

1A ∗ 1B = 1A+B ,

where ∗ denotes the convolution product with respect to the Euler characteristic
and A+B the usual Minkowski sum of A and B.
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This relationship will be our starting point for constructing hedgehogs via
Euler calculus.

2.4.2 Minkowski inversion with respect to χ and Euler index

In this section, given a convex body K in Rn+1, we will often need
o

K and ∂K
to be tame subsets of Rn+1. It is why we will restrict ourselves to analytic
hedgehogs (resp. convex bodies).
The following result can be regarded as a Minkowski inversion theorem since

1{0Rn+1} is the multiplicative identity of
(
CF

(
Rn+1

)
,+, ∗

)
:

Theorem 2.4.1. Let K in Rn+1 be a convex body of class Cω+. We have

(−1)
n+1

(
1K ∗ 1− o

K

)
= 1{0Rn+1},

where −
o

K denotes the reflection of
o

K through the origin 0Rn+1 . In other words,
the convolution inverse of the characteristic function of K is given by:

(1K)
−1

= (−1)
n+1

1
−
o
K
.

Remarks. 1. Of course, if K is a convex body reduced to a point a of Rn+1,
then the convolution inverse of the characteristic function of K is given by:

(1K)
−1

= 1{−a}.

2. In [PKh], Pukhlikov and Khovanskii gave a similar Minkowski inversion the-
orem in the polytopal case: for every convex polytope K in Rn+1, we have

(−1)
dimK

(1K ∗ 1−relintK) = 1{0Rn+1},

where relintK is the relative interior of K, that is, the interior of K in the
smallest affi ne subspace that contains K.

Euler index

Definition 2.4.1. Let Hh be a Cω-hedgehog of Rn+1, and let K, L in Rn+1

be convex bodies of class Cω+ such that Hh is representing the formal difference
K − L. Define the Euler index of Hh by

1h := 1K ∗ (1L)
−1

= (−1)
n+1

(
1K ∗ 1−oL

)
,

where −
o

L denotes the reflection of
o

L through the origin 0Rn+1 .
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Remarks. 1. Using Groemer’s theorem, which we have recalled above, and
the fact that the convolution product ∗ is commutative, associative and admits
1{0Rn+1} as unity, it is easy to check that 1h is independent of the choice of the
pair (K,L) of convex bodies of class Cω+ such that Hh is representing K − L.

2. Given any Cω-hedgehog Hh of Rn+1, for every large enough r > 0,
k := h+ r and l := r are the respective support functions of two convex bodies
K and L such that Hh is representing the formal difference K − L. Indeed,
h = k − l and if r is large enough then, for all u ∈ Sn, the principal radii
of curvature of Hk at xk (u), which are the eigenvalues of the tangent map
Tuxk = Tuxh + rIdTuSn , are all positive.

Furthermore, Groemer’s theorem admits the following extension to analytic
hedgehogs:

Theorem 2.4.2. Let Hf and Hg be two analytic hedgehogs of Rn+1. We have

1f ∗ 1g = 1f+g .

This can easily be deduced from Groemer’s theorem by using the above
Minkowski inversion theorem. We will leave it to the reader to write down the
details.

Relationship with Kronecker index

Theorem 2.4.3. Let Hh be a Cω-hedgehog of Rn+1, and let K, L in Rn+1

be convex bodies of class Cω+ such that Hh is representing the formal difference
K − L.
For any x ∈ Rn+1�Hh, the Euler index 1h (x) := (−1)

n+1
(
1K ∗ 1−oL

)
(x)

of Hh at x is equal to ih (x), that is, to the degree of the map

U(h,x) : Sn → Sn, u 7−→ xh(u)− x
‖xh(u)− x‖ .

In other words, the Kronecker index ih is nothing but the restriction of the Euler
index to Rn+1�Hh.

Expressions for the Kronecker index

We then give new expressions for the Kronecker index resorting only to the
support functions and the Euler characteristic.

Theorem 2.4.4. Let Hh ⊂ Rn+1 be a Cω-hedgehog. Fix x ∈ Rn+1�Hh and
let hx : Sn → R be the support function of Hh with respect to x:

hx (u) := 〈xh(u)− x, u〉 = h (u)− 〈x, u〉 .
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The Kronecker index ih (x) is given by

ih (x) = 1 + (−1)
n+1

χ−h (x) = χ+
h (x) + (−1)

n+1 ,

where χ−h (x) := χ
[
(hx)

−1
(]−∞, 0[)

]
and χ+

h (x) := χ
[
(hx)

−1
(]0,+∞[)

]
.

Corollary 2.4.1. Under the assumptions of the previous theorem, we have:

∀x ∈ Rn+1�Hh, ih (x) =


1− 1

2χh (x) if n + 1 is even

1
2

(
χ+
h (x)− χ−h (x)

)
if n + 1 is odd,

where χh (x) := χ
[
(hx)

−1
({0})

]
, χ−h (x) := χ

[
(hx)

−1
(]−∞, 0[)

]
and χ+

h (x) :=

χ
[
(hx)

−1
(]0,+∞[)

]
.

Remarks. 1. From these results, if n+ 1 is even then, for any x ∈ Rn+1�Hh,
the knowledge of one of the four integers χh (x), χ−h (x), χ+

h (x) and ih (x) implies
that of the three others.

2. For n+ 1 = 2, Corollary 2.4.1 gives

ih (x) = 1− 1

2
nh (x) ,

where nh (x) denotes the number of cooriented support lines of Hh through x,
that is, the number of zeros of hx : S1 → R, u 7→ h(u)− 〈x, u〉 (remind that the
Euler characteristic is a generalization of cardinality). In Subsect. 2.8, we will
extend this formula to any C2-hedgehog (Theorem 2.8.1).

3. For n+ 1 = 3, we will also prove in Subsect. 2.8 that if Hh is a C2-hedgehog
in R3 then, for every x ∈ R3�Hh, we have (see Theorem 2.8.2):

ih (x) = r+
h (x)− r−h (x) ,

where r−h (x) (resp. r+
h (x)

)
denotes the number of connected components of

S2 − h−1
x ({0}) on which hx(u) := h(u)− 〈x, u〉 is negative (resp. positive).

Euler index at a point of Hh

We are now going to consider the case when x is a point of Hh. We begin
by the case n+ 1 = 2.

Theorem 2.4.5. Let Hh be a Cω-hedgehog of R2. At a simple regular point
x := xh (u) of Hh, the Euler index 1h (x) is equal to the value taken by the
Kronecker index ih on the connected component of R2�Hh towards which the
unit normal vector −u is pointing to. At a simple cusp point c of Hh, the
Euler index 1h (c) is equal to the value taken by the Kronecker index ih on the
connected component of R2�Hh that lies, in a neighborhood Ω of c, on the
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same side of Hh as the evolute of Hh ∩ Ω.

Remarks. 1. Generic singularities of plane C∞-hedgehogs are cusp points (see
Subsubsect. 2.6.3).

2. This result can be extended to hedgehogs Hh of R2 that are Minkowski
differences K − L of two convex polygons K and L. For instance, if we start
again with the example of the octagram Hh = K − L of two squares presented
in Figure 2.3.1, the Euler index of Hh is such that

(
1K ∗ 1−oL

)
= 1h.

Figure 2.4.1 is describing this relation by means of representations in R2. As
can be seen on this figure, where the red arrows are representing unit normal
vectors u, at a simple non-angular point x of Hh, the Euler index 1h (x) is equal
to the value taken by the Kronecker index ih on the connected component of
R2�Hh towards which the normal vector −u is pointing to. The blue arrows
just indicates the orientation of Hh.

Figure 2.4.1. Euler index of a Minkowski difference of two squares

In higher dimensions, the question is more complicated at the singular points.
However, the result remains true at the simple regular points.

Theorem 2.4.6. Let Hh ⊂ Rn+1 be a Cω-hedgehog. At a simple regular point
x := xh (u) of Hh, the Euler index 1h (x) is equal to the value taken by the
Kronecker index ih on the connected component of Rn+1�Hh towards which
the unit normal vector −u is pointing to.

2.4.3 Proof of the results

Proof of Theorem 2.4.1. By the definition of the convolution product, we
have

(
1K ∗ 1− o

K

)
(x) :=

∫
Rn+1

1K (y)1
−
o
K

(x− y) dχ (y) for x ∈ Rn+1.

Fix x ∈ Rn+1. The range of Fx : Rn+1 → R, y 7−→ 1K (y)1
−
o
K

(x− y) is

included in {0, 1} and

28



∀y ∈ Rn+1, Fx (y) = 1⇔ y ∈ K ∩
(
o

K + {x}
)
.

By the definition of Euler integral, we thus obtain(
1K ∗ 1− o

K

)
(x) :=

∫
Rn+1

Fx (y) dχ (y) = χ

[
K ∩

(
o

K + {x}
)]
.

If x = 0Rn+1 thenK∩
(
o

K + {x}
)

=
o

K and hence
(
1K ∗ 1− o

K

)
(x) = (−1)

n+1

since
o

K is homeomorphic to an open (n+ 1)-ball.

Assume x 6= 0Rn+1 . If K ∩
(
o

K + {x}
)

= ∅ then χ
[
K ∩

(
o

K + {x}
)]

= 0.

Hence, we may assume that K∩
(
o

K + {x}
)
6= ∅. In this case,

o

K∩
(
o

K + {x}
)

is homeomorphic to an open (n+ 1)-ball and its boundary is the disjoint union

of ∂K ∩
(
o

K + {x}
)
and K ∩ ∂ (K + {x}), where the boundary of a convex

body L is denoted by ∂L. Therefore, K ∩
(
o

K + {x}
)
is then the disjoint union

of
o

K ∩
(
o

K + {x}
)
and ∂K ∩

(
o

K + {x}
)
, which is homeomorphic to an open

n-ball, so that

χ

[
K ∩

(
o

K + {x}
)]

= χ

[
o

K ∩
(
o

K + {x}
)]

+ χ

[
∂K ∩

(
o

K + {x}
)]

= (−1)
n+1

+ (−1)
n

= 0,

which achieves the proof. �

Before we prove Theorems 2.4.3 and 2.4.4, we need to state and prove some
intermediate results and properties.

Proposition 2.4.4. Under assumptions of Theorem 2.4.3, we have:

1h (x) =


ih (x) = 0 if x /∈ K + (−L)

(−1)
n+1

(1− χ [(K + {−x}) ∩ ∂L]) if x ∈ (K + (−L))�Hh.

Proof. We have

1K ∗ 1−oL = 1K ∗ (1−L − 1−∂L) = (1K ∗ 1−L)− (1K ∗ 1−∂L) ,
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where −L (resp. −∂L) denotes the reflection of L (resp. ∂L) through the origin.
Now, we have 1K ∗ 1−L = 1K+(−L) by Groemer’s theorem, so that

1K ∗ 1−oL = 1K+(−L) − (1K ∗ 1−∂L) .

Let x ∈ Rn+1. The range of Fx : Rn+1 → R, y 7−→ 1K (y)1−∂L (x− y) is
included in {0, 1} and

∀y ∈ Rn+1, Fx (y) = 1⇔ y ∈ K ∩ (∂L+ {x}) .

By the definition of Euler integral, we thus obtain

(1K ∗ 1−∂L) (x) :=

∫
Rn+1

Fx (y) dχ (y) = χ [K ∩ (∂L+ {x})] .

Using the translation y 7→ y − x, we deduce that

(1K ∗ 1−∂L) (x) = χ [(K + {−x}) ∩ ∂L] .

First assume x /∈ K+(−L). Then 1K+(−L) (x) = 0 and (1K ∗ 1−∂L) (x) = 0
since (K + {−x}) ∩ ∂L 6= ∅ would imply x ∈ K + (−∂L). Consequently

1h (x) := (−1)
n+1

(
1K ∗ 1−oL

)
(x)

= (−1)
n+1 (

1K+(−L) (x)− (1K ∗ 1−∂L) (x)
)

= 0.

Since xh (Sn) ⊂ K + (−L), we also have ih (x) = 0 and thus 1h (x) = ih (x).

Now assume x ∈ (K + (−L))�Hh. Then we obtain

1h (x) = (−1)
n+1

(1− χ [(K + {−x}) ∩ ∂L]) .

�

Recall that we say that two submanifolds S1 and S2 of a manifold M are
transverse, and we write S1 t S2, if TmM = TmS1 + TmS2 for all m ∈ S1 ∩ S2.

Proposition 2.4.5. Let Hh be a Cω-hedgehog of Rn+1 and let K,L in Rn+1

be two convex bodies of class Cω+ such that Hh is representing the formal dif-
ference K − L. For every x ∈ Rn+1 such that (K + {−x}) ∩ L 6= ∅ and
∂ (K + {−x}) t ∂L, the following properties hold:

(i) (hx)
−1

({0}) ≈ ∂ (K + {−x}) ∩ ∂L;

(ii) (hx)
−1

(]−∞, 0]) ≈ ∂ (K + {−x}) ∩ L;

(iii) (hx)
−1

([0,+∞[) ≈ (K + {−x}) ∩ ∂L;
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where ≈ is the homeomorphism relation and (hx) (u) := h (u)−〈x, u〉, (u ∈ Sn).

Proof. (i) It follows from the assumptions that (K + {−x}) ∩ L is a strictly
convex body with interior points, and thus that its support function

f : Sn −→R
u 7→ sup {〈p, u〉 |p ∈ (K + {−x}) ∩ L}

is continuously differentiable [Sc1, Theorem 2.2.4]. Denote by k and l the
respective support functions of K and L and let kx (u) := k (u) − 〈x, u〉 for all
u ∈ Sn. Notice that the zeros of hx = kx− l are the points u ∈ Sn such that the
support hyperplanes with exterior normal vector u of K+{−x} and L coincide.
Note that such an u ∈ (hx)

−1
({0}) cannot be a regular point of xf . So, we can

consider the continuous map

φ : (hx)
−1

({0})→ ∂ (K + {−x}) ∩ ∂L
u 7−→ xf (u) := (∇f) (u) + f (u)u

To check that it defines a homeomorphism from the compact (hx)
−1

({0}) to
∂ (K + {−x}) ∩ ∂L, it suffi ces to prove that it is a bijection.
Let p ∈ ∂ (K + {−x}) ∩ ∂L. Since ∂ (K + {−x}) t ∂L, there exists a pair

of non-antipodal points v and w on Sn, such that

p = xkx (v) = xl (w) .

Let γ denote the shortest arc between v and w on Sn. Since we have clearly
hx (v) < 0 and hx (w) > 0, there exists some u ∈ γ such that hx (u) = 0.
It remains to prove that such an u ∈ γ is unique and such that φ (u) = p.
For ξ ∈ Sn, let Hkx (ξ) and Hl (ξ) (resp. H−kx (ξ) and H−l (ξ)

)
denote the

respective support hyperplanes (resp. halfspaces) with exterior normal vector ξ
of K + {−x} and L. Note that: (α) The segment with endpoints xkx (u) and
xl (u), say σ (u), is passing through the complementary of H−kx (v)∪H−l (w); (β)

Hkx (u) = Hl (u) = (xkx (u)xl (u))+
(
v⊥ ∩ w⊥

)
, where ξ⊥ is the vector subspace

orthogonal to ξ ∈ Sn and (xkx (u)xl (u)) the line through xkx (u) and xl (u).
Let u1, u2 ∈ γ ∩ (hx)

−1
({0}). From (α) and (β) with u = u1 and u = u2, it

follows that the support hyperplanes Hkx (u1) = Hl (u1) and Hkx (u2) = Hl (u2)
of the convex hull of (K + {−x}) ∪ L must coincide (in order that all the end-
points of the segments σ (u1) and σ (u2) lie in each of the support halfspaces
H−l (u1) and H−l (u2), see Figure 2.4.2). Therefore, there exists a unique u ∈ γ
such that hx (u) = 0 and it satisfies φ (u) = p.
To complete the proof it is suffi cient to observe that any crossing of (hx)

−1
({0})

on Sn from (hx)
−1

(]−∞, 0]) to (hx)
−1

([0,+∞[) corresponds to a crossing of

∂ (K + {−x}) ∩ ∂L on ∂ (K + {−x}) (resp. ∂L) from ∂ (K + {−x}) ∩
0

L to
∂ (K + {−x}) ∩

(
Rn+1\L

)
(resp from.

(
Rn+1\ (K + {−x})

)
∩ ∂L to(

0

K + {−x}
)
∩ ∂L, which results from the proof of (i). �
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The following corollary is immediate.

Corollary 2.4.2. Under the assumptions of the previous proposition, we have:
χ [∂ (K + {−x}) ∩ ∂L] = χh (x)
χ [∂ (K + {−x}) ∩ L] = χ−h (x) + χh (x)
χ [(K + {−x}) ∩ ∂L] = χh (x) + χ+

h (x)

where χh (x) := χ
[
(hx)

−1
({0})

]
, χ−h (x) := χ

[
(hx)

−1
(]−∞, 0[)

]
and χ+

h (x) :=

χ
[
(hx)

−1
(]0,+∞[)

]
.

u

vw

xl u

xkx u

u

Hl u
p xkx v xl w

n 1 Hkx v Hl w

Hl u

Figure 2.4.2. projection view onto the plane (Rv + Rw)
⊥

Lemma 2.4.1. Let Hh be a Cω-hedgehog of Rn+1 and let K, L in Rn+1 be
two convex bodies of class Cω+ such that Hh is representing the formal difference
K − L. For any x ∈ Rn+1\Hh, we have:

1h (x) = ih (x) = 1− (−1)
n
χ−h (x) = 0

if ∂ (K + {−x}) and ∂L are externally tangent (that is, if they intersect in ex-
actly one point and the intersection of their interior is empty).
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Proof. Let a = b− x be the point of tangency of ∂ (K + {−x}) and ∂L, where
(a, b) ∈ K × L. By Proposition 2.4.4, we have

1h (x) = (−1)
n+1

(1− χ [(K + {−x}) ∩ ∂L]) .

Since (K + {−x}) ∩ ∂L = {a}, this implies 1h (x) = 0.

Let u be the point of Sn such that a = xkx (u) = xl (−u). For all ε > 0,
xε := x + εu is such that (K + {−xε}) ∩ L = ∅ and hence xε /∈ K + (−L).
Therefore, ih (xε) = 0 for all ε > 0 and hence ih (x) = 0.
Finally, by noticing that χ−h (x) is constant on each connected component

of Rn+1−Hh and that (hx)
−1

(]−∞, 0[) is homeomorphic to an open n-ball Bn
when the Euclidean norm of x is suffi ciently large, we see that

χ−h (x) = χ (Bn) = (−1)
n ,

which achieves the proof. �

Lemma 2.4.2. Let Hh ⊂ Rn+1 be an analytic hedgehog. For every x ∈
Rn+1�Hh, the index 1h (x) is given by

1h (x) = 1 + (−1)
n+1

χ−h (x) ,

where χ−h (x) := χ
[
(hx)

−1
(]−∞, 0[)

]
.

Proof. From Proposition 2.4.4 and Lemma 2.4.1, we can assume without loss
of generality that x ∈ (K + (−L))�Hh and ∂ (K + {−x}) t ∂L. Then, by
Proposition 2.4.4 and Corollary 2.4.2, we have:

1h (x) = (−1)
n+1 (

1−
(
χh (x) + χ+

h (x)
))
.

But

χ−h (x) + χh (x) + χ+
h (x) = χ (Sn) and χ (Sn) = 1 + (−1)

n ,

so that

1h (x) = 1 + (−1)
n+1

χ−h (x) .

�

Proof of Theorems 2.4.3 and 2.4.4. Let Hh̃ ⊂ R
n+1 be the hedgehog with

support function h̃ (−u) = −h (u), (u ∈ Sn). Note that Hh and Hh̃ have:
- the same geometric realization since xh̃ (−u) = xh (u) for all u ∈ Sn;
- the same transverse orientation (resp. opposite transverse orientations) at

each point xh̃ (−u) = xh (u) if n+ 1 is even (resp. odd).
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Therefore ih̃ = (−1)
n+1

ih on Rn+1�Hh. Thus if we prove that, under as-
sumptions of Theorem 2.4.3, ih (x) = χ+

h (x) + (−1)
n+1 for all x ∈ Rn+1�Hh,

then

ih (x) = (−1)
n+1

ih̃ (x)

= (−1)
n+1

(
χ+

h̃
(x) + (−1)

n+1
)

= 1 + (−1)
n+1

χ+

h̃
(x)

= 1 + (−1)
n+1

χ−h (x) for all x ∈ Rn+1�Hh,

and hence ih = 1h on Rn+1�Hh by Lemma 2.4.2. So it remains only to prove
that:

∀x ∈ Rn+1�Hh, ih (x) = χ+
h (x) + (−1)

n+1 .

Since ih (x) is equal to 0 and (hx)
−1

(]0,+∞[) homeomorphic to an open n-
ball when the distance of x from the origin is suffi ciently large, it suffi ces to

prove that the map x 7→ ih (x)−
(
χ+
h (x) + (−1)

n+1
)
is constant on Rn+1−Hh.

Since the maps x 7→ ih (x) and x 7→ χ+
h (x) are constant on each connected

component of Rn+1 −Hh, we only need to prove that ih (x)− χ+
h (x) remains

constant whenever x crosses Hh transversally at a regular point.
Recall that, at a regular point xh (u) of Hh, the transverse orientation of Hh

is given by sgn [Rh (u)]u, where sgn is the sign function and Rh the curvature
function of Hh. Therefore, the Kronecker index ih (x) decreases by one unit
whenever x crosses Hh transversally at a simple regular point xh (u) in the di-
rection of sgn [Rh (u)]u. Thus it is suffi cient to prove that χ+

h (x) also decreases
by one unit whenever x crosses Hh transversally at a simple regular point xh (u)
in the direction of sgn [Rh (u)]u.
Let xh (u) be a simple regular point of Hh. As the point xh (u) is regular, the

curvature function of Hh is nonzero at u: Rh (u) 6= 0. Recall that Rh (u) is the
product of the principal radii of curvature R1

h (u), . . . , Rnh (u) of Hh at u, which
are defined as the eigenvalues of xh at u. Denote by p (resp. q) the number
of principal radii of curvature of Hh at u that are positive (resp. negative),(
(p, q) ∈ N2 and p+ q = n

)
.

Let us consider the variation of χ+
h (x) when x, moving on the normal line

to Hh at xh (u), crosses Hh at xh (u) in the direction of transverse orientation
(that is, in the direction of (−1)

q
u). We first consider the case where the sec-

tional curvature σxh(u) of Hh at xh (u) is positive (i.e., (p, q) = (n, 0) or (0, n)).
In the sequel of the proof, Bn will denote an open n-ball. If q = 0, then the
effect of the crossing on χ+

h (x) is to add χ (Bn)− χ (Sn), that is −1, to χ+
h (x).

If q = n, then the effect of the crossing on χ+
h (x) is to add (−1)

n+1
χ (Bn), that

is −1, to χ+
h (x). Thus, in both cases, the effect of this crossing in the direction

of transverse orientation is that χ+
h (x) decreases by one unit.
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We now turn to the case where p and q are nonzero. If we consider (hx)
−1

({0}),
which is a (not necessarily connected) smooth orientable hypersurface of Sn for
any x ∈ Rn+1 − Hh (since ∇hx (u) 6= 0 whenever hx (u) = 0), the effect of
the crossing in the direction of transverse orientation can then be viewed as a
surgery performed on the hypersurface. If q is even (resp. odd), the “surgery”
consists in cutting out a piece of hypersurface homeomorphic to Sq−1 × Dp

(resp. Dq × Sp−1
)
and replacing it by a piece of hypersurface homeomorphic

to Dq × Sp−1 (resp. Sq−1 ×Dp
)
, where Dm+1 is the closed m-ball bounded by

Sm, (m ∈ N). Recall that such a surgery is possible by the fact that Sp−1×Sq−1

can be regarded as the boundary of Sq−1×Dp or as the boundary of Dq×Sp−1.
When we consider (hx)

−1
([0,+∞[), the effect of the "surgery" is to remove

(resp. to add) a cell complex that is homeomorphic to Dp × Bq if q is even
(resp. odd). Since Euler characteristic is multiplicative under cross products,
the effect of the crossing on χ+

h (x) is thus to add (−1)
q+1

χ (Bq), that is -1. �

Proof of Corollary 2.4.1. By Theorem 2.4.4, if n + 1 is even, for every
x ∈ Rn+1�Hh, we have ih (x) = 1 + χ−h (x) = χ+

h (x) + 1, and hence ih (x) =
1 + 1

2

(
χ−h (x) + χ+

h (x)
)
. Since χ−h (x) + χh (x) + χ+

h (x) = χ (Sn) = 1 + (−1)
n,

it follows that ih (x) = 1− 1
2χh (x).

Now, if n + 1 is odd then, for every x ∈ Rn+1�Hh, ih (x) = 1 − χ−h (x) =
χ+
h (x)− 1 and hence ih (x) = 1

2

(
χ+
h (x)− χ−h (x)

)
. �

Proof of Theorem 2.4.5. We will give later a proof valid in any dimension
n + 1, (n ∈ N∗), (cf. proof of Theorem 2.4.6). However, in order to deal with
the special case of cusp points, we present here a slightly different proof in the
plane.
Let K,L in R2 be convex bodies of class Cω+ such that Hh is representing

the formal difference K − L in R2. We will denote by k and l their respective
support functions. Following the proof of Proposition 2.4.4 for n + 1 = 2, we
obtain

1h (x) = 1− χ [(K + {−x}) ∩ ∂L] ,

since x := xh (u) = xk (u) + (−xl (u)) ∈ K + (−L).
Note that ∂ (K + {−x}) and ∂L are internally tangent at the point xl (u)

since xl (u) = xkx (u), where kx (u) := k (u)− 〈x, u〉,
(
u ∈ S1

)
. Here ‘internally’

means that the two convex curves lie in the same side of their common tangent.
Since x := xh (u) is assumed to be a regular point of Hh, we have Rh (u) 6= 0
and thus Rkx (u) 6= Rl (u).
If Rh (u) > 0, then Rkx (u) > Rl (u), so that, in a neighborhood of the

tangent point, (∂L)� {xl (u)} lie in the interior of K + {−x}. It follows that

χ [(K + {−x}) ∩ ∂L] =
1

2
(χ [∂ (K + {−x}) ∩ ∂L]− 1) =

1

2
n′h (x) ,

where n′h (x) = χ
({
v ∈ S1 − {u} |hx (v) = 0

})
. Thus 1h (x) is then equal to
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1 − 1
2n
′
h (x), which is the value taken by ih on the connected component of

R2�Hh towards which the unit normal vector −u is pointing to.
If Rh (u) < 0, then Rkx (u) < Rl (u), so that, in a neighborhood of the

tangent point, (∂ (K + {−x}))� {xl (u)} lie in the interior of L. It follows that

χ [(K + {−x}) ∩ ∂L] =
1

2
(χ [∂ (K + {−x}) ∩ ∂L] + 1) =

1

2
n′h (x) + 1,

where n′h (x) = χ
({
v ∈ S1 − {u} |hx (v) = 0

})
. Thus 1h (x) is then equal to

− 1
2n
′
h (x), which is the value taken by ih on the connected component of R2�Hh

towards which the unit normal vector −u is pointing to.
Following the same approach for a simple cusp point c := xh (v) and noticing

that Rh = Rkx −Rl changes sign at v, we obtain

1h (c) = 1− 1

2
n′h (c) ,

where n′h (c) = χ
({
v ∈ S1 − {v} |hx (v) = 0

})
, which is the required value for

1h (c). �

Proof of Theorem 2.4.6. Let K,L in Rn+1 be convex bodies of class Cω+ such
that Hh is representing the formal difference K−L in Rn+1. Denote by k and l
their respective support functions. Following the proof of Proposition 2.4.4, we
obtain

1h (x) = (−1)
n+1

(1− χ [(K + {−x}) ∩ ∂L]) ,

since x := xh (u) = xk (u) + (−xl (u)) ∈ K + (−L). Note that ∂ (K + {−x})
and ∂L are internally tangent at the point xl (u) since xl (u) = xkx (u), where
kx (u) := k (u)− 〈x, u〉, (u ∈ Sn).

The result is the consequence of the following four observations:

(i) The proof of Proposition 2.4.4 can be adapted to obtain χ [(K + {−x}) ∩ ∂L] =
χh (x) + χ+

h (x) in the present case;

(ii) χ−h (x) + χh (x) + χ+
h (x) = χ (Sn) = 1 + (−1)

n;

(iii) At x = xh (u), χ−h : Rn+1 → Z, p 7→ χ
[
(hp)

−1
(]−∞, 0[)

]
takes the same

value as the one it takes on the connected component of Rn+1�Hh towards
which −u is pointing to;
(iv) On this connected component, ih (p) = 1 + (−1)

n+1
χ−h (p) by Theorem

2.4.4. �

2.4.4 Further remarks

Euler characteristic of an analytic hedgehog Let Hh in Rn+1 be an
analytic hedgehog. Define its Euler characteristic by:

χ (Hh) :=

∫
Rn+1

1h (x) dχ (x) .
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Proposition 2.4.6. Any analytic hedgehog of Rn+1 has Euler characteristic 1.

Proof. Let Hh be a Cω-hedgehog of Rn+1 and let K, L ⊂ Rn+1 be convex
bodies of class Cω+ such that Hh is representing the formal difference K−L. By
the definitions of χ (Hh) and 1h, we have:

χ (Hh) :=

∫
Rn+1

(−1)
n+1

(
1K ∗ 1−oL

)
(x) dχ (x) .

Convolution is a commutative, associative operator providing CF
(
Rn+1

)
with the structure of an algebra and by reversing the order of integration, we
get immediately [CGR, Lemma 19.1, p. 36]:

∫
Rn+1

(f ∗ g) dχ =

(∫
Rn+1

fdχ

)(∫
Rn+1

gdχ

)
for all f , g ∈ CF

(
Rn+1

)
.

Thus

χ (Hh) = (−1)
n+1

(∫
Rn+1

1K (x) dχ (x)

)(∫
Rn+1

1
−
o
L

(x) dχ (x)

)
,

that is, χ (Hh) = (−1)
n+1

χ (K)χ

(
−
o

L

)
= (−1)

n+1
χ (D)χ

(
o

D

)
= 1, where

D is the closed (n+ 1)-ball bounded by Sn in Rn+1, (n ∈ N). �

Mixed volume of analytic hedgehogs As a consequence of Theorems 2.4.2
and 2.4.3, we have:

Given hedgehogs with support functions h1, . . . , hn+1 ∈ Cω (Sn;R), the real
function P : Rn+1 −→ R given by

P (α1, . . . , αn+1) := vn+1

(
n+1∑
k=1

αkhk

)
=

∫
Rn+1

(
1α1h1 ∗ . . . ∗ 1αn+1hn+1

)
(x) dλ (x) ,

where λ denotes the Lebesgue measure on Rn+1, is a homogeneous polynomial
the coeffi cients of which are the mixed volumes of Hh1 , . . . ,Hhn+1 up to a con-
stant factor.

For some other consequences of the results of this subsection, we refer the
reader to [M15].
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2.5 Hedgehogs with a C1-support function

This subsection can be omitted in a first reading. In Subsect. 2.2, we intro-
duced the notion of a hedgehog Hh with a C2-support function h : Sn → R, and
we saw that its natural parametrization xh : Sn → Hh, u 7→ h(u)u + (∇h) (u)
can be interpreted as the inverse of its Gauss map. It is worth noting that if
h : Sn → R is only C1, the envelope Hh is still well defined and parametrized
by xh : Sn → Hh, u 7→ h(u)u + (∇h) (u). Now, in this case, the hedgehog Hh
may not correspond to some Minkowski difference of two convex bodies. For
instance, we know that a plane hedgehog that can be regarded as the Minkowski
difference of two planar convex bodies is necessarily a rectifiable curve [M11]
(see Subsect. 4.7), which is not the case for any hedgehog with a C1-support
function. In fact, as we will see, such a hedgehog can even be a nowhere dif-
ferentiable fractal curve of infinite length. The results of this subsection are
essentially taken from [M7].
In 1872, K. Weierstrass astounded the mathematical world by giving an ex-

ample of a family of real functions that are continuous on the whole real line
without being differentiable at any point. In this subsection, we use such a
Weierstrass’function to construct an example of a fractal (projective) hedgehog
with a C1-support function.

Theorem 2.5.1 (K. Weierstrass, 1872). Let f be a real function of the form

f(x) =

+∞∑
n=0

an cos (bnπx)

where a ∈]0, 1[, b is an odd natural number and ab > 1 + 3π
2 . The function f is

continuous everywhere and differentiable nowhere.

Corollary 2.5.1. Let h be a real function of the form

h (θ) =

+∞∑
n=1

(1/αn) sin (βnθ) ,

where β is an odd natural number and α is a real number such that α > β
and β2 > α

(
1 + 3π

2

)
. The function h is of class C1 on R but its derivative is

nowhere differentiable.

Proof. By the Weierstrass M -test, the series∑
(1/αn) sin (βnθ) and

∑
(β/α)

n
cos (βnθ)

converge uniformly on R since 0 < 1/α < 1 and 0 < β/α < 1. Consequently, as
un(θ) = (1/α)

n
sin (βnθ) is a function of class C1 on R the derivative of which

is u′n(θ) = (β/α)
n

cos (βnθ), the function h is of class C1 on R and
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h′ (θ) =

+∞∑
n=1

(β/α)
n

cos (βnθ) for all θ ∈ R.

Now, given the conditions imposed on α and β, this derivative h′ is nowhere
differentiable by Theorem 2.5.1. �

Theorem 2.5.2 There exists a fractal projective hedgehog Hh in R2. More
precisely, if h : S1 = R/2πZ→ R, θ 7→ h (θ) is a Möbius function of the form

h (θ) =

+∞∑
n=1

(1/αn) sin (βnθ) ,

where β is an odd natural number, and α is a real number such that α > β and
β2 > α

(
1 + 3π

2

)
, then the hedgehog Hh satisfies the following properties:

(i) the curve Hh is continuous but nowhere differentiable;
(ii) the curve Hh has infinite length.

Proof. From the previous corollary, the Möbius function h is of class C1 but its
derivative h′ is nowhere differentiable. It follows immediately that the natural
parametrization of Hh, namely

xh : I = [0, 2π] −→ Hh ⊂ R2

θ 7−→
(
x1
h(θ), x2

h(θ)
)

= h(θ)u(θ) + h′(θ)u′(θ)
,

where u(θ) = (cos θ, sin θ), is continuous everywhere but nowhere differentiable.
Now, the length of Hh, namely

L(h) = sup
σ

n∑
k=1

‖xh(θk)− xh(θk−1)‖,

where the supremum is taken over all partitions σ = (θ0, ..., θn) of I, is finite if
and only if both components of xh =

(
x1
h, x

2
h

)
are of bounded variation on I.

But in this case, the functions x1
h and x

2
h are almost everywhere differentiable

on I, in contradiction with the fact that xh =
(
x1
h, x

2
h

)
is nowhere differentiable.

�

Moreover, the partial sums of the series
∑

(1/αn) sin (βnθ), where n ≥ 1,
define a sequence (Hhn)n≥1 of projective hedgehogs the natural parametriza-
tions of which converge uniformly to that of Hh. So, a fair approximation of
Hh is given by Hhn for a large enough n. Taking only n = 5, we obtain the
following representation of Hh for α = 8 and β = 7.

For a generalization of Theorem 2.5.2 and other examples of fractal hedge-
hogs, we refer the reader to [RK].
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Figure 2.5.1. A fractal projective hedgehog

In a sense, this construction looks like that of the Koch curve (see e.g.,[PJS]):
each step introduces new singular points as indicated in Figure 2.5.2. But in
the present case, it also appears self-intersections.

Figure 2.5.2. Introduction of new singular points

2.6 C∞-hedgehogs as Legendrian fronts

This subsection can be omitted in a first reading. In this subsection, we will see
that C∞-hedgehogs (that is, hedgehogs with a C∞-smooth support function)
are wavefronts in the sense of contact geometry. Therefore, C∞-hedgehogs only
have Legendrian singularities.

2.6.1 Contact manifolds and metric contact manifolds

A contact structure on an oriented (2n+ 1)-dimensional C∞-manifold M is
the datum of a smooth field V of tangent hyperplanes on M , called contact
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hyperplanes, satisfying the following condition of maximal non-integrability:
any (and hence every) 1-form α defining V (i.e., such that V = Ker (α)) satisfies
α∧ (dα)

n 6= 0 everywhere on M . Any 1-form α defining such a maximally non-
integrable hyperplane field V on M is called a contact form on M . Given
such a contact structure (or a contact form α defining it), the pair (M,V ) (or
the pair (M,α) if we want to fix the contact form defining V ) is then called a
contact manifold . On (M,α), the Reeb vector field ξα associated to the
contact form α is defined to be the unique smooth vector field satisfying

α (ξα) = 1 and ξα ∈ Ker (dα) .

A submanifold L of a contact manifold (M,V ) is said to be integral if TmL ⊂
Vm for all m ∈ L. A Legendrian submanifold of (M,V ) is an integral
submanifold of (M,V ) with maximal dimension n = (dimM − 1) /2. A fibration
of a contact manifold is said to be Legendrian if all its fibers are Legendrian
submanifolds.
Let i : L→ E be an immersed Legendrian submanifold L in the total space

of a Legendrian fibration π : E → B. The restriction x = π◦i : L→ B of π to L
is called a Legendrian map, and its image x (L) in B is called its Legendrian
front or wavefront .
Example. Unit tangent bundles of Riemannian manifolds are among the

most classical examples of contact manifolds. Let us recall briefly how this is
done. Let(M, g) be a Riemannian manifold and let

UTM = {u ∈ TM |g (u, u) = 1}

be its unit tangent bundle with canonical projection π : UTM →M ; the metric
g induces a contact form α (and thus a contact structure V ) on UTM as follows:
for any u ∈ UTM and v ∈ Tu (UTM), we let

αu (v) = g (u, Tuπ (v)) ,

where Tuπ (v) = π∗ (v) is the pushforward along π of the vector v. Moreover,
π : UTM →M is an example of a Legendrian fibration.
In particular, if we let

α(x,u) := 〈u, dx〉 =

n+1∑
i=0

uidxi

for all (x, u) ∈ URn+1 = Rn+1× Sn, where (x1, · · · , xn+1;u1, · · · , un+1) are the
canonical coordinate functions on URn+1 = Rn+1 × Sn ⊂ R2n+2, we obtain a
contact manifold

(
URn+1;α

)
.

A contactomorphism from a contact manifold (M1, V1) to a contact man-
ifold (M2, V2) is a diffeomorphism f : M1 → M2 that preserves the contact
structure, i.e., such that Tf (V1) = V2, where Tf : TM1 → TM2 denotes the
tangent map of f . If Vi = Ker (αi), (i = 1, 2), this is equivalent to the existence
of a nowhere zero function λ : M1 →M2 such that f∗α2 = λα1.
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Example. Another example of a contact manifold is defined as follows: on
the manifold TSn × R, where the tangent bundle TSn is identified with{

(u, p) ∈
(
Rn+1

)2 |‖u‖ = 1 and 〈u, p〉 = 0
}

(‖.‖ and 〈., .〉 denoting respectively the Euclidean norm and scalar product in
Rn+1

)
, we define a contact form β by putting β(u,p,z) := dz − pdu for all

(u, p, z) ∈ TSn × R. Moreover

f : URn+1 = Rn+1 × Sn → TSn × R
(x, u) 7→ (u, x− 〈x, u〉u, 〈x, u〉)

is a diffeomorphism such that f∗β = α, and hence a contactomorphism from(
URn+1, α

)
to (TSn × R, β).

A metric contact manifold is defined to be a tuple (M, g, α, J), where
(M, g) is a Riemannian manifold, α a smooth 1-form onM and J a section of the
endomorphism bundle End (TM) which satisfy the following three conditions:

(i) α (ξα) = 1, where ξα is the metric dual of α;

(ii) dα (X,Y ) = g (JX, Y ) for any vector fields X, Y on M ;

(iii) J2X = −X + α (X) ξα for any vector field X on M .

Then (M,Ker (α)) is a contact manifold (i.e., α ∧ (dα)
n 6= 0 on M), ξα is the

Reeb vector field associated to α, Jξα = 0 and g is determined by α and J
through the equality g (X,Y ) = α (X)α (Y ) + dα (X, JY ), (see e.g., [Sta]).

Example. In the case of hedgehogs of Rn+1, we will consider the metric
contact manifold

(
URn+1, g, α, J

)
, where g is the Riemannian product metric on

URn+1 = Rn+1 × Sn and J : TURn+1 → TURn+1, (X,Q) 7→ (Q, 〈X, q〉 q −X).

2.6.2 C∞-hedgehogs as Legendrian fronts

Let us consider first the case where (M, g) =
(
Rn+1, gcan

)
, where gcan = 〈., .〉

is the canonical Euclidean metric. Let Hh be a hedgehog of Rn+1 with support
function h ∈ C∞ (Sn;R). Let us recall that its natural parametrization xh :
Sn → Rn+1, u 7→ xh (u) = h(u)u+ (∇h) (u) can be interpreted as the inverse of
its Gauss map. Thus it appears that

ih : Sn → URn+1 = Rn+1 × Sn
u 7→ (xh (u) , u)

is the immersion of a Legendrian submanifold in URn+1 of which Hh is the
Legendrian front in Rn+1 and xh = π ◦ ih the corresponding Legendrian map.
Recall that on URn+1, the contact form and the associated Reeb vector field
are respectively given by

α(x,u) := 〈u, dx〉 =

n+1∑
i=0

uidxi and ξ (x, u) := (u; 0TuSn) ,
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for all (x, u) ∈ URn+1, where (x1, · · · , xn+1;u1, · · · , un+1) are the canonical
coordinate functions on URn+1 = Rn+1 × Sn ⊂ R2n+2.
Thus, hedgehogs of Rn+1 are the Legendrian fronts of those Legendrian

submanifolds of
(
URn+1, α

)
whose Legendrian maps can be interpreted as the

inverse of the Gauss map of their image (i.e., of the Legendrian front).

Sn
ih
→ ih (Sn) ⊂

(
URn+1,Ker (α)

)
xh ↘ ↓ π

Hh ⊂ Rn+1.

2.6.3 Generic singularities of smooth hedgehogs

As we have just seen, C∞-hedgehogs of Rn+1 can be regarded as Legendrian
fronts. Therefore they have only Legendre singularities. Since their natural
parametrizations xh : Sn → R form an open dense set among all Legendrian
maps of the Legendrian fibration π :

(
URn+1,Ker (α)

)
→ Rn+1, (x, u) 7→ x [M1],

Arnold’s works can be used to classify their generic singularities for n ≤ 5 [Ar0].

Figure 2.6.1. Singularities of generic plane hedgehogs are cusp points

In particular, generic singularities of C∞-hedgehogs are cusp points in R2,
cuspidal edges and swallowtails in R3. Swallowtails are the cusp points of
cuspidal edges. Elliptic and hyperbolic regions, which are defined by the sign of
the Gauss curvature κh = 1/Rh, are separated by cuspidal edges on which the
curvature function Rh is equal to 0 (or, loosely speaking, on which the Gauss
curvature κh is infinite): see Figure 2.6.2 (a). Note that we can distinguish
two types of swallowtails (negative or positive) according to the sign of the
Gaussian curvature on the tail: see Figure 2.6.2 (b) and (c). More precisely,
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there exists an open dense subset U of C∞
(
S2;R

)
in the C4-topology such that:

for all h ∈ U , the singularities of Hh are all equivalent to one of the three models
of singularities represented in Figure 2.6.2.

Figure 2.6.2. Singularities of generic hedgehogs of R3

Moreover, for such a hedgehog, R. Langevin, G. Levitt and H. Rosenberg
proved the following counting formula on S2 [LLR]:

Proposition 2.6.1. Given Hh a generic C∞-hedgehog of R3, we have

r+ − r− =
q+ − q−

2
+ 1, (2.6.1)

where q− (resp. q+) is the number of negative (resp. positive) swallowtails of
Hh, and r− (resp. r+) the number of its hyperbolic (resp. elliptic) regions.

Proof of proposition 2.6.1. The authors proceeded by 3 steps in order to
establish this result:

• First, they considered the following path of hedgehogs

γ : [0, 1]→ H3

t 7→ Hh+tr,

where H3 is the linear space of C∞-hedgehogs defined up to a translation in R3,
and r ∈ R∗+ is large enough to ensure that Hh+r is the boundary of a convex
body of class C∞+ ;

• Then, they noted that this path of hedgehogs can be made generic so that
when t varies, the qualitative changes in the singularities of Hh+tr are all of one
of the 5 types of generic wave front metamorphoses described by Arnold (see
Figure 2.6.3);

• Finally, they checked that no one of theses metamorphoses changes the
quantity r+ − r− − (q+ − q−) /2. �

In order to conclude this subsection, let us mention the following unsolved
problem raised by R. Langevin, G. Levitt and H. Rosenberg in [LLR]:
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Problem 2.6.1. Does there exist a generic projective hedgehog without any
swallowtail?

Figure 2.6.3. The 5 types of wavefront metamorphoses
occuring in generic 1-parameter families (extracted from [Ar1])

In [MP], G. Panina and the author discussed the discrete (i.e., the piecewise
linear) counterpart of the same problem. More precisely, G. Panina and the
author defined swallowtails and cuspidal edges for the discrete case, derived an
analogous counting formula, and presented a discussion on the open problem of
existence of a generic projective hedgehog without swallowtails in this setting
of polyhedral hedgehogs. In Subsect. 10.2, we will present a partial answer to
Problem 2.6.1 by proving that in every generic path of hedgehogs performing
the eversion of the sphere in R3, there exists a hedgehog that have positive
swallowtails We will see that it is easy to check that there is also a hedgehog
that have negative swallowtails by considering the generic metamorphoses of
Figure 2.6.3.

2.7 A few words on duality

To conclude this background section, let us say a word on duality for hedgehogs,
which will be useful in many circumstances. In the setting of convex bodies of
(n + 1)-Euclidean vector space Rn+1, we can distinguish two main notions of
duality which are closely related: projective duality and polarity duality with
respect to the origin o. Let us briefly recall these notions and consider how they
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can be extended and interpreted in the setting of C2-hedgehogs.

Projective duality

Let P be the projective space P (E), where E = Rn+2. Recall that each
point [x] of P is of the form

[x] = {λ (x1, . . . , xn+2) |λ 6= 0 and (x1, . . . , xn+2) ∈ E� {0}} ,

and that [x1, . . . , xn+2] are called homogeneous coordinates. We say that a
subset K of P is a convex body of P if, for any hyperplane H in P�K,K is a
convex body of Rn+1 = P�H. Let K be such a convex body of P. Recall that
projective duality yields a bijection between P∗ = P (E∗) and the set H (E) of
hyperplanes of P, by assigning to each point {λf |λ 6= 0} of P∗, f being a nonnull
linear form f ∈ E∗, the projective hyperplane P (Kerf) . Thus we can identify
P∗ with H (E). The dual convex body of K, say K∗, can thus be defined
in P∗ = H (E) to be the closure of the set of all hyperplanes disjoint from K.
We can then check that K∗ is a convex body, and if K is smooth and strictly
convex, then so is K∗. The projective Legendre transform LK : ∂K → ∂K∗

is then the bijection given by LK (x) = Tx (∂K), where ∂K and ∂K∗ denote
the respective boundaries of K and K∗, and Tx (∂K) the support hyperplane
of ∂K at x. Since we have a canonical isomorphism between E and its bidual
E∗∗, which allows us to identify E and E∗∗, we can see K∗∗ as a convex body
of P, and check that K∗∗ = K.
Let us adapt this definition to C2-hedgehogs of (n + 1)-Euclidean vector

space Rn+1. Let Hh be such a hedgehog. We can see Hh in P by adding the
hyperplane at infinity to Rn+1. More precisely, we imbed E = Rn+1 in P by

x = (x1, . . . , xn+1) ∈ E 7→ [x1, . . . , xn+1, 1] ∈ P,

so that Rn+1 is identified with the set of [x] ∈ P whose last homogeneous
coordinate is nonzero.
The family of support hyperplanes (Hh (u))u∈Sn with equation 〈x, u〉 = h (u)

then defines the dual hypersurface, say H∗h in P∗ = H (E), that is parametrized
by the map assigning to each u ∈ Sn the hyperplane with homogeneous linear
equation 〈x, u〉−h (u)xn+2 = 0, where x = (x1, . . . , xn+1). Equipping E = Rn+2

with the standard Euclidean structure, we can then see H∗h as the hypersurface
of P that is parametrized by

x∗h : Sn ⊂ Rn+1 → P, u = (u1, . . . , un+1) 7→ [u1, . . . , un+1,−h (u)] .

In the case where the support function h does not vanish on Sn, we can thus
regard H∗h as the starlike hypersurface of Rn+1 that is parametrized by

x∗h : Sn → Rn+1, u 7→ − u

h (u)
.
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Polarity duality with respect to the origin

In order to define a duality for convex bodies in (n + 1)-Euclidean vector
space Rn+1 itself, we have to counterbalance the removal of the hyperplane at
infinity by the selection of a distinguished point in Rn+1, say the origin o of
Rn+1. Let Kn+1

o denote the set of all convex bodies of Rn+1 with the origin o
as an interior point. For every K ∈ Kn+1

o , the polar (dual) body of K (with
respect to o) can be defined by

Ko =
{
x∗ ∈

(
Rn+1

)∗ |x∗ (y) ≤ 1 for all y ∈ K
}
,

or by

Ko =
{
x ∈ Rn+1 |〈x, y〉 ≤ 1 for all y ∈ K

}
by using the isomorphism the isomorphism between V = Rn+1 and V ∗ induced
by the scalar product to identify both spaces. One can then easily check that
Ko ∈ Kn+1

o , and prove that the polarity correspondence po : Kn+1
o → Kn+1

o ,
K 7→ Ko is a duality, that is:

∀K ∈ Kn+1
o , Koo := (Ko)

o
= K.

For every K ∈ Kn+1
o , the radial function of the polar body Ko is defined by

ρKo (u) := max {λ ∈ R+ |λu ∈ Ko } for all u ∈ Sn,
and related to the support function hK of K by

ρKo =
1

hK
.

Now we can extend the notion of polar to C2-hedgehogs whose support
function does not vanish on Sn. For such a hedgehog, we may indeed define the
polar of Hh (with respect to o) to be the starlike hypersurface Hoh parametrized
by

xoh : Sn → Rn+1, u 7→ u

h (u)
.

We then notice that polarity (with respect to o) coincides up to a sign with
projective duality in the case that K ∈ Kn+1

o (resp. the support function of
the hedgehog does not vanish on Sn). For this reason, it will sometimes happen
that we confuse both notions and simply speak of the dual hypersurface of Hh
(with h non-vanishing on Sn) to be the starlike hypersurface H∗h parametrized
by

x∗h : Sn → Rn+1, u 7→ u

h (u)
.

Note that for all u ∈ Sn, x∗h (u) (resp. xoh (u)) is a normal vector to Hh at
xh (u), and xh (u) is a normal vector to H∗h (resp. Hoh) at x∗h (u) (resp. xoh (u)).
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It is also worth to note that the polarity correspondence Hh 7→ Hoh can be
regarded as the composition I ◦ P, where I denotes the inversion with respect
to the unit sphere, defined by I (x) = x/ ‖x‖2 for all x 6= 0, and P the map that
assigns to each hedgehog Hh (with non-vanishing support function), its pedal
hypersurface (with respect to the origin) P (Hh) that is obtained by assigning
to each xh (u) ∈ Hh the foot h (u)u of the perpendicular from the origin to the
support hyperplane of Hh at xh (u):

Hh
P−→ P (Hh)

I−→ Hoh = (I ◦ P) (Hh)
xh (u) 7−→ h (u)u 7−→ xoh (u) = u/h (u)

Figure 2 7.1. A plane C2 hedgehog, its pedal, and its dual

Let us recall that in the planar case, cusp points of Hh correspond to in-
flection points of H∗h, and multiple points of Hh correspond to multiple tangent
lines to H∗h, that is, to lines that are tangent to H∗h at more than one points.
A few words about the generic case in R3. We have recalled above that

there exists an open dense subset U of C∞
(
S2;R

)
in the C4-topology such that:

for all h ∈ U , the singularities of Hh are all equivalent to one of the three models
of singularities represented in Figure 2.6.2, that is to a cuspidal edge or a (nega-
tive or positive) swallowtail. The singularities of the Gauss map of a surface dual
to such a generic hedgehog Hh are parabolic curves (i.e., curves along which the
Gaussian curvature vanishes), and (elliptic or hyperbolic) cusps of the Gauss
map (which are also called godrons). Of course, parabolic curves are separating
elliptic and hyperbolic regions of H∗h. Recall that the parabolic curves consist
of the points where there is a unique (but double) asymptotic direction, and
that godrons are the parabolic points at which the unique asymptotic direction
is tangent to the parabolic curve. For a generic hedgehog Hh, parabolic curves
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of H∗h correspond to swallowtails of Hh, and (elliptic or hyperbolic) godrons
to (negative or positive) swallowtails. Of course, the self-intersection curves of
swallowtails of Hh then correspond to planes doubly tangent to H∗h. Recall that
a godron is said to be elliptic or positive (resp. hyperbolic or negative) if, when
we tend towards the godron on the parabolic line, the half-asymptotic curves
directed to the hyperbolic region point towards (resp. away from) the godron.
Remind that an asymptotic direction at a point m of a smooth surface M2

in R3 is a direction in which M2 has zero sectional curvature. An asymptotic
curve onM2 is a curve whose direction at every point is an asymptotic direction.
The asymptotic curves form a pair of transverse foliations on the hyperbolic
regions of M2 and a family of cusps on a parabolic curve, except at godrons, at
which the unique asymptotic direction is tangent to the parabolic curve. For a
generic immersion x : M2 → R3 of a smooth surface M2 in R3, there are three
topologically distinct types of configurations of the asymptotic curves near a
godron (see Figure 2.7.2), and godrons of M2 are characterized on parabolic
curves of M2 by the property of being in the closure of the set of geodesic
inflections of asymptotic curves (which is is generically a smooth curve of points,
the so-called flecnodal curve). One of the three types of configurations of
asymptotic curves near a godron (Figure 2.7.2 (a)) occurs at hyperbolic cusps,
and the other two (Figure 2.7.2 (b) and (c)) at elliptic cusps. Similarly, there
exists an open dense subset U of C∞

(
S2;R

)
in the C4-topology such that: for

all h ∈ U , the foliations induced on S2 by the asymptotic curves of Hh have the
same three topological types of singularities near (the spherical representation
of) a swallowtail, and at the source S2, swallowtails of Hh are characterized on
cuspidal edges ofHh by the property of being in the closure of the set of inflection
points of asymptotic curves. One of the three types of configurations of (the
spherical representation of) asymptotic curves near (the spherical representation
of) a swallowtail (Figure 2.7.2 (a)) occurs for positive swallowtails, and the other
two (Figure 2.7.2 (b) and (c)) for negative swallowtails [M1].

Figure 2.7.2. The three distinct topological types of configurations
of asymptotic curves near a Gaussian cusp (extracted from [BGC])
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This duality can for instance be explained by the fact that if we associate
to every point u of the northern hemisphere S2

+ of S2, the point (a, b, c) of R3

such that ax + by + z = c be an equation of the plane through xh (u) that is
orthogonal to u, then we obtain a smooth surface M2 of which the parabolic
points (which are the singularities of the Gauss map of M2

)
exactly correspond

to the singular points of xh
(
S2

+

)
, the godrons to the swallowtails of xh

(
S2

+

)
,

and the asymptotic curves to those of xh
(
S2

+

)
. For more details and proofs

see [BGC, IRM, M1] and the references herein. Note that the three types of
configurations shown in Figure 2.7.2 are obtained by projection as indicated in
Figure 2.7.3.

Figure 2.7.3. The three types of configurations of Figure 2.7.2
are obtained by projection (figure extracted from [BGC])

Later on, we will make use of these duality notions on different occasions.
We will also see how we may adapt the concept of duality to the context of
complex hedgehogs or that of a non-Euclidean space.

2.8 Kronecker index: locus of zeros and projections

We will discover in the first subsection how the Kronecker index ih (x) is closely
related to the geometry of the set of zeros of hx : Sn → R, u 7→ h(u) − 〈x, u〉,
which is the support function of the hedgehog Hhx = Hh−{x}. We will see in
the secund subsection that C2-hedgehogs of Rn+1 behave well under projections.
More precisely, we will see how we can deduce information on a C2-hedgehog
by considering its images under orthogonal projections onto hyperplanes.
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2.8.1 Kronecker index and locus of zeros of the support function

The Kronecker index ih (x) of a point x ∈ Rn+1�Hh with respect to Hh in
Rn+1 is closely related to the locus of zeros of hx : Sn → R, u 7→ h(u)− 〈x, u〉,
which is the support function of Hhx = Hh − {x}. It is important to recall
here that the study of the Kronecker index together with orthogonal projection
techniques adapted to hedgehogs (Theorem 2.8.3) will be the main ingredient
in the resolution of the uniqueness conjecture of A.D. Alexandrov (see Subsect.
4.4). For n+ 1 = 2, we have the following simple relationship.

Theorem 2.8.1 [M4] Let Hh be a C2-hedgehog of R2. For every x ∈ R2�Hh,
the Kronecker index ih (x) (that is, the winding number of Hh around x) is
given by

ih (x) = 1− 1

2
nh (x) ,

where nh (x) denotes the number of cooriented support lines of Hh through x,
that is, the number of zeros of hx : S1 → R, u 7→ h(u)− 〈x, u〉.

Figure 2.8.1 illustrates this result using the example of the hedgehog Hh
with support function h (θ) := cos (2θ), (θ ∈ R/2πZ).

Proof of Theorem 2.8.1. Let (x1, x2) be the standard coordinates in R2.
Since Hh is obtained from Hhx by the translation of vector x, we may assume
that x is the origin 0R2 = (0, 0) of R2�Hh even if that means replacing Hh by
Hhx . If 0R2 = (0, 0) ∈ R2, we obtain

ih (0R2) = 1
2π

∫ 2π

0

h(θ)(h+h′′)(θ)

(h2+h′2)(θ) dθ

= 1 + 1
2π

∫ 2π

0

h(θ)h′′(θ))−h′(θ)2
(h2+h′2)(θ) dθ,

where h (θ) = h (cos θ, sin θ). In other words, we have

ih (0R2) = 1 +
1

2π

∫
Γh

ω,

where Γh is the oriented curve of R2 that is parametrized by

γh : [0, 2π]→ R2, θ 7−→ (h (θ) , h′ (θ)) ,

and ω the 1-differential form given by

ω(x1, x2) =
x1dx2 − x2dx1

x2
1 + x2

2

for all (x1, x2) 6= (0, 0) in R2.

Now the integral of ω/2π around Γh is the winding number of Γh around the
origin 0R2 , which measures the total algebraic number of turns of Γh around 0R2 .
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(i.e., that γh (θ) makes around 0R2 as θ varies from 0 to 2π). This number is
a positive if Γh turns counterclockwise, and negative if Γh turns clockwise.
Since the x1-coordinate of γh strictly increases (resp. decreases) when the x2-
coordinate of γh is positive (resp. negative), this number must be equal to the
opposite of nh (0R2), and so we have well ih (0R2) = 1− 1

2nh (0R2). �

Definition 2.8.1. Let Hh be a C2-hedgehog of Rn+1. The ih-interior, or
simply interior, of Hh (resp. the ih-exterior, or simply the exterior, of Hh)
in Rn+1 is defined to be the subset of R2 given by:

Ih :=
{
x ∈ R2�Hh |ih (x) 6= 0

}
(
resp. Ei (Hh) or E (Hh) :=

{
x ∈ R2�Hh |ih (x) = 0

})
.

Figure 2.8.1. Evaluating ih (x) by considering nh (x)

Corollary 2.8.1 [M4]. For every C2-hedgehog Hh of R2,

Ch :=
{
x ∈ R2�Hh |ih (x) = 1

}
,

is a convex subset (possibly empty) of R2. We call Ch the convex interior of
Hh.

Proof of Corollary 2.8.1. We can assume without loss of generality that the
integral of h over S1 is nonnegative since Ch = C h̃, where h̃ (u) = −h (−u),
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(
u ∈ S1

)
. From Theorem 2.8.1, Ch is the set of x ∈ R2 such that the function

u 7→ hx (u)−〈x, u〉 does not vanish on S1. It can of course be empty. If x ∈ Ch,
then hx : S1 → R must remain positive on S1 by continuity of hx (the integral
of hx over S1 is equal to the one of h, and thus nonnegative). Ch can thus be
written

Ch =
⋂
u∈S1

P−h (u),

where P−h (u) is the open half-plane with inequation 〈x, u〉 < h (u). Therefore,
Ch is a convex of R2 as an intersection of convex subsets of R2. �

Theorem 2.8.1 teach us, in particular, that any C2-hedgehog of R2 with
empty convex interior turns its convexity outwards (see the proof of Proposi-
tion 1 in [M4] for more details).

Corollary 2.8.2 [M4]. Let Hh be a C2-hedgehog of R2 with empty convex in-
terior: Ch = ∅. If u ∈ S1 is a regular point of xh : S1 → R2, then the support
line with equation 〈x, u〉 = h (u) does not meet the exterior of Hh in the vicinity
of xh (u).

An immediate consequence of Corollary 2.8.2 is that any such hedgehog Hh
(for instance a projective hedgehogHh or a hedgehogHh of zero algebraic length
or, equivalently, of zero mean width: see Sections 3 and 4) is contained in the
convex hull of its singularities and such that xh : S1 → R2 admits at least 4
singular points. From this last remark, we can deduce by duality the following
particular case of the tennis ball theorem , which states that any closed simple
smooth curve on S2 dividing the sphere into two parts of equal area must have
at least four inflection points [Ar2].

Corollary 2.8.3 [M4]. Let C be a closed simple smooth curve of S2 that is
everywhere tranverse to the meridians. If C has at most 3 inflection points,
then C is contained in an open hemisphere of S2. In particular, if C divides S2

into two parts of equal area, then C has at least four inflection points.

Here, an inflection point is simply a zero of the geodesic curvature, that is,
a point of at least second order tangency of the curve with a great circle of S2.

Proof of Corollary 2.8.3. By virtue of assumptions, C admits a parametriza-
tion of the form

γh : S1 −→ S2 ⊂ R2 × R
u 7−→ 1√

1+h(u)2
(u, h(u)),

where h : S1 → R is the support function of a C2 hedgehog Hh of R2. The
curves C and Hh can be regarded as two dual curves: the section of S2 (resp.
R2 × {−1}

)
by the linear plane that is orthogonal to (xh (u) ,−1) (resp. γh (u))
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is the great circle of S2 that is tangent to C at γh (u) (resp. is the support line
with unit normal vector (u,−1) of the plane hedgehog Hh × {−1} ⊂ R2 × {−1}

)
.

Therefore, inflection points of C exactly correspond to singular points of xh :
S1 → R. This can be confirmed by the direct calculation of the geodesic curva-
ture of C:

Kg =

(
1 + h2

1 + ‖xh‖2

) 3
2

Rh.

Now assume that C has at most 3 inflection points. It then results that
xh : S1 → R2 has at most 3 singular points, and it follows from Corollary 2.8.2
that Hh has a nonempty convex interior. Let x ∈ Ch. From Theorem 2.8.1, no
support line of Hh passes through x. It follows that the section of S2 by the
linear plane orthogonal to (x,−1) is a great circle that does not meet C. Indeed,
if this great circle contained a point γh (u) of C then (x,−1) would belong to
the support line of Hh that is the section of R2×{−1} by the linear plane that
is orthogonal to γh (u). Therefore, C is contained in one of the two hemispheres
separated by the linear plane that is orthogonal to (x,−1). �

The following corollary is also an immediate consequence of Theorem 2.8.1.

Corollary 2.8.4 [M4]. Let Hh be a C2-hedgehog of R2 such that h (−u) =
−h (u) for some u ∈ S1 (i.e., a plane C2-hedgehog two of the support lines of
which are coincident). Then Ch = ∅, and thus

v2 (h) :=

∫
R2�Hh

ih (x) dλ (x) ≤ 0,

where λ denotes the Lebesgue measure on R2.

In particular, if Hh is a C2-hedgehog of R2 that is projective (i.e., such that
h is odd), or such that∫ 2π

0

h (θ) dθ = 0 or, equivalently,
∫ 2π

0

(h (θ + π) + h (θ)) dθ = 0

(i.e., of zero algebraic length or, equivalently, of zero mean width: see Sections
3 and 4), then v2 (h) ≤ 0.
As a consequence, we can deduce that the map h 7→

√
−v2 (h) is a norm

associated with a scalar product on the linear space of projective C2-hedgehogs
(resp. of C2-hedgehogs of zero mean width) defined up to a translation in R2.
This last result will be generalized in Section 3.

The dimension 3 case
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Recall that the Kronecker index ih (x) of a point x ∈ R3�Hh with respect
to Hh can be defined as the degree of the map

U(h,x) : S2 → S2, u 7−→ xh(u)− x
‖xh(u)− x‖ ;

ih (x) may be interpreted as the algebraic intersection number of an oriented
half-line with origin x with the hypersurface Hh equipped with its transverse
orientation (number independent of the oriented half-line for an open dense set
of directions). Note that for any C2-hedgehog Hh of R3, and any x ∈ R3�Hh,
the set h−1

x ({0}) consists of a finite number of disjoint simple smooth closed
curves of S2 on which hx changes sign cleanly.

Theorem 2.8.2 [M13]. Let Hh be a C2-hedgehog of R3. For every x ∈ R3�Hh,
the Kronecker index ih (x) is given by

ih (x) = r+
h (x)− r−h (x) ,

where r−h (x) (resp. r+
h (x)

)
denotes the number of connected components of

S2�h−1
x ({0}) on which hx(u) := h(u)− 〈x, u〉 is negative (resp. positive).

Proof of Theorem 2.8.2. For the convenience of the reader, we recall the
main steps of the proof. For all x ∈ R3�Hh, we have ∇ (hx) (u) 6= 0 whenever
hx (u) = 0,

(
u ∈ S2

)
. Therefore, for all x ∈ R3�Hh, the set h−1

x ({0}) consists
of a finite number, say ch (x), of disjoint simple smooth closed spherical curves
on which hx changes sign cleanly. Note that ch (x) = r−h (x) + r+

h (x)− 1. Then,
the proof relies on the following two lemmas.

Lemma 1. The map x 7→ ih(x)−
(
r+
h (x)− r−h (x)

)
is constant on R3�Hh.

[Proof. The first step consists in noticing that x 7→ r−h (x), x 7→ r+
h (x) and

thus x 7→ ch (x) are constant on each connected component of R3�Hh. The
second one, consists in proving that x 7→ ih (x) −

(
r+
h (x)− r−h (x)

)
remains

constant as x transversally crosses an elliptic (resp. hyperbolic) region of Hh.
As x transversally crosses a simple elliptic region of Hh at xh (u) from locally
convex to locally concave side, we must distinguish two cases: (i) If u is pointing
towards the locally concave side, then ih (x) decreases by one unit whereas r−h (x)
increases by one unit, and r+

h (x) remains constant; (ii) If u is pointing towards
the locally convex side, then ih (x) and r+

h (x) increases by one unit whereas
r−h (x) remains constant. As x transversally crosses a simple hyperbolic region
of Hh at xh (u) in the direction of −u, which is the unit normal at xh (u) since
xh (u) is hyperbolic, then ih (x) decreases by one unit and there are exactly two
possibilities: (i) If ch (x) increases by one unit then r−h (x) increases by one unit
and r+

h (x) remains constant; (ii) If ch (x) decreases by one unit then r+
h (x)

decreases by one unit and r−h (x) remains constant].

Lemma 2. If ‖x‖ is suffi ciently large, then ch (x) = 1.

[Proof. This second lemma essentially follows from the fact that xh : S2 →Hh
can be interpreted as the inverse of the Gauss map].
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Lemma 2 implies that r−h (x) = r+
h (x) = 1 when ‖x‖ is suffi ciently large,

and thus the theorem follows from Lemma 1. �

2.8.2 Orthogonal projection techniques

Let Hh be a C2-hedgehog of Rn+1. It is possible to deduce information on Hh
by considering its images under orthogonal projections onto hyperplanes. We
proceed as follows. For any ξ ∈ Sn we consider the restriction hξ of h to the
great sphere Sn−1

ξ = Sn ∩ ξ⊥, where ξ⊥ is the linear subspace orthogonal to ξ.
Note that hξ is the support function of the hedgehog Hhξ that is the image of
xh

(
Sn−1
ξ

)
under the orthogonal projection onto ξ⊥:

Hhξ = πξ

[
xh

(
Sn−1
ξ

)]
,

where πξ is the orthogonal projection onto the hyperplane ξ
⊥. In order to illus-

trate our point, consider the case where n + 1 = 2. Then, the index of a point
x ∈ ξ⊥ −Hhξ with respect to Hhξ (i.e., the winding number of Hhξ around x)
gives us information on the curvature of Hh on the line {x} + Rξ. For every
ξ ∈ S2, Pξ will denote the oriented plane vector of R3 with unit normal vector
ξ, and S+

ξ the half unit sphere given by 〈u, ξ〉 ≥ 0,
(
u ∈ S2

)
.

Theorem 2.8.3. Let Hh be a C2-hedgehog of R3, and let x be a regular value
of the map xξh = πξ ◦ xh : S2 → Pξ. The index of x ∈ Pξ�Hhξ with respect to
Hhξ is given by

ihξ (x) = nξh (x)
+ − nξh (x)

− ,

where nξh (x)
+

(resp. nξh (x)
−) is the number of u ∈ S+

ξ such that xh (u) is an
elliptic (resp. a hyperbolic) point of Hh lying on the line {x}+ Rξ.

Proof of Theorem 2.8.3. Let nξh (x) be the algebraic number of intersection
of the oriented line passing through x and directed by ξ, say Dx (ξ), with the

surface xh
(
S+
ξ

)
equipped with its transverse orientation: nξh (x) is given by

nξh (x) = nξh (x)
+ − nξh (x)

− ,

where nξh (x)
+

(resp. nξh (x)
−) is the number of u ∈ S+

ξ such that xh (u) is an
elliptic (resp. a hyperbolic) point of Hh lying on the line {x}+Rξ. Indeed, the
tangent map Tuxh : TuS2 → Txh(u)S2 = TuS2 retains or reverses the orientation
depending on whether Rh (u) = det [Tuxh] is > 0 or < 0,

(
u ∈ S2

)
. It therefore

suffi ces to prove that

ihξ (x) = nξh (x) .

Let (x1, x2, x3) be the standard coordinates in R3. Without loss of general-
ity, we can identify Pξ to the plane with equation x3 = 0 (and thus with the
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Euclidean vector plane R2
)
, and assume that x is its origin 0R2 . The index

ihξ (x) is then the winding number of Hhξ around x ∈ Pξ�Hhξ , and

ihξ (x) =
1

2π

∫
Hhξ

ω,

where ω the 1-differential form given by

ω(x1, x2) =
x1dx2 − x2dx1

x2
1 + x2

2

for all (x1, x2) 6= (0, 0) in R2.

This index ihξ (x) can also be regarded as the winding number of xh
(
S1
ξ

)
around the oriented line Dx (ξ), passing through x and directed by ξ. In other
words, ihξ (x) is given by

ihξ (x) =
1

2π

∫
xh(S1ξ)

ω,

which can be checked by an easy calculation. So we have

ihξ (x) =
1

2π

∫
∂S

ω,

where S denotes the surface xh
(
S+
ξ

)
equipped with its transverse orientation.

Since x is a regular value of the map xξh = πξ ◦ xh : S2 → Pξ, there exists a
small closed disc, say D, centered at x in Pξ whose inverse image under x

ξ
h is

empty or admits a partition of the form

(
xξh

)−1

(D) =

N⋃
k=1

Dk,

where xξh = πξ ◦ xh is a C1-diffeomorphism from Dk onto D for all k ∈
{1, . . . , N}. By the Stokes’s formula, we have

1

2π

∫
∂S

ω =

N∑
k=1

1

2π

∫
∂Sk

ω,

where Sk denotes the surface xh (Dk) equipped with its transverse orientation.
Now the oriented boundary ∂Sk of Sk turns exactly once around the oriented line
Dx (ξ) and this turn is counted positively or negatively depending on whether
the curvature function Rh is > 0 or < 0 on Sk. Therefore, it comes

ihξ (x) =
1

2π

∫
∂S

ω = nξh (x)
+ − nξh (x)

− .

�
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Figure 2.8.2. Illustration of Theorem 2.8.3

Remark. The following is a classical question in geometric tomography: What
can we say about an object given some information about its projections? In
Subsect. 4.4., we will make use of Theorem 2.8.3 to give a counter-example to
an old conjectured characterization of the sphere. S. Myroshnychenko proved
that two hedgehogs in dimension n + 1 ≥ 3 coincide up to a translation and
a reflection in the origin, if their projections on any two-dimensional plane are
directly congruent and have no rigid motion symmetries (his proof relies on a
nice general result on continuous functions on Sn) [My].

Theorem 2.8.4 [M4]. Every C2 projective hedgehog of Rn+1 lies in the convex
hull of its singularities.

Proof of Theorem 2.8.4. The proof proceeds by induction with respect to
the dimension n + 1. For n + 1 = 2, the result is a consequence of Corollary
2.8.2. Make the induction assumption that the assertion is true for every C2

projective hedgehog of Rn (n ≥ 2). Suppose there exists some C2 projective
hedgehog Hh in Rn+1 that does not lie in the convex hull of its singularities.
Then there exists a support hyperplane of this convex hull that does not contain
any singularity of Hh. Note that Hh is strictly convex at any point xh (u) that
lies on a such a hyperplane (i.e., all the principal radii of curvature of Hh are
nonzero and have the same sign at xh (u)). Now let H be any linear hyperplane
that is perpendicular to such a support hyperplane of Hh. The restriction of h
to the unit sphere Sn ∩H of H is the support function of a projective hedgehog
of H that is the orthogonal projection of xh (Sn ∩H) onto H. This projective
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hedgehog of H does not lie in the convex hull of its singularities in contradiction
with the induction assumption since H can be identified with Rn. �

Projected algebraic area

Let Hh be a C2-hedgehog of R3. For all ξ ∈ S2, let

vξ2 (h) :=
1

2

∫
S2
|〈u, ξ〉|Rh (u) dσ (u) .

By translation invariance of the algebraic volume of C2-hedgehogs in R3, we
have

0 =

∫
S2
〈u, ξ〉Rh (u) dσ (u) =

∫
S+ξ
|〈u, ξ〉|Rh (u) dσ (u)−

∫
S−ξ
|〈u, ξ〉|Rh (u) dσ (u) ,

where S+
ξ (resp. S

−
ξ ) is the half unit sphere given by 〈u, ξ〉 ≥ 0 (resp. 〈u, ξ〉 ≤ 0),(

u ∈ S2
)
. Therefore

vξ2 (h) =

∫
S+ξ
|〈u, ξ〉|Rh (u) dσ (u) =

∫
S−ξ
|〈u, ξ〉|Rh (u) dσ (u) .

As we will see in Section 3, Rh (u)udσ (u) is the vector algebraic area element
around xh (u) ∈ Hh corresponding to the spherical area element dσ (u) around
u ∈ S2. So, vξ2 (h) can be interpreted as the projected algebraic area of Hh onto
the plane Pξ := ξ⊥. This projected algebraic area can obviously be written

vξ2 (h) =

∫
Ωξ(h)

nξh (x) dλ (x)

where Ωξ (h) is the set of the regular values of the restriction of πξ ◦ xh to S+
ξ ,

and λ the Lebesgue measure on Pξ := ξ⊥.

As an immediate consequence of Theorem 2.8.3, we then obtain the following.

Corollary 2.8.5 [M4] Let Hh be a C2-hedgehog of R3. For every ξ ∈ S2, the
projected algebraic area vξ2 (h) is equal to the algebraic area of the plane hedgehog
Hhξ of Pξ, where hξ is the restriction of h to the great circle S1

ξ = S2 ∩ Pξ,
that is:

vξ2 (h) = v2 (hξ) .

This corollary could also have been established by reducing to the convex
case or by using the Stokes formula. We will say that Hhξ is the projected
hedgehog of Hh onto Pξ := ξ⊥.
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Consequences for projective hedgehogs

Since projective hedgehogs have an empty convex interior, another immedi-
ate consequence of Theorem 2.8.3 is the following.

Corollary 2.8.6 [M4] Let Hh be a C2-hedgehog of R3 that is projective (i.e.,
such that h is odd). If a line cuts Hh transversely then it must encounter a
hyperbolic region of Hh.

As we have 0 ≤ −ihn (x) = nξh (x)
− − nξh (x)

+ ≤ nξh (x)
− for all x ∈ Ωξ (h),

we also deduce the following.

Corollary 2.8.7 [M4] Let Hh be a C2-projective hedgehog of R3. For every
ξ ∈ S2,

|v2 (hξ)| ≤
1

2
s− (h) ,

where v2 (hξ) is the area of the plane hedgehog whose support function is the
restriction of h to S1

ξ = S2 ∩ Pξ, and s− (h) the total area of hyperbolic regions
of Hh.

2.9 More about indexes and the locus of zeros

2.9.1 New index and transverse orientation

In [M13], the author introduced a new notion of index of a point x ∈ R3�Hh
with respect to Hh. This index, denoted by jh (x), is defined by:

jh (x) := 1− ch (x) ,

where ch (x) denotes the number of connected components of (hx)
−1

({0}) on
S2, that is, the number of closed spherical curves formed by points u ∈ S2 such
that x belongs to the support hyperplane of Hh at xh (u). In certain respects,
this jh-index can play in R3 the same role as the Kronecker index does in R2

(compare the definition of jh (x) with the relationship between the Kronecker
index of x with respect to the plane hedgehog Hh and the number of zeros
of the function hx (u) = h(u) − 〈x, u〉,

(
u ∈ S1

))
. From the proof of Theorem

2.8.3, the index jh : x 7→ jh (x) remains constant on each connected component
of R3�Hh. In particular, jh is equal to 0 on the unbounded component of
R3�Hh. It is worth noting that the value of jh (x) must obviously decreases
as x transversally crosses Hh at a simple elliptic point from locally convex to
locally concave side. Thus, if Hh is the boundary of a convex body K of which x
is an interior point, we must have jh (x) = 1, whereas ih (x) = −1 or ih (x) = 1
depending on whether u points inward or outward fromK at xh (u) ∈ Hh = ∂K,(
u ∈ S2

)
.

Now, the jh-index corresponds to the transverse orientation of Hh that is
such that whenever xh (u) is a simple regular point of Hh, then the normal
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line to Hh at xh (u), is oriented in the direction that jh decreases by one unit.
Contrary to the usual transverse orientation of Hh, it is clear from its defin-
ition that this transverse orientation of Hh does not depend on the choice of
the orientation of normal lines to xh

(
S2
)

= xh̃
(
S2
)
. We call it the absolute

transverse orientation of Hh. From the above, this absolute transverse ori-
entation cannot change on an elliptic region (i.e., a region on which the Gauss
curvature of Hh remains positive): indeed, the absolute transverse orientation
is then simply given by the direction of convexity. On the other hand, it is
worth noting that the absolute transverse orientation of a C2—hedgehog Hh can
be reversed along certain self-intersection curves of Hh (see paragraph below).
From the above such a reversal of the absolute transverse orientation can only
occur along self-intersection curves that are made of double hyperbolic points
of Hh. However, and this is a crucial point, such a reversal will not necessarily
occur on any curve of hyperbolic double points ofHh but only on certain of them.

The εh function on S2

The εh function on S2 is a function with values in {−1, 0, 1} whose sign
at any regular point u of xh : S2 → R3 indicates if the usual (i.e., relative)
transverse orientation of Hh and its absolute one coincide or not at xh (u). At
such a point u ∈ S2, we define εh (u) ∈ {−1, 1} so that the unit vector

νh (u) := εh (u) sgn [Rh (u)]u

direct the normal line of Hh at xh (u) when Hh is equipped with its absolute
transverse orientation. Recall that Rh denotes the curvature function of Hh. If
xh (u) is not a simple regular point of Hh, then we put εh (u) = 0.
As noticed above, when xh (u) is an elliptic point of Hh (that is, when

Rh (u) > 0), the normal vector νh (u) points at xh (u) to the side of Hh in which
the tangent plane to Hh at xh (u) is located in the vicinity of xh (u). Therefore,
the sign of εh (u) does not change on the spherical image Ω of an elliptic region
xh (Ω) of Hh. In the case of the spherical image Ω of a hyperbolic region xh (Ω)
of Hh the situation may be quite different. Indeed, in this second case, the sign
of εh (u) is likely to be reversed when we cross the spherical image of a curve of
hyperbolic double points as proved by the example of a hedgehog version of the
Steiner Roman surface with support function h (x, y, z) := x

(
x2 − 3y2

)
+ 2z3,

(x, y, z) ∈ S2 ⊂ R3, which has been shown in Figure 2.2.5. Recall that this
hedgehog is projective. In this example, where the points of xh

(
S2
)
appearing

as double are in fact quadruple, the index jh (x) is equal to −2 for any x of
a bounded component of R3�Hh, and naturally equal to zero for any x of
the unbounded connected component of R3�Hh. Therefore, in this example,
the sign of εh is reversed whenever we cross the spherical image of any of the
hyperbolic double point curves.

Analogously to what we did in the plane, we can introduce a notion of con-
vex interior for the hedgehogs of R3.
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Proposition 2.9.1. For every C2-hedgehog of R3,

Ch =
{
x ∈ R3�Hh |jh(x) = 1

}
.

is a convex subset of R3. We call Ch the convex interior of Hh.

Proof of Proposition 2.9.1. We can assume without loss of generality that
the integral of h over S2 is nonnegative since Ch = C h̃, where h̃ (u) = −h (−u),(
u ∈ S2

)
. From the very definition of jh, Ch is the set of x ∈ R3 such that the

function u 7→ hx (u)− 〈x, u〉 does not vanish on S2. It can of course be empty.
If x ∈ Ch, then hx : S2 → R must remain positive on S2 by continuity of hx on
S2 (the integral of hx over S2 is equal to the one of h, and thus nonnegative).
Ch can thus be written

Ch =
⋂
u∈S2

E−h (u),

where E−h (u) is the open halfspace with inequation 〈x, u〉 < h (u). Therefore,
Ch is a convex of R3 as an intersection of convex subsets of R3. �

Definition 2.9.1. Let Hh be a C2-hedgehog of R2. We define the jh-interior
(resp. jh-exterior) of Hh in R2 to be the subset of R2 given by:

Jh :=
{
x ∈ R2�Hh |jh (x) 6= 0

}
(
resp. Ej (Hh) :=

{
x ∈ R2�Hh |jh (x) = 0

})
.

For all x ∈ R3�Hh, jh(x) = 1−ch(x) = 0 implies ih(x) = r+
h (x)−r−h (x) = 0.

Therefore Ih ⊂ Jh. This inclusion may be strict as shown by the example of
non-trivial projective hedgehogs of R3: indeed, for such a hedgehog H3

h, we have
Ih = ∅ and Jh 6= ∅.

Remark. We have already seen in Subsections 2.3 and 2.4 that we can define
hedgehog polytopes, also called polyhedral hedgehogs or virtual polytopes, which
represent formal differences of polytopes in Rn+1. We can naturally extend the
two notions of indexes previously studied to certain classes hedgehogs of R3

whose support function is not of class C2 on S2, and in particular to hedgehog
polytopes of R3 A large part of the notions and results related to these indexes
can be extended to this polyhedral framework. In particular, the conclusion of
Theorem 2.8.2 and the notions of interiors and exteriors corresponding to these
indexes extend to hedgehog polytopes, and we still have Ih ⊂ Jh for such of
hedgehog Hh of R3.

2.9.2 New notion of volume and geometrical applications

Of course, this new notion of index also implies a new notion of (algebraic)
volume in R3. The volume of Hh relative to our new index is defined by:
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vG (h) :=

∫
R3�Hh

jh (x) dλ (x) ,

where λ denotes the Lebesgue measure on R3. We call it the geometric volume
of Hh in R3.

Theorem 2.9.1 [M13]. Let Hh be a C2 projective hedgehog of R3. Then the
following four properties hold:

(i) For every x ∈ R3�Hh, jh (x) = 1 − ch (x) ≤ 0. Therefore, the geometric
volume of Hh is non-positive: vG (h) ≤ 0;

(ii) Let xh (u) be a simple elliptic point of Hh adherent to the jh-exterior
Ej (Hh). Then Hh turns its convexity towards Jh at xh (u) (in other words,
there exists a neighbourhood of xh (u) in R3 in which the support plane with
equation 〈x, u〉 = h (u) does not intersect Ej (Hh));

(iii) The geometric volume of Hh is negative if Hh is not reduced to a single
point.

Proof of Theorem 2.9.1. (i). Since hx is odd (and not identically equal to
zero) on S2, it must change sign on S2, so that ch (x) ≥ 1.

(ii). From (i), as x crosses Hh transversally at xh (u) in the direction of
Ej (Hh), jh (x) must decrease from 0 to −2 (knowing that the jh-index of a
projective hedgehog Hh ⊂ R3 takes its values in 2Z since the parametrization xh
describes the surface twice). In other words, x is then crossing Hh transversally
at xh (u) from locally convex to locally concave side..

(iii). A nontrivial projective hedgehog Hh of R3 must have elliptic points
(see Subsect. 4.4) so that its jh-index cannot be identically equal to 0 on
R3�Hh.

�

Remarks. 1. It is not diffi cult to check that properties (i)− (iii) still hold for
any hedgehog Hh of R3 whose support function h satisfies∫

S2
h (u) dσ(u) = 0,

where σ denotes the spherical Lebesgue measure on S2.

2. Let Hh be such a hedgehog and assume that all its singularities are
generic,

(
h ∈ C∞

(
S2;R

))
. Then no negative swallowtail of Hh can be seen

from Ej (Hh). In other words, if a point xh (u) is a negative swallowtail of Hh
belonging to the closure of Ej (Hh) then, near this point, the hyperbolic region
to which it corresponds must lie in the complement of Ej (Hh).

3. Properties (i)− (iii) have of course to be compared with the correspond-
ing properties of plane projective hedgehogs (for which, of course, the usual
index ih replaces jh).
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Application to the Minkowski problem extended to hedgehogs

Let us see an immediate consequence that might be useful for studying the
extension to C2-hedgehogs of the classical Minkowski problem of prescribing the
Gauss curvature of closed convex hypersurfaces. We will study this generalized
Minkowski problem in the next sections, and in particular in Section 5 which
will be entirely devoted to it. Minkowski’s existence and uniqueness theorem is
based on the following integral condition which is both necessary and suffi cient
for a positive continuous function R : Sn → R to be the curvature function of a
convex hypersurface of class C2

+ unique up to a translation:∫
S2
R (u)u dσ(u) = 0,

where σ is the spherical Lebesgue measure on Sn Note that R = 1/κ, where κ
denotes the Gauss curvature of the convex hypersurface regarded as a function
of the outer unit normal. As we will see later, the above integral condition,
which can be seen as expressing the translation invariance of the volume, is
still necessary for a continuous function R to be the curvature function of some
C2-hedgehog, but it is no longer suffi cient at all. Now, in the 3-dimensional
case, we can consider the translation invariance of the geometric volume of C2-
hedgehogs. The geometric volume of a C2-hedgehog Hh of R3 can be given
by

vG (h) :=

∫
S2
εh (u)h (u)

u

κh(u)
dσ(u)

where σ is the spherical Lebesgue measure on S2 and κh the Gauss curvature
of Hh. By the translation invariance of the geometric volume, we obtain the
following.

Proposition 2.9.2. Let Hh be a C2-hedgehog of R3. Then we have∫
S2
εh (u)

u

κh(u)
dσ(u) = 0,

where σ is the spherical Lebesgue measure on S2 and κh the Gauss curvature.

Proof of Proposition 2.9.2. For every x ∈ R3, consider the hedgehog with
support function hx (u) := h(u) − 〈x, u〉,

(
u ∈ S2

)
. For all x ∈ R3, we have

xhx (u) = xh (u)− x and in particular Hhx = Hh − {x}. Therefore, we have:

κhx = κh, εhx = εh and vG (hx) = vG (h) .

Using these three equalities for every x ∈ R3, we obtain immediately:

∀x ∈ R3,

∫
S2
〈x, u〉 εh (u)

u

κh(u)
dσ(u) = 0,
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that is, 〈
x,

∫
S2
εh (u)

u

κh(u)
dσ(u) = 0

〉
= 0,

which achieves the proof. �

We will see in Section 5 that a study of multiplicity of solutions in the
Minkowski problem for hedgehogs should probably take into account these εh
functions.
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3 Volumes and mixed volumes

As already noticed in the introduction, the notion of mixed volumes, which
forms the central part of the classical Brunn-Minkowski theory of convex bod-
ies, arises naturally when one combines the two elementary notions of Minkowski
addition and volume [Sc3]. This notion is more precisely based on the following
result in which vn+1 stands for the (n+ 1)-dimensional volume and sn for the
surface area measure (i.e., the surface area measure of order n):

Theorem (see e.g., [Sc3, Theorem 5.1.7]). There is a nonnegative symmetric
function v :

(
Kn+1

)n+1 → R such that, for all m ∈ N,

vn+1 (λ1K1 + · · ·+ λmKm) =

m∑
i1,...,in+1=1

λi1 · · ·λin+1v
(
Ki1 , . . . ,Kin+1

)
for arbitrary convex bodies K1, . . . ,Km ∈ Kn+1 and numbers λ1, . . . , λm ∈ R+.
Further, there is a symmetric map s from

(
Kn+1

)n
into the space of finite

Borel measures on Sn, such that, for all m ∈ N,

sn (λ1K1 + · · ·+ λmKm, .) =

m∑
i1,...,in=1

λi1 · · ·λins (Ki1 , . . . ,Kin) (.) ,

where we write s (Ki1 , . . . ,Kin , .) := s (Ki1 , . . . ,Kin) (.), for arbitrary convex
bodies K1, . . . ,Km ∈ Kn+1 and numbers λ1, . . . , λm ∈ R+.

The equality

v (K1, . . . ,Kn+1) =
1

n+ 1

∫
Sn
hKn+1 (u) s (K1, . . . ,Kn) (dσ (u)) ,

where hKn+1 is the support function of Kn+1, holds for K1, . . . ,Kn+1 ∈ Kn+1.

The symmetric maps v :
(
Kn+1

)n+1 → R and s are respectively called the
the mixed volume and the mixed area measure . The set Kn+1 of convex
bodies of Rn+1, equipped with Minkowski addition and multiplication by non-
negative real numbers, forms a commutative semigroup, having the cancellation
property, with scalar operator. But as we recalled earlier, it does not consti-
tute a vector space since there is no subtraction in Kn+1. Now hedgehogs (or
equivalently formal differences of convex bodies) of Rn+1 form a vector space
Hn+1 in which Kn+1 is a cone that spans the entire space. It is thus natural
to consider the multilinear extension of the mixed volume v :

(
Kn+1

)n+1 → R
to a symmetric (n+ 1)−linear form on Hn+1. We still denote this extension
by v. The notion of mixed volumes can thus be extended to hedgehogs with a
few adaptations. In particular, areas and volumes have to be replaced by their
algebraic versions, which can take negative values. Let us see how these notions
can be introduced and interpreted for C2-hedgehogs.
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3.1 Volume and surface area

In this Section 3, we are mainly interested in volumes and mixed volumes of
hedgehogs in Euclidean vector space Rn+1. In the following sections, we will be
also interested in various volumetric questions related to different types of par-
ticular hedgehogs or convex bodies in Rn+1, but also in questions about various
extensions to geometric objects related or attached to hedgehogs (hedgehogs
modelled only on a part of the unit sphere, multihedgehogs, focal hypersurfaces
of hedgehogs, etc). In the following sections, we will also consider volumetric
questions arising in other frameworks (complex hedgehogs, marginally trapped
surfaces, hedgehogs of non-Euclidean spaces, etc) as well as symplectic areas
and volumes.

3.1.1 Surface area measure and mixed area

Surface area measure

Let Hh be a C2-hedgehog in Rn+1. We have seen above that its so-called
curvature function Rh := 1/κh is given by Rh (u) = det [Tuxh] for all u ∈ Sn.
Therefore, for all u ∈ Sn, |Rh (u)| dσ (u) is the area element around xh (u) on
the hedgehog hypersurface Hh = xh (Sn) that corresponds to the area element
dσ (u) around u on the sphere Sn, where σ is the spherical Lebesgue measure.
For a C2-hedgehog, it is more convenient to drop the absolute value and to
consider instead Rh (u) dσ (u), which is thus seen as the algebraic area element
around xh (u) ∈ Hh that corresponds to the area element dσ (u) around u ∈ Sn.
Naturally, we call the signed Borel measure defined by

s (h,Ω) =

∫
Ω

Rh (u) dσ (u) , for any Borel set Ω ⊂ Sn

the (algebraic surface) area measure of Hh, and hence the real number

s (h) =

∫
Sn
Rh (u) dσ (u)

the (algebraic surface) area of Hh. Note that s (h) can be interpreted as the
difference s+ (h) − s− (h), where s+ (h) (resp. s− (h)) denotes the total area
of the smooth regions of Hh on which the Gauss curvature is positive (resp.
negative).

Mixed curvature function and mixed area

Proposition 3.1.1. Let Hn+1 be the linear space of C2-hedgehogs defined up
to a translation in Rn+1 and identified with their support function. Then the
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symmetric map

R : Hn
n+1 −→ C(Sn;R)

(f1, . . . , fn) 7−→ R(f1,..., fn) = 1
n!

n∑
k=1

(−1)n+k
∑

i1< ...<ik

R(fi1+ ...+fik )

is such that

R(λ1h1+ ...+λmhm) =

m∑
i1,..., in=1

λi1 . . . λinR(hi1 ,..., hin ),

for all h1, . . . , hm ∈ Hn+1 and all λ1, . . . , λm ∈ R.

Proof . Following the definition of the mixed curvature function for convex
bodies [Sc3, p. 124], we obtain the existence of a symmetric map R : Hn

n+1 →
C(Sn;R), (f1, . . . , fn) 7−→ R(f1,..., fn) such that

R(λ1h1+ ...+λmhm) =

m∑
i1,..., in=1

λi1 . . . λinR(hi1 ,..., hin ),

for all h1, . . . , hm ∈ Hn+1 and all λ1, . . . , λm ∈ R. Next, we check that R is
given by

R(h1,..., hn) =
1

n!

n∑
k=1

(−1)n+k
∑

i1< ...<ik

R(hi1+ ...+hik ),

following the reasoning used in [Sc3] to express the mixed volume of strongly
isomorphic polytopes in terms of Minkowski sums ([Sc3, Lemma 5.1.4, p. 277]).

�

Definition. This symmetric map R : Hn
n+1 −→ C(Sn;R) is called the

mixed curvature function, and the n-linear form s : Hn
n+1 −→ R given by

s(h1, . . . , hn) =

∫
Sn
R(h1,..., hn)(p)dσ(p),

where σ is the spherical Lebesgue measure, is called the mixed (algebraic)
area.

Of course, if h1, . . . , hn are the respective support functions of n convex
bodies K1,. . .,Kn of Rn+1, then s(h1, . . . , hn) is nothing else but the mixed
surface area s (K1, . . . ,Kn) of K1,. . .,Kn.
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3.1.2 Kronecker index, volume and mixed volume

Given a C2−hedgehog Hh in Rn+1, the Kronecker index of x ∈ Rn+1�Hh with
respect to Hh, say ih (x), is defined to be the degree of the map

U(h,x) : Sn → Sn, u 7−→ xh(u)− x
‖xh(u)− x‖ ,

and interpreted as the algebraic intersection number of an oriented half-line
with origin x with the hypersurface Hh equipped with its transverse orientation
(number independent of the oriented half-line for an open dense set of direc-
tions). We have already mentioned that, for all x ∈ Rn+1�Hh, we have

ih (x) =
1

ωn

∫
Sn

h (u)− 〈x, u〉
‖xh (u)− x‖n+1Rh (u) dσ (u) ,

where Rh is the curvature function and σ the spherical Lebesgue measure on Sn.
For n+1 = 2, the Kronecker index ih (x) is nothing but the winding number

of Hh around x: it counts the total number of times that Hh winds around x.
For instance, the index is equal to −1 at any interior point of the hedgehog
represented on Figure 2.2.2, since the curve winds once clockwise around the
point. The (algebraic (n + 1)-dimensional) volume of a hedgehog Hh ⊂ Rn+1

can be defined by

vn+1 (h) :=

∫
Rn+1�Hh

ih (x) dλ (x) ,

where λ denotes the Lebesgue measure on Rn+1, and it satisfies

vn+1 (h) =
1

n+ 1

∫
Sn
h (u)Rh (u) dσ (u) ,

just as in the particular case where h is the support function of a convex body
K and vn+1 (h) is the n-dimensional volume of K.

For instance, in the example of Figure 2.2.2, the 2-dimensional volume (or
algebraic area) v2 (h) of Hh in R2 is equal to minus the area of the interior
of the curve. Recall that this algebraic area v2 (h) is also denoted by a (h).
As for convex bodies of class C2

+, we introduce the mixed (algebraic (n + 1)-
dimensional) volume for C2-hedgehogs to be the symmetric map v : Hn+1

n+1 → R,
(h1, . . . , hn+1) 7→ v(h1, . . . , hn+1) given by

v (h1, . . . , hn+1) =
1

n+ 1

∫
Sn
h1 (u)R(h2,..., hn+1) (u) dσ (u) ,

where R(h2,..., hn+1) is the mixed curvature function of Hh2 , . . . , Hhn+1 . Here
again, if h1, . . . , hn+1 are the respective support functions of n+1 convex bodies
K1,. . .,Kn+1 of class C2

+, then v (h1, . . . , hn+1) is nothing else but the mixed
volume v (K1, . . . ,Kn+1) of K1,. . .,Kn+1.
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3.2 Geometric inequalities

3.2.1 A partial extension of the Alexandrov-Fenchel inequality to
hedgehogs and some general applications

The classical Alexandrov-Fenchel inequality

v(H,K,L3, ..., Ln+1)2 ≥ v(H,H,L3, ..., Ln+1) v(K,K,L3, ..., Ln+1) (3.2.1)

is a central result in the theory of mixed volumes. Here, H,K,L3, ..., Ln+1 are
convex bodies in (n + 1)-dimensional real Euclidean vector space Rn+1 and, v
denotes the mixed volume. Many geometric inequalities for convex bodies are
consequences of (3.2.1) (see, e.g., [Sc3, Chapter 7]). Connections with algebraic
geometry have been discovered, which have led to new proofs of (3.2.1) via
the Hodge index theorem [Kh, Tei]. Equality holds in (3.2.1) if K and L are
homothetic. But this is not the only equality case and until now the equality
problem remains unsolved (see [Sc3, Section 7.6] for a discussion). However, if
L3, ..., Ln+1 are convex bodies of class C2

+, then this is the only equality case
[Sc3, Theorem 7.6.8].
In which follows, we will identify convex bodies and hedgehogs of Rn+1 with

their respective support functions regarded as functions on the unit sphere Sn.
Thus the classical Alexandrov-Fenchel inequality (3.2.1) will be rewritten

v(h, k; l)2 ≥ v (h, h; l) v (k, k; l) ,

where h, k, l3, ..., ln+1 denote the respective support functions ofH,K,L3, ..., Ln+1,
l = (l3, . . . , ln+1) and v (f, g; l) := v (f, g, l3, ..., ln+1).
Recall that any real function h of class C2 on Sn is the support function of

some hedgehog Hh in Rn+1. Let Hn+1 denote the linear space of C2-hedgehogs
defined up to a translation in Rn+1 and identified with their support function.
Given l3, ..., ln+1 the support functions of n − 1 convex bodies of class C2

+, we
consider the quadratic form

q : Hn+1 → R, h 7→ v (h, h; l) := v (h, h, l3, ..., ln+1) ,

and we denote by b its associated bilinear form

b : H2
n+1 → R, (f, g) 7→ v (f, g; l) := v (f, g, l3, ..., ln+1) .

In [M3], the author gave the following partial extension of the Alexandrov-
Fenchel inequality to hedgehogs under the assumption that l3, ..., ln+1 are the
support functions of n− 1 convex bodies of class C2

+, (n ≥ 1).

Theorem 3.2.1. Let α ∈ Hn+1 be such that q (α) := v (α, α; l) > 0. Then

b (α, β)
2 ≥ q (α) q (β) , that is v (α, β; l)

2 ≥ v (α, α; l) v (β, β; l) ,
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for any β ∈ Hn+1 and, the equality holds if and only if there exists (λ, µ) ∈
R2 r {(0, 0)} such that λα+ µβ = 0Hn+1 .

By convenience, we will say that “Hα and Hβ are homothetic” if and only
if “there exists (λ, µ) ∈ R2 r {(0, 0)} such that λα+ µβ = 0Hn+1”. We start by
establishing the following lemma.

Lemma 3.2.1 Let F be the linear subspace of C2 (Sn;R) given by

F = {f ∈ Hn+1 |b (f, 1) = 0} .
If h ∈ F r {0}, then q (h) = v (h, h; l) < 0.

Proof of Lemma 3.2.1. Reasoning by absurd, we assume that q (h) ≥ 0. Then
the quadratic form q is positive on the vector plane, say Vh, that is spanned by
the functions 1 and h, so that

b (α, β) ≤ q (α) q (β) for all (α, β) ∈ V 2
h

by the Cauchy-Schwarz inequality. Now, for all small enough ε > 0, α = 1 and
β = 1 + εh are the support functions of two non-homothetic convex bodies of
class C2

+, so that

b (α, β) > q (α) q (β)

by virtue of the Alexandrov-Fenchel inequality and its equality case if l3, ..., ln+1

are the support functions of n − 1 convex bodies of class C2
+, which is clearly

absurd. �

Proof of Theorem 3.2.1. Let A (t) be the second-degree polynomial given
by:

A (t) := q (β + tα) = q (β) + 2tb (α, β) + t2q (α) .

From the assumption q (α) > 0, we obviously deduce that A (t) > 0 for any
large enough t. By this same assumption and Lemma 3.2.1, we also deduce
that b (α, 1) 6= 0. Now for t = −b(β, 1)/b (α, 1), we check by bilinearity of b
that β + tα ∈ F and hence A (t) < 0 unless β + tα = 0Hn+1 . Therefore the

reduced discriminant of A (that is, ∆ = b (α, β)
2 − q (α) q (β)

)
is positive unless

β + tα = 0Hn+1 . To conclude, let us notice that if Hα and Hβ are homothetic,
then we obviously have b (α, β)

2
= q (α) q (β). �

In this theorem, we have assumed that l3, ..., ln+1 are support functions of
convex bodies of Rn+1. We will see later that this condition is indeed necessary.

The following corollary is a straightforward consequence of Theorem 3.2.1.

Corollary 3.2.1. Let k ∈ Hn+1 be such that q(k) > 0, and let
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Fk = {f ∈ Hn+1 | b(f, k) = 0} .

The map
√−q : Fk → R+, h 7−→

√
−q (h) is a norm associated with a

scalar product on Fk. In particular, for all (g, h) ∈ F 2
k , we have the following

inequalities:

(i)
√
−q (g + h) ≤

√
−q (g) +

√
−q (h),

(ii) b (g, h)
2 ≤ q (g) q (h)

where equalities hold if and only if Hg and Hh are homothetic.

Another immediate consequence of Theorem 3.2.1. is the following:

Proposition 3.2.1. Let (f, g, h) ∈ H3
n+1 be such that q (f) > 0. Then

2 b (g, f) b (f, h) b (h, g) ≥ q (g) b (h, f)
2

+ q (h) b (g, f)
2 ,

where equality holds if, and only if, Hg and Hh are homothetic.

Proof. Indeed, the hedgehog e = b (h, f) g − b (g, f) h is such that b(e, f) = 0
and the inequality stated above can be rewritten as q(e) ≤ 0. Moreover, by
Corollary 3.2.1, the equality q (e) = 0 holds if and only if e = 0Ff ,, that is, if
and only if Hg and Hh are homothetic. �

Thanks to this proposition, we can prove a Brunn-Minkowski type inequality
for two hedgehogs associated with n− 1 convex bodies in Rn+1.

Proposition 3.2.2. Let f ∈ Hn+1 be such that q(f) > 0, and consider the
following subset of Hn+1

H+
n+1 (f) = {k ∈ Hn+1| b(k, f) > 0 and q(k) > 0} .

For all (g, h) ∈ H+
n+1 (f)

2
, g + h ∈ H+

n+1 (f) and√
q (g + h) ≥

√
q (g) +

√
q (h),

where equality holds if, and only if, Hg and Hh are homothetic.

Proof. Indeed, we have b (g, h) > 0 from Proposition 3.2.1, and it then follows
from Theorem 3.2.1 that

q (g + h) = q (g) + q (h) + 2b (g, h) ≥
(√

q (g) +
√
q (h)

)2

,

where equality holds if, and only if, Hg and Hh are homothetic. �

This inequality admits a linear refinement under appropriate assumptions:
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Proposition 3.2.3. Under assumptions of Proposition 3.2.2, if Hg and Hh
are non-homothetic, then the inequality√

q (g + h) ≥
√
q (g) +

√
q (h),

admits the refinement
2 b (g, h) > q (g) + q (h) ,

if, and only if, there exists k ∈ Hn+1 such that q (k) > 0 and b (k, g) = b (k, h) .

Proof. If the refinement holds (that is, if δ = g − h is such that q (δ) < 0),
then k = b (δ, g) h− b (δ, h) g ∈ Hn+1 is such that b (k, g) = b (k, h), and q (k) =
(q(g) q(h)− b(g, h)2) q(δ) > 0 by Theorem 3.2.1.

Conversely, if there exists k ∈ Hn+1 such that q (k) > 0 and b (k, g) =
b (k, h), then δ = g − h is such that b(k, δ) = 0. By Proposition 3.2.1, we have
then:

0 = 2 b (δ, 1) b (1, k) b(k, δ) ≥ q (δ) b (k, 1)
2

+ q (k) b (δ, 1)
2
.

Now since q (k) > 0 we have b(k, 1)2 ≥ q(k) q(1) > 0 by Theorem 3.2.1. More-
over, the case (q (δ) = 0 and b (δ, 1) = 0) is excluded by Lemma 3.2.1 since Hg
and Hh are assumed to be non-homothetic. Consequently, q (δ) < 0. �

3.2.2 The 2 and 3-dimensional cases

The 2-dimensional case

For n+ 1 = 2, the quadratic form q : H2 → R, h 7→ v2 (h) := v (h, h) is given
by

q (h) =
1

2

∫ 2π

0

h (θ)(h+ h′′)(θ)dθ =
1

2

∫ 2π

0

(
h2 − (h′)

2
)

(θ)dθ,
(
θ ∈ S1 =R/2πZ

)
,

and can be interpreted as the signed (or algebraic) area a (h) := v2 (h) of Hh.
Its polar bilinear form b : H2

2 → R, (f, g) 7→ v (f, g) is given by

b (g, h) =
1

2

∫ 2π

0

g (θ) (h+ h′′) (θ) dθ =
1

2

∫ 2π

0

(gh− g′h′) (θ) dθ,

and can be thus be interpreted as the mixed signed (or algebraic) area of Hg
and Hh. By Theorem 3.2.1, we have:

Corollary 3.2.2. Let (g, h) ∈ H2
2 be such that a (g) > 0 or a (h) > 0. Then,

we have

a (g, h)
2 ≥ a (g) a (h) ,

with equality if and only if Hg and Hh are homothetic.
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Isoperimetric inequality

This corollary gives an extension to hedgehogs of the classical isoperimetric
inequality 4πA ≤ L2, where A and L are respectively the area and perimeter of
a plane convex body K. Indeed, by setting g = 1, we immediately deduce the
following result.

Corollary 3.2.3. For any hedgehog h ∈ H2, we have

a (h) ≤ 1

4π
l (h)

2 ,

where

l (h) :=

∫ 2π

0

〈x′h (θ) , u′ (θ)〉 (θ) dθ =

∫ 2π

0

(h′′ + h) (θ) dθ =

∫ 2π

0

h (θ) dθ

is interpreted as the algebraic length of Hh. Equality holds if, and only if,
Hh is a circle or a point.

A refined isoperimetric inequality

The following refinement gives an upper bound of the isoperimetric deficit
of plane C3-hedgehogs in terms of signed area of their evolute:

Proposition 3.2.4. For every h ∈ C3
(
S1;R

)
, we have

0 ≤ l (h)
2 − 4πa (h) ≤ −4πa (∂h) ,

where a (∂h) is the algebraic area of the evolute of Hh, which is the hedgehog
with support function ∂h : S1 =R/2πZ→ R, θ 7→ h′

(
θ − π

2

)
. In each of above

inequalities, equality holds if, and only if, Hh is a circle or a point.

Proof. Recall that the evolute of a plane curve is the locus of all its centers
of curvature or, equivalently, the envelope of its normal lines. In particular, the
evolute of a plane hedgehog Hh ⊂ R2 with support function h ∈ C3

(
S1;R

)
is the locus of all its centers of curvature ch (θ) := xh (θ) − Rh (θ)u (θ), where
Rh (θ) := det

[
Tu(θ)xh

]
= (h+ h′′) (θ) is the curvature function of Hh, and

u (θ) := (cos θ, sin θ),
(
θ ∈ S1 = R/2πZ

)
. Equivalently, the evolute of Hh can be

defined as the envelope of its ‘normal lines’with equations 〈x, u′ (θ)〉 = h′ (θ),
that is, as the hedgehog H∂h with support function (∂h) (θ) := h′

(
θ − π

2

)
.

Indeed, we have:

ch (θ) := h′ (θ)u′ (θ) + h′′ (θ)u′′ (θ) = x∂h

(
θ +

π

2

)
.

Now, by virtue of the Cauchy-Schwarz inequality, we have
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l (h)
2

=

(∫ 2π

0

(h+ h′′) (θ) dθ

)2

≤ 2π

∫ 2π

0

(h+ h′′) (θ)
2
dθ = 4π (a (h)− a (h′)) ,

which completes the proof since a (h′) = a (∂h). �

Remark. If we assume h to be of class C4, then we can also write that

0 ≤ l (h)
2 − 4πa (h) ≤ −4πa (∂h) = −4πa

(
h, ∂2h

)
,

where ∂2h = −h′′ can be seen as the support function of the second evolute
H∂2h of Hh, and a

(
h, ∂2h

)
as the mixed signed area of Hh and H∂2h. Here, we

have to recall that for all h ∈ C2 (Sn;R), the hedgehogs with support functions
h and h̃ (u) = −h (−u), (u ∈ Sn), have the same geometrical realizations since
xh̃ (−u) = xh (u) for all u ∈ Sn. Thus here, θ 7→ h′′ (θ − π) and θ 7→ −h′′ (θ) can
both be seen as support functions of the second evolute of Hh regarded itself as
a hedgehog of R2.

The 3-dimensional case

Let us start with an immediate consequence of Corollary 3.2.1. First note
that for n+ 1 = 3 and l3 = 1, q (h) = v (h, h, 1) is equal to one-third of

s (h) =

∫
S2
Rhdσ,

where Rh (u) = det [Tuxh] =
(
R1
hR

2
h

)
(u) is the curvature function of Hh, R1

h (u)

and R2
h (u) denoting the principal radii of curvature of Hh at xh (u),

(
u ∈ S2

)
.

As shown in Subsect. 3.1, this integral s (h) can be can be interpreted as the
difference s+ (h) − s− (h), where s+ (h) (resp. s− (h)) denotes the total area
of the smooth regions of Hh on which the Gauss curvature is positive (resp.
negative). Now choosing k = 1, we can note that

F1 :=

{
h ∈ H3

∣∣∣∣∫
S2
R(1,h)dσ = 0

}
=

{
h ∈ H3

∣∣∣∣∫
S2
hdσ = 0

}
,

where R(1,h) (u) = 1
2 tr [Tuxh] = 1

2

(
R1
h +R2

h

)
(u) =

(
h+ ∆h

2

)
(u) denotes the

mean radius of curvature of Hh, so that F1 consists of all h ∈ H3 whose
‘integral mean curvature’, say m (h), is equal to zero. Indeed, we have
R(1,h)dσ = HdA, where H is the mean curvature of Hh and dA = Rhdσ the
(signed) area element around xh (u) on Hh. Therefore:

If the integral mean curvature of a C2-hedgehog Hh of R3 is equal to zero,
then its signed area s (h) = s+ (h) − s− (h) is negative unless Hh is reduced to
a single point.
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Quadratic Minkowskian inequalities

Besides, note that Theorem 3.2.1 gives an extension to C2-hedgehogs of
the quadratic Minkowski inequality 4πS ≤ M2, where S := v (k, k, 1) and
M := v (k, 1, 1) are respectively the surface area and integral mean curvature
of a 3-dimensional convex body with support function k in R3. Indeed, taking
α = l3 = 1 and β = h for n+ 1 = 2 in Theorem 3.2.1 yields the following result.

Proposition 3.2.5. For every h ∈ C2
(
S2;R

)
, we have 4πs (h) ≤ m (h)

2, where
equality holds if, and only if, Hh is a sphere or a point.

On the other hand, the quadratic Minkowski inequality 3MV ≤ S2, where V ,
S andM are the volume, area and integral of mean curvature of a 3-dimensional
convex body K in R3, does not extend to arbitrary C2-hedgehogs of R3. For
instance, the calculation shows that the hedgehog of R3 with support function
given by

h (u) = 1 +

√
5

8

(
2x2 − y2 − z2

)
for all u = (x, y, z) ∈ S2 ⊂ R3

is such that s (h) = 0, m (h) > 0, v (h) > 0 and hence 3m (h) v (h) ≥ s (h)
2. By

taking hedgehogs with support function of the form f = h+ r, where r ∈ R∗+ is
small enough, we can then deduce examples of hedgehogs such that

m (f) > 0, s (f) > 0, v (f) > 0 and 3m (f) v (f) ≥ s (f)
2 .

Now the Minkowskian inequality 3MV ≤ S2, which holds true for any 3-
dimensional convex body with support function k in R3, is a particular case of
the Alexandrov-Fenchel inequality since it can be rewritten

v (1, 1, k) .v (k, k, k) ≤ v (1, k, k)
2 .

Therefore, in the statement of Theorem 3.2.1, it is necessary to assume that
l3, ..., ln+1 are support functions of convex bodies of Rn+1.

3.2.3 A stability estimate for the Alexandrov-Fenchel inequality

For k ∈ C2 (Sn;R), we will write k ∈ C2
+ (Sn;R) to mean that k : Sn → R is the

support function of a convex body the boundary of which is a hypersurface with
positive Gauss curvature in Rn+1. Theorem 3.2.1 gives a partial extension of the
Alexandrov-Fenchel inequality to hedgehogs that can be reformulated as follows.

Theorem 3.2.1. Let l = (l3, . . . , ln+1), where l3, . . . , ln+1 ∈ C2
+ (Sn;R), and

let f : Sn → R be a C2-function such that v (f, f ; l) > 0. Then

v (f, g; l)
2 ≥ v (f, f ; l) v (g, g; l)
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for any g ∈ C2 (Sn;R), and the equality holds if and only if there exists (λ, µ) ∈
R2 r {(0, 0)} such that λf + µg be the support function of a point.

For ν ∈ Sn, define σν (u) := 1
2 |〈u, ν〉| for u ∈ S

n: σν is the support function
of the unit segment U (ν) parallel to ν and centered at the origin. In [M18],
the author proved the following stability estimate for the Alexandrov-Fenchel
inequality.

Theorem 3.2.2. For h ∈ C2 (Sn;R), k ∈ C2
+ (Sn;R) and l = (l3, . . . , ln+1) ∈

C2
+ (Sn;R)

n−1,

v (h, k; l)
2 − v (h, h; l) v (k, k; l) ≥ v (k, k; l)

2

4

(
M(h,k;l) −m(h,k;l)

)2
,

where m(h,k;l) := min
ν∈Sn

v (h, σν ; l)

v (k, σν ; l)
and M(h,k;l) := max

ν∈Sn
v (h, σν ; l)

v (k, σν ; l)
.

Remark. Given ν ∈ Sn, denote by ν⊥ the vector subspace orthogonal to ν. For
any f ∈ C2 (Sn;R), we have

(n+ 1) v (f, σν ; l3, . . . , ln+1) = vν⊥
(
fν ; lν3 , . . . , l

ν
n+1

)
,

where vν⊥ is the n-dimensional mixed volume in ν⊥ and fν , lν3 , . . . , l
ν
n+1 the

respective restrictions of f, l3, . . . , ln+1 to Sν = Sn ∩ ν⊥ (see later in Subsect.
4.3).

Remind that if f ∈ C2 (Sn;R) is the support function of a convex body K,
then fν ∈ C2 (Sν ;R) is the support function of the image of K under orthogonal
projection to ν⊥. The notion of mixed projection body extends to hedgehogs
(see Subsect. 4.3) and, if we denote by Π(f ;l) the mixed projection hedgehog of
the hedgehogs with support functions f, l3, . . . , ln+1 and by hΠ(f;l)

its support
function, then the inequality of Theorem 3.2.2 can be rewritten in the form

v (h, k; l)
2 − v (h, h; l) v (k, k; l) ≥ v (k, k; l)

2

4
D
(
hΠ(h;l)

hΠ(k;l)

)2

,

where D
(
hΠ(h;l)

hΠ(k;l)

)
is the diameter of the image of Sn under

hΠ(h;l)

hΠ(k;l)
.

The proof is based on the study of equality cases in the extension of Theorem
3.2.1 to the case where f ∈ C2 (Sn;R)⊕Rσν . It is inspired by the work of G. Bol
[Bol] who proved the result for n = 2 and l3 = 1. Unfortunately, Bol’s work has
apparently felt into oblivion. This is perhaps due to the fact that Bol’s proof
contains a series of errors that make it diffi cult to understand. But fortunately
it can be corrected and the approach can be adapted to this more general setting.
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Auxiliary results. First, we fix ν ∈ Sn and then we extend Theorem 3.2.1 by
replacing C2 (Sn;R) by the real vector space, say V (ν), spanned by C2 (Sn;R)
and σν in C (Sn;R).

Theorem 3.2.3. Let f be a function in V (ν) such that v (f, f ; l) > 0. Then

v (f, g; l)
2 ≥ v (f, f ; l) v (g, g; l) (3.2.2)

for all g ∈ V (ν) and, the equality holds if and only if there exists (λ, µ) ∈ R2r
{(0, 0)} such that λf + µg is the support function of a point.

Proof of Theorem 3.2.3. Let q : V (ν) → R be the quadratic form given
by q (h) := v (h, h; l). Denote by b its polar form: b (h, k) := v (h, k; l) for
(h, k) ∈ V (ν)

2. We start with an observation concerning the restriction of q to
the linear subspace F (ν) of V (ν) with equation b (1, h) = 0.

Lemma 3.2.2. If h is in F (ν) and is not the support function of a point, then
q (h) := v (h, h; l) < 0.

Proof of Lemma 3.2.2. Such a function h can be decomposed as h = γ+λσν ,
where γ ∈ C2 (Sn;R) and λ ∈ R. From Theorem 3.2.1, we may assume that
λ 6= 0. Replacing h by −h if necessary, we may assume that λ > 0. Choose
a number ε > 0 small enough so that 1 + εh is the support function of a
convex body. Such a number exists by Theorems 1.5.13 and 1.7.1 from [Sc3].
Now, by Theorem 7.6.8 from [Sc3], we know that equality holds in the classical
Alexandrov-Fenchel inequality

v(H,K,L3, ..., Ln+1)2 ≥ v(H,H,L3, ..., Ln+1) v(K,K,L3, ..., Ln+1)

if and only if H and K are homothetic provided that L3, ..., Ln+1 are smooth
convex bodies. So, with our choice of ε, we must have b (1, 1 + εh)

2
> q (1) q (h).

If q (h) was nonnegative, then the quadratic form q would be positive semi-
definite on the linear subspace Vh of V (ν) spanned by 1 and h so that we should
have

b (α, β)
2 ≤ q (α) q (β) for all (α, β) ∈ V 2

h

by the Cauchy-Schwarz inequality, which is contradictory. �

End of the proof of Theorem 3.2.3. Let P be the degree 2 polynomial
function given by

P (t) := q (g + tf) = q (g) + 2tb (f, g) + t2q (f) for t ∈ R.

Since q (f) > 0, P (t) > 0 for all large enough t. Furthermore, the lemma
ensures that b (1, f) 6= 0 so that we may define
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τ := − b (1, g)

b (1, f)

and consider g + τf , which belongs to F (ν). Thus, by the lemma, P (τ) < 0
unless g+τf is the support function of a point. By considering the discriminant
of P , we deduce that b (f, g)

2
> q (f) q (g) unless g+ τf is the support function

of a point. Finally, note that if there exists (λ, µ) ∈ R2 r{(0, 0)} such that
λf + µg is the support function of a point, then b (f, g)

2
= q (f) q (g). �

Next, we deduce the following.

Corollary 3.2.4. Let f be a function in V (ν) such that v (f, f ; l) > 0. If g
is any function in V (ν) such that v (f, g; l) = v (g, g; l) = 0, then the hedgehog
Hg is reduced to a point.

In other words:

Corollary 3.2.5. Let f ∈ V (ν). If there exists a hedgehog not reduced to a
point with support function g ∈ V (ν) such that v (f, g; l) = v (g, g; l) = 0, then
v (f, f ; l) ≤ 0.

Proof of Corollary 3.2.4. It follows from assumptions that we are in an
equality case of (3.2.1). So, by Theorem 3.2.3, there exists (λ, µ) ∈ R2r{(0, 0)}
such that λf + µg is the support function of a point. Since Hλf+µg is a point,
v (λf + µg, λf + µg; l) = 0. Developing by multilinearity and using assump-
tions, we deduce that λ2v (f, f ; l) = 0. Since v (f, f ; l) > 0, λ = 0 and hence
Hµg is reduced to a point. Now µ 6= 0 since (λ, µ) 6= (0, 0). Therefore, Hg is
reduced to a point. �

Proof of Theorem 3.2.2. Finally, we apply Corollary 3.2.5 to

g := σν and f := h− λk, where λ :=
v (h, σν ; l)

v (k, σν ; l)
.

Let us check that all the assumptions of Corollary 3.2.5 are then satisfied. Of
course, Hg is not reduced to a point since it is a unit segment U (ν). Since
the mixed volume v : V (ν)

n+1 → R is linear in each of its arguments, we have
v (f, g; l) = v (h, σν ; l)− λv (k, σν ; l) = 0. Applying formula (5.77) from [Sc3, p.
302], we obtain

(n+ 1) v (σν , σν ; l) = vν⊥
(
U (ν)

ν
, Lν3 , ..., L

ν
n+1

)
,

where vν⊥ denotes the n-dimensional mixed volume in the linear subspace or-
thogonal to ν and, U (ν)

ν
, Lν3 , ..., L

ν
n+1 the respective images of U (ν), L3, ...,

Ln+1 under orthogonal projection to this subspace, and thus v (g, g; l) = 0 since
U (ν)

ν
= {0}.
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Hence by Corollary 3.2.5, we have

v (h− λk, h− λk; l) ≤ 0.

After replacing λ by its value and rearranging, we obtain

v (h, k; l)
2 − v (h, h; l) v (k, k; l) ≥

(
v (h, k; l)− v (h, σν ; l)

v (k, σν ; l)
v (k, k; l)

)2

.

Using the inequality a2+b2 ≥ 1
2 (a− b)2 with a := v (h, k; l)−m(h,k;l)v (k, k; l)

and b := v (h, k; l)−M(h,k;l)v (k, k; l), we deduce that

v (h, k; l)
2 − v (h, h; l) v (k, k; l) ≥ v (k, k; l)

2

4

(
M(h,k;l) −m(h,k;l)

)2
.

�

For the study of several particular cases and a comparison with a stability
result by R. Schneider, and independently by P.R. Goodey and H. Groemer, we
refer the reader to [M18].

3.2.4 A remark on the missing boundary of the Blaschke diagram

In this subsubsection, we briefly mention without proof an application of our
results to the missing boundary of the Blaschke diagram. The interested reader
will find details and proofs in [M3]. The Blaschke diagram is the image of
the set of convex bodies of R3 that are not reduced to a single point under the
map associating to each such convex body K the point (x, y) ∈ R2

+ given by

x =
4πS

M2
and y =

48π2V

M3
,

where V , S and M respectively denote the 3-dimensional volume, the surface
area, and the integral of the mean curvature of K. We know from the following
Minkowskian inequalities

4πS ≤M2, 3MV ≤ S2 and 48π2V ≤M3,

that x ≤ 1, y ≤ 1 and y ≤ x2, but a part of the boundary of the Blaschke
diagram must correspond to an unknown inequality of the form V ≥ f (S,M).
This problem raised by Blaschke [Bl1] still today remains unsolved. The reader
may refer to the studies of this problem presented by Hadwiger [Ha], Bieri [Bi]
and Sangwine-Yager [SY]. Using the solution of the Christoffel problem pro-
vided by Firey [Fir], we prove the following proposition.
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Proposition 3.2.6 [M3]. Let g ∈ C3
(
S2;R

)
be the support function of a convex

body of R3. There exists a C3-hedgehog Hf , which is unique up to translation,
such that R(1,f) = Rg.

We will say that this unique C3-hedgehog Hf is associated to the convex
hedgehog Hg.

Theorem 3.2.4 [M3]. Let g ∈ C3
(
S2;R

)
be the support function of a con-

vex body of R3 such that the associated hedgehog of Hg satisfies the condition
s (f) > 0. Then we have

v(g) ≥ s(g)2

3(m(g) +
√
m(g)2 − 4πs(g))

,

and the equality holds if, and only if, Hg is a sphere.

In other words, the convex body with support function g is then such that

V ≥ S2

3(M +
√
M2 − 4πS)

=
SM

12π
(1−

√
1− 4πS

M2
) ,

that is,

y ≥ x2

1 +
√

1− x
= x(1−

√
1− x).
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4 Special convex bodies, hedgehogs and multi-
hedgehogs

This section is devoted to a series of special convex bodies, hedgehogs, and
multihedgehogs, which are also called N -hedgehogs, (N ∈ N∗): an envelope of a
family of cooriented planes of Rn+1 will be called an N-hedgehog if, for an open
dense set of u ∈ Sn, it has exactly N cooriented support planes with normal
vector u. Thus, ordinary C2-hedgehogs are merely 1-hedgehogs. We will extend
to hedgehogs a series of classical notions for convex bodies. For instance, we
will start by extending the notion of width to hedgehogs. As an application of
our study, we will give an example of a noncircular algebraic curve of constant
width whose equation is relatively simple, which answers a problem raised by
S. Rabinowitz (Subsubsect. 4.1.2). In passing, we will study various concept
related to convex bodies. In particular, we will study the relationship between
planar projective hedgehogs (which are the planar hedgehogs of constant width
0) and Zindler curves (which are those planar closed curves such that all chords
that divide the curve perimeter - or area - in a half, have the same length)
in Subsubsect. 4.2.2. We will then rely on a notion of symplectic area to
introduce and study Zindler-type surfaces in R4. Subsect. 4.5 will aim to
motivate the development of a Brunn-Minkowski theory for minimal hedgehogs
or multihedgehogs by continuing the pioneering works by R. Langevin, G. Levitt,
H. Rosenberg and E. Toubiana [LLR, LR, RT].

Figure 4.0.0. A plane 2-hedgehog

This will also be an opportunity to discover a first series of applications
of hedgehog theory to analysis. In Subsect 4.3, we will consider the cosine
transform, which associates to any continuous function f : Sn → R the map
Tf : Rn+1 → R defined by
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Tf (x) :=

∫
Sn
|〈x, v〉| f (v) dσ (v) ,

where 〈., .〉 is the standard inner product and σ the spherical Lebesgue measure.
We will prove that the cosine transform, which often appears in convex geom-
etry, is a bounded linear operator from C (Sn;R) to C2 (Sn;R). It follows that
the boundaries of zonoids (resp. generalized zonoids) whose generating measure
have a continuous density with respect to σ can be considered as C2-hedgehogs.
We will study such hedgehogs. Recall that zonotopes are the Minkowski sums
of line segments, and that zonoids are (necessarily centrally symmetric) convex
bodies that are the limit, in the sense of the Hausdorff metric, of a sequence
of zonotopes. Zonoids play an important role in various areas such as the the-
ory of vector measures, Banach space theory or stochastic geometry. We will
obtain a local property of zonoids whose generating measure have a contin-
uous density with respect to σ. We then define projection hedgehogs (resp.
mixed projection hedgehogs) and interpret their support functions in terms of
n-dimensional volume (resp. mixed volume). Finally, this study will lead us to
consider the extension of the Minkowski problem (in differential geometry, the
one of the existence, uniqueness and regularity of a closed convex hypersurface
with preassigned curvature function) to hedgehogs. The classical Minkowski
problem played an important role in the development of the theory of elliptic
Monge-Ampère equations. The study of its extension to hedgehogs will be the
subject of Section 5. In Subsect. 4.4, we will study the existence of a nontrivial
C2-hedgehog in R3 that is hyperbolic (i.e., with an everywhere nonpositive cur-
vature function), in order to determine the validity of the characterization of the
2-sphere conjectured by A.D. Alexandrov. This question amounts to studying a
partial differential inequation. We will prove this Alexandrov conjecture in some
particular cases, such as the case when the surface is assumed to be of constant
width, and give a counterexample in the general case. In passing, we will con-
sider the discrete version of hyperbolic hedgehogs. After a brief presentation of
hedgehog polytopes (also called polyhedral hedgehogs) in R3, we will introduce
two notions of hyperbolicity (weak and strong hyperbolicity) for hedgehog poly-
topes of R3 and give examples. Our example of a strongly hyperbolic polytope is
obtained by a discretization of our counterexample to Alexandrov’s conjecture.
In Subsect. 4.6, we will give a geometric proof of the Sturm-Hurwitz theorem
in the framework of planar multihedgehogs. We will take this opportunity to
present a series of geometric consequences and inequalities. We will end Section
4 by a detailed study of planar general hedgehogs (i.e., Minkowski differences of
arbitrary convex bodies of R2

)
. Our way of introducing general hedgehogs (pro-

ceeding by induction on n and replacing support sets by ‘support hedgehogs’)
makes clear that a perfect understanding of planar hedgehogs is a prerequisite
to a study of general hedgehogs of Rn+1. In particular, we will: (i) study their
length measures and solve the extension of the Christoffel-Minkowski Problem
to plane hedgehogs; (ii) characterize support functions of plane convex bodies
among support functions of plane hedgehogs and support functions of plane
hedgehogs among continuous functions; (iii) study the mixed area of hedgehogs
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in R2 and give an extension of the classical Minkowski inequality (and thus of
the isoperimetric inequality) to hedgehogs.

4.1 Convex bodies and hedgehogs of constant width

In this subsection, we introduce and study the notion of a hedgehog of constant
width in Rn+1. In Section 7, we will consider this notion for non-Euclidean
hedgehogs, and in particular for hedgehogs of the hyperbolic space Hn+1.

4.1.1 Introduction

Let K be a convex body of (n + 1)-Euclidean vector space Rn+1, that is, let
K ∈ Kn+1. The width function wK : Sn → R of K is defined by

wK (u) = hK (u) + hK (−u) for all u ∈ Sn,

where hK : Sn −→ R is the support function of K. For all ∈ Sn, the number
wK (u) is called the width of K in the direction u: wK (u) is simply the distance
between the two support hyperplanes of K orthogonal to u. The width of
a closed convex hypersurface of Rn+1 is defined to be the width of the body
that it bounds. Of course, when wK is constant the convex body K and its
boundary ∂K are said to be of constant width. Obvious bodies of constant
width are Euclidean balls, but there are many others. In fact, every convex
body K of Rn+1 whose support function hK is of the form f + r, where f is
an odd function on Sn and r a constant, is a convex body of constant width.
Besides, focusing on boundaries of convex bodies, we can state that any C2

+-
closed convex hypersurface of constant width 2r, say Hf+r, in Rn+1 can be
regarded as the parallel hypersurface at distance r to its ‘projective part’Hf ,
which is a projective hedgehog. Indeed, we have;

∀u ∈ Sn, xf+r (u) = xf (u) + ru.

The theory of bodies of constant width is a popular and fascinating topic,
which has benefited from the works of a large number of scientists and mathe-
maticians. It is now a well-established field of classical convex geometry. Various
other names can be found in the literature to refer to convex bodies of constant
width. For instance, these bodies are also called orbiforms in dimension 2, or
spheroforms in dimension 3. For a recent book on bodies of constant width
and their relations with various parts of mathematics, we refer the reader to
[MMO].
The notion of being of constant width extends naturally to hedgehogs. A

hedgehog Hh of Rn+1 is said to be of constant width if the signed distance
wh (u) := h (u) + h (−u) between the two cooriented support hyperplanes or-
thogonal to u ∈ Sn does not depend on the direction u.
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Figure 4.1.0. A plane hedgehog of constant width:
Hh, where h (θ) = 2 + cos (3θ)

In particular, projective hedgehogs of Rn+1 (that is, hedgehogs Hh ⊂ Rn+1

with an odd support function h : Sn → R) are exactly the hedgehogs of Rn+1

that are of zero constant width. Of course, projective hedgehogs owe their name
to the fact that the natural parametrization xh : Sn → R of a C2-hedgehog can
be defined on the projective space RPn = Sn/(antipodal map). Indeed, for all
f ∈ C2 (Sn;R), we have:

(Hh is projective) ⇐⇒ (∀u ∈ Sn, h (−u) = −h (u))
⇐⇒ (∀u ∈ Sn, xh (−u) = xh (u)) .

Recall that we have already briefly touched on the concept of a projective
hedgehog, first in Subsubsect. 2.2.2 when we were interested in hedgehog ver-
sions of the classical models of the projective plane in R3 in response to a ques-
tion raised by Hilbert and Cohn-Vossen, then in Subsect. 2.5 when we gave an
example of a fractal projective hedgehog with a C1-support function, and finally
in Subsections 2.8 and 2.9 by presenting some of their geometric properties.

In this subsection, we will not review the classical results of the general
theory of bodies of constant width, for which we refer the reader to [MMO]. We
will restrict ourselves to parts of the theory that extend to hedgehogs as well as
to the new results that hedgehogs have made it possible to discover.
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Figure 4.1.1. A hedgehog is projective if, and only if, it
has 0 constant width

4.1.2 Noncircular algebraic curves of constant width: an answer to
Rabinowitz

A disc has the property that it can be rotated between two fixed parallel lines
without losing contact with either line. It has been known for a long time that
there are many other plane convex bodies with the same property. Such plane
convex bodies are called plane convex bodies ‘of constant width’or ‘orbiforms’.
Their boundaries are of course called ‘plane convex curves of constant width’.
A classical noncircular example is the famous Reuleaux triangle [Wk1] which is
made of three circular arcs. But a noncircular plane convex curve of constant
width can be smooth, and not having any circular arc in its boundary. As we
just saw above, the notion of a convex body of constant width extends to higher
dimension.
In this subsubsection, we are essentially interested in noncircular algebraic

curves of constant width. Rabinowitz [Ra] found that the zero set of the fol-
lowing polynomial P ∈ R [X,Y ] forms a noncircular algebraic curve of constant
width in R2:

P (x, y) :=
(
x2 + y2

)4 − 45
(
x2 + y2

)3 − 41283
(
x2 + y2

)2
+7950960

(
x2 + y2

)
+ 16

(
x2 − 3y2

)3
+ 48

(
x2 + y2

) (
x2 − 3y2

)2
+x
(
x2 − 3y2

) (
16
(
x2 + y2

)2 − 5544
(
x2 + y2

)
+ 266382

)
− 7203.
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Then, he raised the following open questions: “The polynomial curve found is
pretty complicated. Can it be put in simpler form? Our polynomial is of degree
8. Is there one with lower degree? What is the lowest degree polynomial whose
graph is a noncircular curve of constant width?”. A couple of years ago, Bardet
and Bayen [Bb, Cor. 2.1] proved that the degree of P , that is 8, is the minimum
possible degree for a noncircular plane convex curve of constant width. Here,
we emphasize the convexity assumption because it is implicit in the statement
of Corollary 2.1 in [Bb]. In this subsubsection taken from [M23], we provide
additional answers to Rabinowitz’s open questions. First, we recall the
notion of a plane hedgehog curve of constant width, and we notice that in this
setting, we can find algebraic curves of constant width much simpler. Second,
we give an example of a noncircular algebraic curve of constant width whose
equation is simpler than the one of Rabinowitz. Finally, we notice that we can
deduce from it (relatively) simple examples in higher dimensions.
For a presentation of the main results intended for the general public with

additional illustrations and animations, we refer the reader to [M22].

Plane algebraic hedgehogs of constant width

Here, we will follow more or less [M2].

Definition 4.1.2 For any smooth function h : S1 = R�2πZ → R, θ 7→ h (θ),
we let Hh denote the envelope of the family of lines given by

x cos θ + y sin θ = h(θ), (4.1.1)

where (x, y) are the coordinates in the canonical basis of the Euclidean vector
space R2. We say that Hh is the plane hedgehog with support function h, and
that Hh is projective if h(θ + π) = −h(θ) for all θ ∈ S1.

Partial differentiation of (4.1.1) yields

− x sin θ + y cos θ = h′(θ). (4.1.2)

From (4.1.1) and (4.1.2), the parametric equations for Hh are{
x = h(θ) cos θ − h′(θ) sin θ
y = h(θ) sin θ + h′(θ) cos θ.

The family of lines (D (θ))θ∈S1 , of which Hh is the envelope, is the family of
‘support lines’of Hh. Suppose that Hh has a well-defined tangent line at the
point (x, y), say T . Then T is the support line with equation (4.1.1): the unit
vector u(θ) = (cos θ, sin θ) is normal to T and h(θ) may be interpreted as the
signed distance from the origin to T .
A plane hedgehog is thus simply a plane envelope that has exactly one ori-

ented support line in each direction. A singularity-free plane hedgehog is simply
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a convex curve. A plane hedgehog is projective if it has exactly one nonoriented
support line in each direction
Now, we can define the width, say wh (θ), of such a plane hedgehog Hh in

the direction u (θ) to be the signed distance between the two support lines of
Hh that are orthogonal to u (θ), that is,

wh (θ) = h (θ) + h (θ + π) .

Thus plane projective hedgehogs are hedgehogs of constant width 0, and
the condition that a plane hedgehog Hh is of constant width 2r is simply that
its support function h has the form f + r, where f is the support function
of a projective hedgehog. Here are three examples of plane hedgehogs: (a) a
convex hedgehog of constant width; (b) a hedgehog with four cusps; (c) a plane
projective hedgehog which is a hypocycloid with three cusps.

(a) (b) (c)

h (θ) = 10 + cos (3θ) h (θ) = cos (2θ) h (θ) = sin 3θ

Figure 4.1.2

Proposition 4.1.2. The plane projective hedgehog Hh with support function
h : S1 → R, θ 7→ sin (3θ) is a noncircular algebraic curve of constant width 0
with equation (

x2 + y2
)2

+ 18
(
x2 + y2

)
− 8y

(
y2 − 3x2

)
= 27.

Proof. We already know that Hh is a noncircular curve of constant width 0.
From the parametric equations for Hh, we deduce that

x2 + y2 = h (θ)
2

+ h′ (θ)
2

= sin2 (3θ) + 9 cos2 (3θ) = 5 + 4 cos (6θ) .

Now, h : S1 → R, θ 7→ sin (3θ) is the restriction of the polynomial −y
(
y2 − 3x2

)
to the unit circle S1, and the linearization of −y

(
y2 − 3x2

)
as a trigonometric

function of θ gives
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−y
(
y2 − 3x2

)
= −12− 14 cos (6θ)− cos (12θ) = −11− 14 cos (6θ)− 2 cos2 (6θ) .

From the above two equations, we deduce easily that(
x2 + y2

)2
+ 18

(
x2 + y2

)
− 8y

(
y2 − 3x2

)
= 27,

�

A noncircular algebraic curve of constant width whose equation is
relatively simple

Any hedgehog whose support function h : S1 → R is of the form h (θ) =
r − sin (3θ), for some constant r, is a hedgehog of constant width 2r. Such a
function h : S1 → R is the support function of a convex body if and only if
(h+ h′′) (θ) = r − 8 sin (3θ) ≥ 0 for all θ ∈ S1, that is if and only if r ≥ 8. We
choose r = 8 in order to be ‘as closed as possible’to the previous example.

Theorem 4.1.2. The plane hedgehog Hh with support function h : S1 → R,
θ 7→ 8 − sin (3θ) = 4 sin3 θ − 3 sin θ + 8 is a noncircular convex algebraic curve
of constant width 16 with equation((

x2 + y2
)2

+ 8y
(
y2 − 3x2

))2

+ 432y
(
y2 − 3x2

) (
351− 10

(
x2 + y2

))
= 5673 + 28

(
x2 + y2

)3
+ 486

(
x2 + y2

) (
67
(
x2 + y2

)
− 567× 18

)
.
(4.1.3)

Proof. The parametric equations for Hh are equivalent to:{
x = −8

(
sin3 (θ)− 1

)
cos (θ)

y = −2 cos (2θ)− cos (4θ) + 8 sin (θ) .

Expanding x and y in terms of c = cos θ and s = sin θ, we obtain after simplifi-
cation: {

x = −8
(
s3 − 1

)
c

y = −3 + 4s
(
2 + 3s− 2s3

)
.

Squaring the first equation and substituting in c2 = 1−s2 gives us the following
system of equations in the three unknowns x, y, and s:{

64
(
1− s2

) (
s3 − 1

)2 − x2 = 0
−3 + 4s

(
2 + 3s− 2s3

)
− y = 0.

We then eliminate s by computing the resultant of the polynomials

A (s) = 64
(
1− s2

) (
s3 − 1

)2 − x2 and B (s) = −3 + 4s
(
2 + 3s− 2s3

)
− y
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with Mathematica, and find after simplification that:((
x2 + y2

)2
+ 8y

(
y2 − 3x2

))2

+ 432y
(
y2 − 3x2

) (
351− 10

(
x2 + y2

))
= 5673 + 28

(
x2 + y2

)3
+ 486

(
x2 + y2

) (
67
(
x2 + y2

)
− 567× 18

)
.

Here, it is important to note that our example has another advantage over
Stanley Rabinowitz’s. The coordinates of the points of the Rabinowitz curve
are indeed such that P (x, y) = 0. But they are not the only ones! The set of
points of the plane whose coordinates are such that P (x, y) = 0 also contains
isolated points that are not on the curve with equation P (x, y) = 0 [PW]. Now,
in our example, we are lucky that the points that correspond to these isolated
points are also located on our curve [PW].

�

,

Figure 4.1.3. The noncircular convex curve of
constant width 16 with equation (4.1.3)

Higher dimension

As we already mentioned, the notion of a hedgehog of constant width can
of course be extended to higher dimension. Each of the above two examples
of algebraic curves of constant width admits an axis of symmetry in R2. By
rotating it around such an axis, we deduce immediately an example of alge-
braic surface of revolution that is of constant width in R3. More precisely, the
algebraic surface with equation
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. (
x2 + y2 + z2

)2
+ 18

(
x2 + y2 + z2

)
− 8z

(
z2 − 3

(
x2 + y2

))
= 27

is a ‘projective hedgehog’of revolution and a surface of constant width 0 in R3

(see Figure 3, left), and the algebraic surface with equation((
x2 + y2 + z2

)2
+ 8z

(
z2 − 3

(
x2 + y2

)))2

+432z
(
z2 − 3

(
x2 + y2

)) (
351− 10

(
x2 + y2 + z2

))
= 5673 + 28

(
x2 + y2 + z2

)3
+486

(
x2 + y2 + z2

) (
67
(
x2 + y2 + z2

)
− 567× 18

)
is a convex surface of constant width 16 in R3 (see Figure 4.1.4, right).

Figure 4.1.4. Our two algebraic surfaces of constant width

There are several methods to explicitly find algebraic constant width bodies,
even without being of revolution (see, e.g., [MMO, Section 8.5]).

4.1.3 Hedgehogs of constant relative width

More generally, given an arbitrary norm ‖.‖ on Rn+1, we may define the (signed)
width of a C2 hedgehog Hh of Rn+1 relative to the centered (i.e., 0-symmetric)
convex body K =

{
x ∈ Rn+1 |‖x‖ ≤ 1

}
, also called the K-width of Hh, in

the direction u to be the (signed) K-distance (i.e., the distance relative to ‖.‖)
between the two cooriented support hyperplanes orthogonal to u, that is, by

wK(h, u) := 2
wh(u)

whK (u)
,

where hK : Sn → R is the support function of K.
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The following proposition relates plane C2 hedgehogs of zero relative mean
width to the subspaces Fk considered in Corollary 3.2.1 in the case n + 1 = 2,
that is, to the subspaces Fk := {h ∈ H2 |a (h, k) = 0}, where a denotes the
mixed area, and k ∈ H2 has positive area.

Proposition 4.1.3. Let ‖.‖ be an arbitrary norm on R2, and let K :={
x ∈ R2 |‖x‖ ≤ 1

}
. There exists a plane convex C2 hedgehog Hk such that

the subspace Fk that is a-orthogonal to k is the subspace of H2 constituted by
all plane C2 hedgehogs Hh of zero mean K-width, that is, by all C2 hedgehogs
satisfying the condition∫ 2π

0

wK(h, θ)dθ = 0 or, equivalently,
∫ 2π

0

h (θ)

hK (θ)
dθ = 0.

Proof of Proposition 4.1.3. Since K is a plane centered convex body of R2,
its support function hK : S1 = R�2πZ → R is π-periodic, so that the general
solution k of the differential equation y + y′′ = 1/hK , namely

k(θ) =

(∫
cos θ

hK(θ)
dθ

)
sin θ −

(∫
sin θ

hK(θ)
dθ

)
cos θ,

is a 2π-periodic C2-function that defines (up to a translation) a hedgehog Hk
that is convex because Rk := k + k′′ = 1/hK > 0. Moreover, for any h ∈ H2,
we have

a (h, k) =
1

2

∫ 2π

0

h (θ) (k + k′′) (θ) dθ =
1

2

∫ 2π

0

h (θ)

hK (θ)
dθ,

so that

a (h, k) = 0 if, and only if,
∫ 2π

0

wK(h, θ)dθ = 0.

�

4.2 Concepts related to constant width

4.2.1 Equichordal points

Let K be a convex body in (n+ 1)-dimensional Euclidean space Rn+1 and let S
be its boundary ∂K. An interior point o of K is called an equichordal point
of S if all chords of S passing through o have the same length. In 1916, Fujiwara
proved that a plane convex curve cannot have more than two equichordal points,
and raised the problem of whether there exists a plane convex curve with exactly
two equichordal points [Fu3]. Independently, Blaschke, Rothe and Weitzenböck
posed the same equichordal point problem a year later [Brw]. Wirsing proved
(assuming its existence) that such a curve must be analytic [Wr]. Petty and
Crotty proved the existence of Minkowski spaces of arbitrary dimension in which
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there are convex hypersurfaces with exactly two equichordal points [PC]. But,
despite its elementary formulation, the equichordal point problem remained
unsolved for a long time. Indeed, it was only in 1996 that Rychlik managed to
solve this diffi cult problem in the negative in a long article using methods of
advanced complex analysis and algebraic geometry [Ry].

In Subsect. 2.7, we recalled the notion of pedal hypersurface (with respect
to the origin o) of any C2-hedgehog of Rn+1 with non-vanishing support func-
tion. If the C2-hedgehog is of constant width, then we see immediately that
its pedal hypersurface P (Hh) has o as an equichordal point, but P (Hh) is not
necessarily convex. Conversely, we have the following:

Proposition 4.2.1. If S is a closed convex hypersurface (that is, the boundary
of a convex body K) of class C2

+ in Rn+1 with an equichordal point o, then
S is the pedal hypersurface (with respect to o) of a hedgehog of constant width
P−1 (S). We will then say that this hedgehog P−1 (S) is the negative pedal of S
(with respect to o).

Proof. Let us assume without loss of generality that o is the origin. From the
assumptions, the hypersurface S is starlike and admits a parametrization of the
form

X : Sn → S, u 7−→ ρ (u) u,

where ρ > 0 denotes its radial function with respect to the origin. Since ρ is
equal to 1/g where g is the support function of the polar body Ko, which is
also of class C2

+ (see Subsect. 2.5 Higher regularity and curvature in [Sc3]),
this radial function ρ is of class C2 on Sn. Now the condition that S have the
origin as an equichordal point is simply that ρ be of the form h+ r, where r is a
constant and h is an odd C2-function on Sn (that is, the support function of a
projective hedgehog). Since we have xh+r (u) = ρ (u)u+(∇h) (u) for all u ∈ Sn,
we see that S is the pedal hypersurface of Hh+r with respect to o. Furthermore,
this hedgehog Hh+r is of constant width 2r. �

Proposition 4.2.2. If S is a closed convex hypersurface (that is the bound-
ary of a convex body) of class C2

+ in Rn+1 with an equichordal point o, then
P−1 (S), the negative pedal of S (with respect to o), is convex if and only if the
hypersurface obtained from S by inversion with respect to Sn is convex.

Proof. We can of course assume without loss of generality that o is the origin.
Let Σ and Σ∗ denote respectively the negative pedal hypersurface P−1(S) and
the hypersurface obtained from S by inversion with respect to Sn. By polarity,
we know that if Σ or Σ∗ is convex, then Σ and Σ∗ are the boundaries of two
respective polar bodies K and Ko (see Subsect. 2.7). This achieves the proof.

�

See Figure 4.2.1 for an illustration of the proof.
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Figure 4.2.1. Illustration for the proof of Prop. 4.2.2

Proposition 4.2.3. Let Hh in Rn be a C2-hedgehog of constant width whose
support function h does not vanish on Sn. Then the pedal hedgehog of Hh with
respect to the origin o is a smooth hypersurface with the origin as an equichordal
point. Furthermore, P (Hh) is convex if and only if 1/h is the support function
of a convex body.

Proof. The pedal hedgehog P (Hh) can be parametrized by

X : Sn → S, u 7−→ h (u) u,

and has the origin as an equichordal point since u 7→ h (u) + h (−u) is con-
stant. Furthermore, we have P (Hh) = (I ◦ P)

(
H1/h

)
, where I denotes the

inversion with respect to Sn and P the map that assigns to each hedgehog (with
non-vanishing support function), its pedal surface with respect to o. Therefore,
if P (Hh) or H1/h is convex, then P (Hh) and H1/h are the boundaries of two
polar bodies. This achieves the proof. �

Note that these questions are also related to equireciprocal points of convex
bodies (e.g., see [Kl]).

4.2.2 Zindler curves in R2 and Zindler-type hypersurfaces in R4

Introduction. It has been a century ago when K. Zindler published a paper
[Zi] where he studied a special kind of planar curves today known by his name.
Zindler curves are those closed curves such that all chords that divide the
curve perimeter (or area) in a half, have the same length. These curves are also
the boundaries of figures of constant density that float in water in equilibrium
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in any position [Bmo] and serve as solutions to other famous problems, such as
the ambiguous tire-track problem or the motion of an electron in a parabolic
magnetic field (see, e.g., [Blp], [Ta] and [BMS]).
There are several known generalizations of these curves in the literature. For

instance, some works studied Zindler curves in non-Euclidean geometries, such
as in isotropic geometry [Ta] or together with some spherical motions [Pt2].
Other works on Zindler curves in normed planes are also available ([MW1],
[MW2]).
Zindler curves are closely related to curves of constant width. In fact, Zindler

curves can be generated by rotating double-normals of a closed plane curve of
constant width a right angle about their midpoint (see [MMO], [Gr] or [Ro]). A
visualization of this construction is presented in Figure 4.2.2.

Figure 4.2.2. A Zindler curve Zh,r constructed by rotating
double-normals of a constant width curve Hh+r, the midpoint

travels along the projective hedgehog Hh, (h(θ) = sin(3θ), r = 8).

The same idea led to other generalizations of Zindler curves. On the one
hand, Hoschek extended in [Ho1] and [Ho2] Zindler curves to R3 using double-
normals of a closed transnormal space curve of constant width. The resulting
curve has analogous properties as the planar one. Wegner generalized the result
to Rn in [Wg2]. On the other hand, Wunderlich constructed Zindler curves
without using spatial curves of constant width in [Wu] based on the family of
tangent lines of the midpoint curve. From this, Pottmann generalized these
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results in [Pt1], as the midpoints of the constant length chords lied on the
striction curve of the ruled surface that is generated by these directions.
The generalization of constant width curves to hypersurfaces of constant

width has been widely studied (see [MMO] and references therein). The general-
ization to hedgehog hypersurfaces of constant width in Rn+1 has been developed
as well, see Subsect. 4.1, including the notion of a projective hedgehog as those
hypersurfaces of constant width 0. Nevertheless, as far as we know, nobody has
provided a generalization of Zindler curves as surfaces in R3 or, more generally,
as hypersurfaces in Rn+1.
The present subsubsection is based on a recent joint work of the author with

D. Rochera [MR1]. Its main aim is to present the definition of a Zindler-type
hypersurface in R4, which constitutes a generalization of planar Zindler curves
and that satisfies analogous properties. Our method, which is quite natural,
requires the structure of a symplectic manifold and therefore an even dimension.
Thus, the same technique cannot be used to find Zindler-type surfaces in R3,
which remains an open problem.

Some properties of planar Zindler curves. Now we are going to describe
some properties of planar Zindler curves, some of which will be generalized later
on to Zindler hypersurfaces.
Themiddle hedgehog of any convex curve of constant width (i.e., the locus

of midpoints of all the diameters) is a projective hedgehog. From it we can easily
construct an associated Zindler curve. But notice that not every Zindler curve
is generated from a middle hedgehog (see e.g., the example by Mampel in [Ma]).
In this subsubsection we will focus on Zindler curves which are associated with
a convex curve of constant width and, thus, which can be generated from a
projective hedgehog.
In general, the midpoint curve is the envelope of the halving chords. This is

a consequence of the following property (see [D1] and [D2]).

Proposition 4.2.4. Let z be a C1-regular parametric curve, and let c be a
vector defining its halving chords at each point following the parameterization
z. Let m be the curve generated by the midpoints of the halving chords. The
curve z is a Zindler curve if and only if c′ (t) is orthogonal to m′ (t) for each
value of the parameter t.

In the generalization of Zindler curves to space curves in Rn proposed by
Pottmann in [Pt1], this condition is imposed in the definition.
Recall that any convex curve is a hedgehog. In particular, convex curves of

constant width 2r > 0 have support functions f such that f (θ) + f (θ + π) =
2r. Curves of constant width 0 are said to be projective hedgehogs. Here, we
will only consider C2-hedgehogs. Auerbach [Au]) was the first that noticed a
relationship between Zindler curves and curves of constant width. In particular,
he proved that Zindler curves have associated curves with the same area. The
reverse is true as well [Ma]: curves of constant width have associated Zindler
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curves with the same area.
A simple proof of this can be given using Holditch’s theorem (for an intro-

duction to Holditch’s theorem see e.g., [PS2] or [MR]).

Proposition 4.2.5. Pairs of associated curves, a convex curve of constant
width and a Zindler curve, have the same area.

Proof. Let Hh be a projective C2-hedgehog of R2. Now, let r > 0 be such that
xh+r : S1 =R/2πZ → R2 and zh,r : S1 =R/2πZ → R2, θ 7→ xh (θ) + ru′ (θ) =
h (θ)u (θ) + (h′ (θ) + r)u′ (θ) are a convex curve of constant width 2r and its
associated Zindler curve, respectively, for chords of length 2r. Recall that for
f ∈ C2

(
S1;R

)
, a (f) denotes the area of Hf . By Holditch’s theorem, we have

that a (h+ r)− a (h) = πr2 and a (Zh,r)− a (h) = πr2, where a (Zh,r) denotes
the area of the Zindler curve Zh,r := zh,r

(
S1
)
. Therefore a (Zh,r) = a (h+ r) .�

Note that this can also be seen as a particular case of swept-out areas by
bicycle tire-track curves (see e.g., [FLT]).

Proposition 4.2.6. Zindler curves generated from a C2-projective hedgehog
are regular.

Proof. Let Hh be a projective C2-hedgehog of R2. Given r ∈ R∗+, the
corresponding Zindler curve Zh,r can be parametrized by:

zh,r : S1 =R/2πZ→ R2, θ 7→ xh (θ) + ru′ (θ) = h (θ)u (θ) + (h′ (θ) + r)u′ (θ) ,

where u (θ) := (cos θ, sin θ). Since

z′h,r (θ) = (h+ h′′) (θ)u′ (θ)− ru (θ) for all θ ∈ S1,

we have that∥∥z′h,r (θ)
∥∥ =

√
(h+ h′′) (θ)

2
+ r2 > 0 for all θ ∈ S1,

so that zh,r is regular. �

There is a well-known result about the angle that the halving chords of a
Zindler curve make with the tangents at their endpoints. It can be stated as
follows (see e.g., [Wu]).

Proposition 4.2.7. The halving chords of a Zindler curve form the same angle
with both tangent vectors to the curve at the corresponding endpoints.

Proof. For all θ ∈ S1, the endpoints z1 (θ) and z2 (θ) of the halving chord
[z1 (θ) , z2 (θ)] of a Zindler curve Zh,r = zh,r

(
S1
)
can be described from the

middle hedgehog Hh := xh
(
S1
)
by

97



 z1 (θ) = xh (θ)− ru′ (θ)

z2 (θ) = xh (θ) + ru′ (θ)
,

where u (θ) := (cos θ, sin θ). Thus, since we have z′1 (θ) = (h+ h′′) (θ)u′ (θ) + ru (θ)

z′2 (θ) = (h+ h′′) (θ)u′ (θ)− ru (θ)
,

for all θ ∈ S1, we also have that 〈z2 (θ)− z1 (θ) , z′1 (θ)〉 = 〈z2 (θ)− z1 (θ) , z′2 (θ)〉,
from which the statement follows. �

The following proposition shows a nice geometrical property between the
evolute of the middle hedgehog Hh and the Zindler curve Zh,r.

Proposition 4.2.8. Let Hh be a projective C2-hedgehog of R2. Recall that its
evolute is the projective hedgehog with support function ∂h : S1 =R/2πZ→ R,
θ 7→ h′

(
θ − π

2

)
. Let r ∈ R∗+, and let Zh,r be the Zindler curve parameterized

by zh,r : S1 =R/2πZ → R2, θ 7→ xh (θ) + ru′ (θ), where u (θ) := (cos θ, sin θ);
Zh,r corresponds to the curve of constant width Hh+r. Then, for all θ ∈ S1, the
vector zh,r(θ) − x∂h(θ) has the same length as z′h,r(θ), and it is orthogonal to
Zh,r at zh,r(θ).

Proof. The evolute of Hh, which we defined as the locus of the centers of
curvature of Hh, can be parametrized by

ch : S1 → R2, θ 7→ ch (θ) := xh (θ)−Rh (θ)u (θ) = h′ (θ)u′ (θ)− h′′ (θ)u (θ) ,

where Rh = h+h′′ is the curvature function of Hh. On another side, the Zindler
curve Zh,r can be parameterized by each of the two parametrizations z1 and z2

described in the proof of Proposition 4.2.7. From this, we deduce immediately
that  z1 (θ)− ch (θ) = (h+ h′′) (θ)u (θ)− ru′ (θ) = −Jz′1 (θ)

z2 (θ)− ch (θ) = (h+ h′′) (θ)u (θ) + ru′ (θ) = −Jz′2 (θ)
,

where J : R2 → R2 is the linear complex structure given by J (a, b) = (−b, a) for
all (a, b) ∈ R2, so that Ju (θ) = u′ (θ) and Ju′ (θ) = −u (θ) for all u ∈ S1. This
completes the proof since the vectors −Jz′1 (θ) and −Jz′2 (θ) are orthogonal to
Zh,r at z1 (θ) and z2 (θ), respectively, and have the same length as z′1 (θ) and
z′2 (θ), respectively. �

Remark. Proposition 4.2.8 provides a method to construct Zindler curves
geometrically from the evolute of a projective hedgehog (see Figure 4.2.3). Let
Hh be a projective C2-hedgehog of R2 oriented by its canonical basis. Consider
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its evolute parametrized by ch : S1 → R2, θ 7→ ch (θ) := xh (θ) − Rh (θ)u (θ) =
x∂h

(
θ + π

2

)
. For all θ ∈ S1 = R/2πZ, take the circle centered at ch (θ) that

cuts the support lines of Hh at xh (θ) in two points z1 (θ) and z2 (θ) such that
[z1 (θ) , z2 (θ)] has length 2r. We have that z1 : S1 → R2 and z2 : S1 → R2

are two parametrizations of a Zindler curve. Furthermore, the Frenet frame of
Zi := zi

(
S1
)
at zi (θ) is given by{

J
(
zi(θ)− c(θ)

)∥∥zi(θ)− c(θ)∥∥ , c(θ)− zi(θ)∥∥zi(θ)− ε(θ)∥∥
}
,

i ∈ {1, 2}.

Figure 4.2.3. A plane projective hedgehog Hh, its evolute H∂h,
and the associated Zindler curve Zh,r with tangent and normal

unit vectors tz and nz, respectively

Geometric preliminaries in R4. In this section we will briefly introduce the
linear space in which we will work as well as some concepts on hedgehogs and
symplectic geometry which are needed for our purpose. We will come back to
this in much more detail in Section 6 in which we will study real hedgehogs in

99



R2n endowed with a linear complex structure.

Definition of a symplectic area

Let (V, J, ω) be a Kähler vector space, where J is a complex structure
compatible with a symplectic form ω. The symplectic area of a closed curve
γ : S1 → V is defined by

A(γ) :=

∫
γ

α, (4.2.1)

where α is the 1-form given by (α)x(dx) = 1
2 ω(x, dx), which is such that dα = ω.

Notice that the integral (4.2.1) does not depend on the orientation of the curve γ
(as if we change the orientation of γ, the 1-form α is changed into its opposite).
Explicitly, if S1 ∼= R/2πZ, the symplectic area of γ (sometimes called the action
of γ) can be written as

A(γ) =
1

2

∫ 2π

0

ω
(
γ(t), γ′(t)

)
dt.

Geometrically, the symplectic area can be regarded as the sum of the algebraic
areas of the projections of γ onto a set of orthogonal vector planes. The inter-
ested reader can find more details in [MDS], [MD1], [MD2] or [C].

Geometry of R4 as a Kähler vector space

Now we will equip R4 with a geometric structure. The reader can see [M21],
[Th] and [MDS] as main references for the background of this section.
We identify R4 with the quaternion algebra H and thus the unit sphere S3

with the set S1
H of unit quaternions. We denote by S2 the set S1

H ∩ Im (H) of
pure unit quaternions. Furthermore, to any pure unit quaternion v we associate
the linear complex structure Jv : R4 → R4, x 7−→ vx. In other words, for any
v ∈ S2, we choose to work in the Kähler vector space

(
R4, Jv, ωv

)
, where ωv

denotes the associated Kähler form (i.e. the alternating 2-form ωv (X,Y ) =
〈JvX,Y 〉, where 〈·, ·〉 is the standard Euclidean metric on R4). To any v ∈ S2,
it corresponds a Hopf fibration and a Hopf flow on S3 ∼= S1

H leaving the
Hopf fibration invariant, namely the Hopf flow induced on S3 by the vector
field Xv (u) := Jv (u), that is the Hopf flow {(φv)θ}θ∈S1 given by (φv)θ (u) :=

(cos θ)u+ (sin θ) vu, for any u ∈ S3.
For every (u, v) ∈ S3 × S2, let S1

u,v be the oriented geodesic of S3 through u
in the direction of Jv(u). This oriented Hopf circle of S3 ⊂

(
R4, Jv

)
can be

regarded as a unit circle of the vector plane C(u, v) := Ru+RJv (u) oriented by
(u, Jv(u)). Conversely, any oriented vector plane ξ in R4 determines an oriented
unit circle S1

ξ = S3 ∩ ξ and a pure unit quaternion vξ that is such that: for all
u ∈ S1

ξ , TuS1
ξ is oriented by the unit vector Jvξ(u).

Thus, the symplectic area of γ : S1
u,v → R4 in the Kähler vector space(

R4, Jv, ωv
)
is the sum of the algebraic areas of its projections onto the planes
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C(u, v) and C(u, v)⊥. Notice that the orientation of S1
u,v (or of the plane that

contains this Hopf circle) is not relevant for the computation of the symplectic
area.

Expression of the symplectic area of the image of a Hopf circle under
hedgehogs

Let Hh be any C2-hedgehog in R4, and let su,v(h) denote the symplectic
area of the curve xh : S1

u,v → R4:

su,v (h) =

∫
xh(S1u,v)

αv,

where αv is the 1-form given by (αv)x (dx) = 1
2ωv(x, dx) = 1

2

〈
x, (−Jv) (dx)

〉
.

The author proved the following proposition (see Section 6):

Proposition 6.6.5. For all h ∈ C∞
(
S3;R

)
and (u, v) ∈ S3 × S2,

su,v (h) =
1

2

∫ 2π

0

〈xh (uθ) , Rh (uθ, v) uθ〉 dθ,

where uθ = (cos θ)u + (sin θ) Jv(u) and Rh (uθ, v) = −v (Tuθxh) (Jv (uθ))uθ,
with uθ being the quaternion conjugate of uθ.

Decomposition of hedgehogs (see Section 6)

Let (v, w) be any couple of pure unit quaternions that are orthogonal when
they are regarded as vectors of R4. The quadruple (1, v, w, vw) is then a direct
orthonormal basis of H ∼= R4. For any C2-hedgehog Hh in R4 and, for any
u ∈ S3, we have the following decompositions:

xh(u) = h(u)u+∇h(u)

= h(u)u+ 〈∇h(u), vu〉 vu+ 〈∇h(u), wu〉wu+ 〈∇h(u), vwu〉 vwu
= h(u)u+ ∂vh(vu) vu+ ∂wh(wu)wu+ ∂vwh(vwu) vwu

= (h(u) + ∂vh(vu) v + ∂wh(wu)w + ∂vwh(vwu) vw)u,

where, for any pure unit quaternion q,

∂qh : S3 → R, u 7−→ 〈∇h (−Jq (u)) , u〉

is the support function of the so-called evolute of Hh in the Kähler vector space(
R4, Jq, ωq

)
, see Section 6).

Zindler-type hypersurfaces in R4. Let Hh be a C2-hedgehog in R4 that is
projective. Recall that the condition for a C2-hedgehog Hh to be projective is
that h(u) + h(−u) = 0 for all u ∈ S3, and thus xh(−u) = xh(u) for all u ∈ S3.
For all r > 0, the C2-hedgehog of R4 with support function h + r is then of
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constant width 2r (in other words, the distance between the two support hy-
perplanes that are orthogonal to the line Ru is equal to 2r), and if r is large
enough then Hh+r is necessarily convex and regular.

Definition 4.2.1. Let Hh be a C2 projective hedgehog in R4 and let r > 0 be
such that Hh+r is a convex hypersurface of constant width. Given a pure unit
quaternion v ∈ S2, the hypersurface Zvh,r of R4 that is parametrized by

zvh,r : S3 → R4

u 7→ xh (u) + rvu.

will be called the v-Zindler hypersurface associated with Hh+r.

Notice that the hypersurface Zvh,r = zvh,r
(
S3
)
is fibrated by the smooth

curves that are the image of the Hopf circles S1
u,v under z

v
h,r : S3 → R4. The

following result essentially states some properties that make Zvh,r a Zindler-type
hypersurface.

Theorem 4.2.1. Let Hh be a C2 projective hedgehog in R4 and let r > 0 be
such that Hh+r is a convex hypersurface of constant width 2 r. Let Zvh,r be
the associated v-Zindler hypersurface, for some v ∈ S2. Then the following
properties hold.

1. For all u ∈ S3, the chord
[
zvh,r(−u), zvh,r(u)

]
has length 2 r, and xh(u) is its

midpoint.

2. The curve Zu,vh,r := zvh,r
(
S1
u,v

)
is regular and has perimeter halving chords[

zvh,r (−uθ) , zvh,r (uθ)
]
, where uθ := (cos θ)u+ (sin θ) vu ∈ S1

u,v, (θ ∈ R/2πZ).

3. The halving chords
[
zvh,r (−uθ) , zvh,r (uθ)

]
form the same angle with both

tangent vectors to the curve Zu,vh,r at the corresponding endpoints.
4. The orthogonal projection of the curve Zu,vh,r onto the vector plane C(u, v) :=
Ru + RJv(u) oriented by (u, Jv(u)) is a Zindler curve of C(u, v) that is para-
metrized by

z : R/2πZ → C (u, v)
θ 7→ xh|S1u,v

(θ) + rvuθ.

where Hh|S1u,v is the projective hedgehog of C(u, v) whose support function is the

restriction of h to S1
u,v.

Proof. 1. Let u ∈ S3. By construction, the Zindler hypersurface satisfies

zvh,r(−u) + zvh,r(u)

2
= xh (u) .

Moreover, since xh (−u) = xh (u), we have:∥∥zvh,r(u)− zvh,r(−u)
∥∥ = ‖2rvu‖ = 2r.
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2. First, notice that for all θ ∈ R, uθ+π = −uθ ∈ S1
u,v. Let us prove that the

length of each part of Zu,vh,r connecting zvh,r (−uθ) and zvh,r (uθ) is one half the
length of Zu,vh,r . The curve θ 7→ zvh,r (θ) := zvh,r (uθ) is such that for all θ,(

zvh,r
)′

(θ) = (Tuθxh) (vuθ) + rv (vuθ) = (Tuθxh) (vuθ)− ruθ,

where Tuθxh is the tangent map of xh at uθ. Since Hh is projective,

(
zvh,r

)′
(θ + π) =

(
Tuθ+πxh

)
(vuθ+π)− ruθ+π

= (T−uθxh) (−vuθ) + ruθ = (Tuθxh) (vuθ) + ruθ.

Thus for all θ,∥∥∥(zvh,r)′ (θ + π)
∥∥∥ =

√
‖(Tuθxh) (vuθ)‖2 + r2 =

∥∥∥(zvh,r)′ (θ)∥∥∥ .
In other words, θ 7→

∥∥∥∥(zvh,r)′ (θ)∥∥∥∥ is π-periodic, and therefore for all θ,∫ θ+π

θ

∥∥∥(zvh,r)′ (t)∥∥∥ dt =

∫ π

0

∥∥∥(zvh,r)′ (t)∥∥∥ dt =
L

2
,

where L is the length of Zu,vh,r . Moreover, Z
u,v
h,r is indeed regular since for all θ,∥∥∥∥(zvh,r)′ (θ)∥∥∥∥ ≥ r > 0.

3. For all θ, zvh,r(uθ) − zvh,r(−uθ) = 2rvuθ is orthogonal to uθ. Hence for
all θ,

〈
zvh,r (uθ)− zvh,r(−uθ),

(
zvh,r

)′
(θ)
〉

=
〈
zvh,r (uθ)− zvh,r(−uθ),

(
zvh,r

)′
(θ + π)

〉
.

4. By the decomposition of a hedgehog as given above, we have that

xf (u) = f (u)u+ ∂vf (vu) vu ∈ C (u, v)

where f = h|S1u,v . Therefore, the orthogonal projection of Z
u,v
h,r onto C(u, v) can

be parametrized by

z : R/2πZ→ C(u, v), θ 7→ xh|S1u,v
(θ) + rvuθ.

Note that is a planar Zindler curve by construction, as Hh|S1u,v is a projective
hedgehog of C(u, v) such that, for all θ, the support line at xh|S1u,v

(θ) is directed

by Jv (uθ) = vuθ. Also note that the length r is large enough to have a Zindler
curve because it is associated with the curve defined by the same orthogonal
projection of Hh+r onto C(u, v), which is known to be a planar convex curve of
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constant width 2r. �

Remark. The curve Zu,vh,r = zvh,r
(
S1
u,v

)
from Theorem 4.2.1. is a spatial

Zindler curve in the sense of Pottmann [Pt1] because it is written as

θ 7→ zvh,r (θ) = xh (uθ) + rvuθ

where θ 7→ m (θ) = xh (uθ) is the striction line of the ruled surface generated by
the halving chords with directions e (θ) = vuθ, (θ ∈ R/2πZ). This is because
m′ (θ) is orthogonal to e′ (θ) for all θ. In addition, we have m (θ + π) = m (θ)
and e (θ + π) = −e (θ) for all θ.

Therefore, we can say that the Zindler hypersurface Zvh,r is fibrated by space
Zindler curves in the sense of Pottmann.

The following result aims to show that the space Zindler curve Zu,vh,r on the
Zindler hypersurface Zvh,r has an associated space curve of constant width lying
on the corresponding hypersurface of constant width Hh+r.
There are several generalizations of constant width curves to space in the

literature which are not necessarily equivalent. Fujiwara [Fu1] was the first
one to make a definition in R3. He also considered a more restrictive class of
curves there and later in [Fu2]. After him, some other authors provided similar
definitions based on his work (see, e.g., [Wg1], [BF, p. 147] or [Smk]).
The original definition by Fujiwara extended to Rn reads as follows.

Definition 4.2.2 (Fujiwara) Let C be a closed and regular curve in Rn. Given
a point A ∈ C, let δA,P be the shortest distance between the tangent line at A
and that at another point P ∈ C. The width of C with respect to A is defined
by

MA = max
P∈C

δA,P .

The curve C is said to be of constant width if MA is constant for all A ∈ C.

It can be proved that a suffi cient condition to have a space curve of constant
width is the following:

Proposition 4.2.9. If there exists a diffeomorphism P � P ′ between points of
C such that [PP ′] are maximal chords which are double-normal (orthogonal to
the tangents to C at the endpoints P and P ′) and such that as a point M on
C moves from P to P ′ according to an orientation, the point M ′ moves from
P ′ to P with the same orientation, then the curve C is of constant width.

We are going to use this proposition to prove the following result.

Theorem 4.2.2. Let Hh be a C 2 projective hedgehog in R4 and let r > 0 be
such that Hh+r is a convex and regular hypersurface of constant width 2r. Let
Zvh,r = zvh,r

(
S3
)
be its associated v-Zindler hypersurface for any v ∈ S2. Then,
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for all (u, v) ∈ S3 × S2, the curve xh+r(S1
u,v) is a space curve of constant width

that has the space Zindler curve zvh,r(S1
u,v) as its associated by a rotation of the

constant length chords through the unit pure quaternion v.

Proof. Let α : S1
u,v → R4, uθ 7→ α (θ) := α (uθ) be defined by α (θ) =

xh+r (uθ) = xh (uθ) + ruθ, where uθ := (cos θ)u + (sin θ) vu ∈ S1
u,v, for all

θ ∈ R/2πZ. First, notice that α is regular since xh+r is regular.
The points α (θ) and α (θ + π) are unequivocally associated by means of the

diffeomorphism given by θ 7→ θ + π. In addition

α′ (θ) = (Tuθxh) (vuθ) + rvuθ,

α′ (θ + π) = (Tuθxh) (vuθ)− rvuθ,

and

α (θ)− α (θ + π) = 2ruθ.

Thus, the chords with endpoints α (θ) and α (θ + π) are double-normal. Since
Hh is projective, these chords are of constant length:

‖α (θ)− α (θ + π)‖ = 2r.

As α lies on a hypersurface of constant width 2r, these chords are also maximal.
Therefore, we conclude by Proposition 4.2.2 that the curve α is of constant
width.
Finally, notice that if the chords [α (θ) , α (θ + π)] of constant length 2r are

rotated through the unit pure quaternion v, then we obtain the halving chords[
zvh,r (uθ) , z

v
h,r (uθ + π)

]
of Zu,vh,r = zvh,r

(
S1
u,v

)
, and

zvh,r (uθ)− zvh,r (uθ + π) = 2rvuθ,

so that α is associated with zvh,r through the unit pure quaternion v. �

The space curve of constant width of Theorem 4.2.2 is not transnormal, as
the vectors α′ (θ) and α′ (θ + π) are not parallel and, therefore, they do not share
the same normal hyperplane at the corresponding points α (θ) and α (θ + π).

The previous results can be complemented with the following theorem, which
states that the symplectic areas of these pairs of associated curves (a space curve
of constant width and a space Zindler curves) are the same. This constitutes a
generalization of Proposition 4.2.5.

Theorem 4.2.3. Let Hh be a C 2 projective hedgehog in R4 and let r > 0
be such that Hh+r is a convex hypersurface of constant width 2r. Let Zvh,r =

zvh,r
(
S3
)
be its associated v-Zindler hypersurface for any v ∈ S2. Then, for all

(u, v) ∈ S3 × S2, the symplectic area of zvh,r(S1
u,v) is equal to the symplectic
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area su,v(h + r) of xh+r(S1
u,v). More precisely, both symplectic areas are equal

to su,v(h) + πr2.

Proof. By definition, the symplectic area of zvh,r(S1
u,v) in the Kähler vector

space
(
R4, Jv, ωv

)
is

∫
zvh,r(S1u,v)

αv =
1

2

∫ 2π

0

〈
zvh,r (θ) , (−Jv)

((
zvh,r

)′
(θ)

)〉
dθ

=
1

2

∫ 2π

0

〈xh (uθ) + rvuθ, (−Jv) ((Tuθxh) (vuθ)− ruθ)〉 dθ

=
1

2

∫ 2π

0

〈xh (uθ) + rvuθ, (−Jv) ((Tuθxh) (vuθ)) + rvuθ〉 dθ.

By bilinearity of 〈., .〉 we then deduce

∫
zvh,r(S1u,v)

αv = su,v (h) + πr2 +
r

2

∫ 2π

0

〈xh (uθ) , vuθ〉 dθ

− r

2

∫ 2π

0

〈vuθ, v (Tuθxh) (vuθ)〉 dθ.

Now, ∫ 2π

0

〈xh (uθ) , vuθ〉 dθ =

∫ 2π

0

〈h (uθ)uθ +∇h (uθ) , vuθ〉 dθ

=

∫ 2π

0

〈∇h (uθ) , vuθ〉 dθ = 0,

because we have

〈∇h (uθ+π) , vuθ+π〉 = −〈∇h (uθ) , vuθ〉 for all θ ∈ R/2πZ,

by the fact that Hh is projective. Since Jv : R4 → R4, x 7→ vx is an isometry,
we also have∫ 2π

0

〈vuθ, v (Tuθxh) (vuθ)〉 dθ =

∫ 2π

0

〈uθ, (Tuθxh) (vuθ)〉 dθ = 0.

Therefore ∫
zvh,r(S1u,v)

αv = su,v (h) + πr2.
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Now, by Proposition 6.6.5 above, we have

su,v (h+ r) =
1

2

∫ 2π

0

〈xh+r (uθ) , Rh+r (uθ, v) uθ〉 dθ,

=
1

2

∫ 2π

0

〈xh (uθ) + ruθ, Rh (uθ, v)uθ + r uθ〉 dθ,

and by bilinearity of 〈., .〉, we deduce then

su,v (h+ r) = su,v (h) + πr2 +
r

2

∫ 2π

0

〈xh (uθ) , uθ〉 dθ

+
r

2

∫ 2π

0

〈uθ, Rh (uθ, v)uθ〉 dθ

The first integral is∫ 2π

0

〈xh (uθ) , uθ〉 dθ =

∫ 2π

0

〈h (uθ)uθ +∇h (uθ) , uθ〉 dθ

=

∫ 2π

0

h (uθ) dθ = 0,

because Hh is projective. Again, since Jv : R4 → R4, x 7→ vx is an isometry, we
also have

∫ 2π

0

〈uθ, Rh (uθ, v)uθ〉 dθ =

∫ 2π

0

〈uθ,−v (Tuθxh) (vuθ)〉 dθ

=

∫ 2π

0

〈vuθ, (Tuθxh) (vuθ)〉 dθ = 0,

by the fact that〈
vuθ+π,

(
Tuθ+πxh

)
(vuθ+π)

〉
= 〈−vuθ,− (Tuθxh) (−vuθ)〉 ,

for all θ ∈ R/2πZ. Therefore,

su,v (h+ r) = su,v (h) + πr2.

�
The relation between the evolute of the projective hedgehog and the Zindler

curve in the plane described in Proposition 4.2.8. can also be extended to R4.
We will see in Subsect. 6.6 that the evolute of a projective hedgehog Hh in
(R4, Jv, ωv) with respect to the pure unit quaternion v ∈ S2 is the projective
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hedgehog H∂vh with support function ∂vh : S3 → R, u 7−→ 〈∇h (−Jv (u)) , u〉,
which can be parameterized by

x
∂vh

(u) = xh(u)−Rh(u, v)u,

where Rh(u, v) = −v Tuxh (Jv(u)) u, for any u ∈ S3.

Theorem 4.2.4. Let Hh be a C 2 projective hedgehog in R4 and let H∂vh be
the projective hedgehog that is its evolute with respect to a pure unit quater-
nion v ∈ S2. Given r > 0, let Zvh,r be the v-Zindler hypersurface associated
with Hh+r. Then, for all (u, v) ∈ S3 × S2, the vector zvh,r(uθ) − x∂vh(uθ) has
the same length as (zvh,r)

′(uθ) and it is orthogonal to Zvh,r at zvh,r(uθ), where
uθ = (cos θ)u+ (sin θ) vu ∈ S1

u,v.

Proof. The v-Zindler hypersurface Zvh,r can be parametrized by zvh,r : S1 → R4,
θ 7→ zvh,r (θ) = xh (uθ) + rvuθ, and we have (zvh,r)

′(θ) = (Tuθxh) (vuθ) − ruθ,(
θ ∈ S1

)
. For all θ ∈ S1, x

∂vh
(uθ) = xh (uθ) + v (Tuθxh) (vuθ), and hence

zvh,r (u)− x
∂vh

(uθ) = rvuθ − v (Tuθxh) (vuθ) = −v(zvh,r)
′(θ).

This implies that ∥∥zvh,r (u)− x
∂vh

(uθ)
∥∥ =

∥∥(zvh,r)
′(θ)
∥∥

and 〈
zvh,r (u)− x

∂vh
(uθ), (z

v
h,r)
′(θ)
〉

= 0

for all θ ∈ S1. �

4.3 Projection bodies, zonoids, generalized zonoids and
hedgehogs

Unless explicitly states otherwise, the results of this subsection are essentially
taken from [M5]. Recall that the so-called cosine transform , which associates
to any continuous function f ∈ C (Sn;R) the map Tf : Rn+1 → R defined by

Tf (x) :=

∫
Sn
|〈x, v〉| f (v) dσ (v) ,

where 〈., .〉 is the standard inner product and σ the spherical Lebesgue mea-
sure, often appears in convex geometry. For instance, every suffi ciently smooth
support function of a convex body arises as a cosine transform of a continuous
function. In this section, we prove that for any R ∈ C (Sn;R), the map

h : Sn → R, u 7→
∫
Sn
|〈u, v〉|R(v)dσ(v),
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is of class C2. It follows that the boundaries of zonoids (resp. generalized
zonoids) whose generating measure have a continuous density with respect to
σ can be considered as C2-hedgehogs. We deduce the following local property
for such zonoids: Given a zonoid K whose generating measure has a continuous
density with respect to σ, if one of the principal radii of curvature of its boundary
is zero at u ∈ Sn, then all the other ones are also zero at u. We give a formula for
the curvature function of the hedgehog defined by h and we deduce a necessary
and suffi cient condition for h being the support function of a convex body of
class C2

+. We define projection hedgehogs (resp. mixed projection hedgehogs)
and interpret their support functions in terms of n-dimensional volume (resp.
mixed volume). Finally, this study leads us to consider the extension of the
classical Minkowski problem to hedgehogs.

4.3.1 Introduction and statement of results

Recall that Minkowski sums of line segments form type of polytopes called
zonotopes (see Figure 4.3.1). A zonoid is a (necessarily centrally symmetric)
convex body that is the limit, in the sense of the Hausdorffmetric, of a sequence
of zonotopes. Zonoids play an important role in various areas such as the theory
of vector measures, Banach space theory or stochastic geometry. After recalling
basic facts on zonoids, we present a study of zonoids and their generalizations
based on hedgehogs. For further results on zonoids and related topics, we refer
the reader to the survey of Schneider and Weil [SW].

Figure 4.3.1. Zonotope of R3 that is the sum of the
line segments connecting (0, 0, 0) to (1, 0, 0), (0, 1, 0),
(0, 1, 1) /

√
2 , (0,−1, 1) /

√
2, (1, 0, 1) /

√
2, (−1, 0, 1) /

√
2

Remind that the support function of a convex body K of Rn+1 is defined by

hK(u) = max
v∈K
〈u, v〉 for u ∈ Rn+1,
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where 〈., .〉 denotes the standard inner product. It is well-known [Sc3, Theorem
3.5.3] that a centered (i.e., symmetric with respect to the origin) convex body
K ⊂ Rn+1 is a zonoid if and only if its support function hK can be represented
in the form

hK(u) =

∫
Sn
|〈u, v〉| dµ(v), (4.3.1)

where µ is a nonnegative even Borel measure on the unit sphere Sn of Rn+1.
Here µ is called even if it is invariant under reflection in the origin.
Projection bodies are an important class of zonoids. Given a convex body

K in Rn+1, the projection body of K is the centered zonoid ΠK with support
function

hΠK(u) =
1

2

∫
Sn
|〈u, v〉| dS(K, v) =

∫
Sn
|〈u, v〉| dρ(v),

where S(K, .) is the surface area measure of K and ρ is the Borel measure
defined by ρ(Ω) = 1

4 (S(K,Ω) + S(K,−Ω)) for any Borel set Ω ⊂ Sn. For any
u ∈ Sn, hΠK(u) is the brightness of K in the direction of u, that is the n-
dimensional volume of the orthogonal projection of K onto the linear subspace
orthogonal to u [Sc3, p. 302]; this explains the expression ‘projection body’.
From the general case of Minkowski’s existence theorem [Sc3, Theorem 8.2.2],
any (n + 1)-dimensional centered zonoid is a projection body. In this section,
we extend the notion of projection body (and its interpretation in terms of
brightness) to hedgehogs and we consider the Minkowski problem for hedgehogs.
Generalized zonoids are simply defined by extending the integral represen-

tation (4.3.1) to signed measures: a centered convex body K of Rn+1 is a
generalized zonoid if its support function hK can be represented in the form
(4.3.1) with µ a signed even Borel measure on Sn. Such a representation is
unique [Sc3, Theorem 3.5.4] and µ is called the generating measure of K.

The present section is mostly interested in generalized zonoids whose gen-
erating measures have a continuous density with respect to spherical Lebesgue
measure. For any even real function h of class Ck on Sn, where k ≥ n + 3 is
even, there exists an even continuous function R on Sn such that

h(u) =

∫
Sn
|〈u, v〉|R(v)dσ(v), (4.3.2)

where σ is the spherical Lebesgue measure [Sc3, Theorem 3.5.4]. Consequently,
any centered convex body with suffi ciently smooth support function is a gen-
eralized zonoid of this type. Note that Schneider [Sc1] has obtained explicit
examples of smooth centered convex bodies that are not zonoids. Given any
even continuous real function R on Sn, Lindquist [L, Theorem 1] has proved
that (4.3.2) defines a support function of a convex body if and only if∫

S

〈v, x〉2R(v)dσS(v) ≥ 0, (4.3.3)
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for all (n−1)-dimensional great sphere S ⊂ Sn with spherical Lebesgue measure
σS and for all x ∈ S. Our first theorem states that (4.3.2) defines a support
function of a C2-hedgehog for any continuous real function R on Sn. As a
corollary, we deduce a criterion for h being the support function of a convex
body of class C2

+ (i.e., whose boundary is a convex hypersurface of class C2

with positive Gauss curvature). We also deduce a new proof and the geometrical
significance of Lindquist’s criterion . Our second result gives a local property
of zonoids whose generating measures have a continuous density with respect to
spherical Lebesgue measure. Recall that Weil [Wei] has shown that a strictly
local characterization of zonoids cannot exist.

Remind that if a hedgehog Hh of Rn+1 is not necessarily a convex hypersurface,
its natural parametrization xh : Sn → Hh, u 7→ h(u)u + (∇h) (u) can be inter-
preted as the inverse of its Gauss map, in the sense that: at each regular point
xh (u) of Hh, u is a normal vector to Hh. As we already said, for computations
it is often convenient to extend h to Rn+1� {0} as a positively 1-homogeneous
function (i.e., such that h(tu) = th(u) for all t > 0). Then the second differential
of h at u ∈ Sn, considered as a bilinear form on Rn+1, satisfies

d2hu(u, u) = 0 and d2hu(x, x) = 〈x, Tuxh(x)〉 for all x ∈ TuSn,
so that its eigenvalues are 0 and the principal radii of curvature of Hh at u [Sc3,
Corollary 2.5.2].
The following observation relates zonoids to hedgehogs:

For any continuous real function R on Sn, Relation (4.3.2) defines the sup-
port function of a hedgehog Hh.

This assertion is an immediate consequence of our first theorem:

Theorem 4.3.1. Let R be a continuous real function on Sn. Then, the posi-
tively 1-homogeneous function

h : Rn+1 → R, u 7−→
∫
Sn
|〈u, v〉|R(v)dσ(v),

is of class C2 on Rn+1� {0}.
Its second differential at u, considered as a bilinear form on Rn+1, is given by

d2hu(x, y) =
2

‖u‖

∫
Su

〈v, x〉 〈v, y〉R(v)dσu(v),

where Su is the unit sphere of the n-dimensional subspace of Rn+1 that is or-
thogonal to u and σu is the spherical Lebesgue measure on Su.

A direct consequence of Theorem 4.3.1 is that the cosine transform T :
C (Sn;R)→ C2 (Sn;R), f 7→ Tf is a bounded linear operator from C (Sn;R) to
C2 (Sn;R), which is an essential tool in the proof of Ivaki’s fixed points results
[Iv1, Iv2].
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Theorem 4.3.1 has various geometric applications related to zonoids. We be-
gin by the above-mentioned criterion of Lindquist. As is well-known, a necessary
and suffi cient condition that a positively 1-homogeneous function h : Rn+1 → R
of class C2 on Rn+1� {0} should be the support function of a convex body is
that

d2hu(x, x) ≥ 0 for all u ∈ Sn and x ∈ Su
Therefore, Theorem 4.3.1 provides a new proof of Lindquist’s criterion. More-
over, for such a function h, d2hu(x, x) has a geometric significance in the linear
plane Π spanned by u ∈ Sn and x ∈ Su. Indeed, a computation shows that
d2hu(x, x) is the (principal) radius of curvature at u of the hedgehog of Π whose
support function is the restriction of h to Sn ∩ Π. For h convex, this radius
of curvature Rh(u, x) is called the tangential radius of curvature of Hh at
xh(u) in the direction x [Sc3, p. 126]. Extending this definition to hedgehogs,
we can state the geometric significance of Lindquist’s criterion:

Lindquist’s condition asserts that all tangential radii of curvature are non-
negative.

Theorem 4.3.1 also provides information on the boundary structure of zonoids
(resp. generalized zonoids). By theorem 4.3.1, the boundary of a generalized
zonoid whose generating measure has a continuous density with respect to spher-
ical Lebesgue measure is a hedgehog. In particular, its principal radii of curvature
are everywhere defined as functions of the outer unit normal vector.

We know that a characterization of zonoids by a strictly local criterion is
not possible [Wei]. However, using Theorem 4.3.1 we prove the following local
property:

Theorem 4.3.2. Let K be a zonoid whose generating measure has a continuous
density with respect to spherical Lebesgue measure. If one of its principal radii
of curvature is zero at u, then all its principal radii of curvature are zero at u.

Thus, Theorem 4.3.2 yields a class of centered convex bodies with smooth
support function that are not zonoids. For example, the centered convex body
K of R3 with support function given by

hK(v) = 2− 〈u, v〉2 for v ∈ S2,

where u ∈ S2 is fixed, is not a zonoid. Indeed, on the great circle Su, one of its
principal radii of curvature is zero whereas the other one is nonzero.

Theorem 4.3.1 also allows us to extend the notion of projection body to hedge-
hogs. First consider a convex bodyK whose boundary is a hedgehogHf of Rn+1

with everywhere positive radii of curvature. Its surface area measure S(K, .) has
the product Rf of the principal radii of curvature (that is, the reciprocal Gauss
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curvature) as a density with respect to spherical Lebesgue measure σ (see [Sc3,
p. 545]), so that the support function of the projection body ΠK is given by

hΠK(u) =
1

2

∫
Sn
|〈u, v〉|Rf (v) dσ(v).

As the reciprocal Gauss curvature Rf is a continuous function, it follows from
Theorem 4.3.1 that the boundary of ΠK is a hedgehog. Now, for any hedgehog,
the product of the principal radii of curvature is a continuous function. Conse-
quently, Theorem 4.3.1 permits us to state:

Proposition 4.3.1 and definition. Let Hf be a hedgehog of Rn+1 and let Rf
be the product of its principal radii of curvature. Then, the function

hf : Sn → R, u 7−→ 1

2

∫
Sn
|〈u, v〉|Rf (v)dσ(v),

is the support function of a hedgehog Πf .
We call Πf the projection hedgehog of Hf .

Our following proposition asserts that the signed distance from the origin to
the oriented support hyperplane of Πf with unit normal vector u is equal to the
n-dimensional volume of the hedgehog whose support function is the restriction
of f to Su = Sn ∩ u⊥, where u⊥ is the n-dimensional subspace of Rn+1 that is
orthogonal to u:

Proposition 4.3.2. Let Hf be a hedgehog of Rn+1. Then, the support function
hf of its projection hedgehog Πf is such that:

hf (u) = vn(fu) for all u ∈ Sn,

where Hfu is the hedgehog of u⊥ whose support function fu is the restriction
of f to Su = Sn ∩ u⊥.

Using Theorem 4.3.1, we can also extend the notion of mixed projection
body introduced by E. Lutwak [Lu] to hedgehogs. Indeed, as the mixed curva-
ture function of n hedgehogs is a continuous function on Sn, we can state the
following generalization of Proposition 4.3.1:

Proposition 4.3.3 and definition. Let Hf1 , . . . , Hfn be n hedgehogs of
Rn+1. Then, the function

h(f1,..., fn) : Sn → R, u 7−→ 1

2

∫
Sn
|〈u, v〉| R(f1,..., fn)(v)dσ(v),

is the support function of a hedgehog Π(f1,..., fn).

We call Π(f1,..., fn) the mixed projection hedgehog of Hf1 , ..., Hfn .
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Naturally, we have the following generalization of Proposition 4.3.2:

Proposition 4.3.4 . Let Hf1 , . . . , Hfn be n hedgehogs of Rn+1. Then, the
support function h(f1,..., fn) of their mixed projection hedgehog is such that

h(f1,..., fn)(u) = vn(fu1 , . . . , f
u
n ) for all u ∈ Sn,

where fui is the restriction of fi to Su = Sn ∩ u⊥ for i ∈ {1, . . . , n}.

By integration, it follows that

s(f1, ..., fn) =
1

κn

∫
Sn
vn(fu1 , . . . , f

u
n )dσ(u),

where κn is the Lebesgue measure of the unit ball in Rn. As a particular case,
we have the extension of Kubota’s formula to hedgehogs:

vmn+1(f) =
1

(n+ 1)κn

∫
Sn
vmn (fu)dσ(u),

where vmn+1(f) = vn+1(f, . . . , f︸ ︷︷ ︸
m

, 1, . . . , 1︸ ︷︷ ︸
n−m+1

) and vmn (fu) = vn(fu, . . . , fu︸ ︷︷ ︸
m

, 1, . . . , 1︸ ︷︷ ︸
n−m

).

The following proposition ensures that every centered (i.e., symmetric with
respect to the origin) hedgehog with suffi ciently smooth support function is a
mixed projection hedgehog.

Proposition 4.3.5. Let Hh be a hedgehog whose support function can be rep-
resented in the form

h(u) =

∫
Sn
|〈u, v〉|R(v)dσ(v), (4.3.2)

where R is an even continuous function on Sn (that is the case if h is an even
function of class Ck on Sn, where k ≥ n + 3 is even). Then, there exists a
hedgehog Hf for which Hh is the mixed projection hedgehog Π(1,...,1,f).

By Proposition 4.3.5, any generalized zonoid whose generating measure has
a continuous density with respect to spherical Lebesgue measure (and thus, any
centered convex body with suffi ciently smooth support function) can be viewed
as a mixed projection hedgehog.
As representation (4.3.2) is unique [Sc3, Theorem 3.5.4], the question whether

Hh is the projection hedgehog of some hedgehog whose curvature function is
even boils down to the Minkowski Problem for hedgehogs, that is:

Extended Minkowski Problem. What are necessary and suffi cient conditions
for a real continuous function R on the sphere Sn to be the curvature function
(that is, the inverse 1

κ of the Gauss curvature κ) of some C
2-hedgehog?
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This extension of Minkowski’s problem to hedgehogs, very diffi cult and still
largely open, will be the subject of our next section. But it would be a shame not
to mention it briefly here to answer the question whether Hh is the projection
hedgehog of some hedgehog whose curvature function is even.
In differential geometry, the classical Minkowski problem is that of the exis-

tence (and uniqueness up to translations) of a closed convex hypersurface with
Gauss curvature prescribed as a function of the outer unit normal vector. It is
well-known (see the survey by Gluck [Gl]]) that a positive continuous function
K on Sn which satisfies the condition

(c)

∫
Sn

u

K(u)
dσ(u) = 0

is the Gauss curvature (in the sense of Gauss’definition) of a unique (not nec-
essarily C2-smooth) closed convex hypersurface H. Condition (c) is necessary
by the fact that the vector area of a closed hypersurface H is equal to zero:∫

H

ν(x)dS(x) = 0,

where ν is the Gauss map and S the surface area measure on H.
In the present case, the condition∫

Sn
uR(u)dσ(u) = 0

is still necessary (for instance from the translation invariance of the volume) but
not suffi cient to ensure that a hedgehog with curvature function R exists. For
instance, a negative continuous function on S2 that satisfies this integral condi-
tion cannot be the curvature function of a hedgehog (since there is no compact
surface with negative Gauss curvature in R3). In fact, this integral condition is
not suffi cient even if R is a smooth function which changes sign cleanly on S2:

Proposition 4.3.6. There exists a smooth real function R on S2 that is not
the curvature function of a hedgehog although it satisfies the following two con-
ditions:

(i) R is even and thus such that∫
S2
uR(u)dσ(u) = 0;

(ii) R changes sign cleanly on S2.

Here ‘cleanly’means that dR(u) 6= 0 if R(u) = 0.

It follows that a hedgehog Hh whose support function can be represented in
the form (4.3.2) is not necessarily the projection hedgehog of a centered (i.e.,
symmetric with respect to the origin) hedgehog.
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Our Theorem 4.3.1 shows that the cosine transform of a continuous function
f : Sn → R is a C2 function on Rn+1� {0}. Let us notice to conclude that Y.
Lonke obtained the following generalization [Lo]: The Lp-cosine transform of
an even continuous function f : Sn → R is defined to be the map T pf : Rn+1 → R
given by

T pf (x) :=

∫
Sn
|〈x, v〉|p f (v) dσ (v) .

If p is not an even integer then all the partial derivatives of even order of T pf up
to order p+ 1 (including p+ 1 is p is an odd integer) exist and are continuous
on Rn+1� {0}.

4.3.2 Further remarks and proof of results

We begin by the following lemma:

Lemma 4.3.1. Let h be as in Theorem 4.3.1. Then, h is a function of class
C1 on Rn+1� {0} and we have

(grad h)(x) =

∫
Sn
sgn (〈u, x〉)uR(u)dσ(u),

for all x ∈ Rn+1� {0}, where sgn is the signum function.

Proof. It suffi ces to prove that the directional derivatives

h′(x; y) = lim
t↓0

h(x+ ty)− h(x)

t

exist and are given by

h′(x; y) =

〈∫
Sn
sgn (〈u, x〉)uR(u)dσ(u) , y

〉
,

for x ∈ Rn+1� {0} and y ∈ Rn+1.
Using positive 1-homogeneity of h, the proof boils down to the case where x

and y are linearly independent unit vectors. In this case, we have

h′(x; y) = lim
t↓0

1
t

∫
Sn

(|〈u, x+ ty〉| − |〈u, x〉|)R(u)dσ(u)

= lim
t↓0

[∫
Pt

sgn (〈u, x〉) 〈u, y〉R(u)dσ(u)

− 2
t

∫
Nt

|〈u, x〉|R(u)dσ(u) +

∫
Nt

|〈u, y〉|R(u)dσ(u)

]
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where Pt = {u ∈ Sn |〈u, x+ ty〉 〈u, x〉 > 0} and Nt = Sn r Pt. Now, we see
easily that |〈u, x〉| ≤ t for all u ∈ Nt, so that∣∣∣∣1t

∫
Nt

|〈u, x〉|R(u)dσ(u)

∣∣∣∣ ≤ max
u∈Sn

|R(u)|σ(Nt).

We deduce that

lim
t↓0

1

t

∫
Nt

|〈u, x〉|R(u)dσ(u) = 0

since lim
t↓0

σ(Nt) = 0. Of course, we similarly obtain

lim
t↓0

∫
Nt

|〈u, y〉|R(u)dσ(u) = 0.

Thus, as f(u) = sgn (〈u, x〉) 〈u, y〉R(u) satisfies∣∣∣∣∫
Sn
f(u)dσ(u)−

∫
Pt

f(u)dσ(u)

∣∣∣∣ =

∣∣∣∣∫
Nt

f(u)dσ(u)

∣∣∣∣
≤ max
u∈Sn

|R(u)|σ(Nt),

we finally obtain

h′(x; y) = lim
t↓0

∫
Pt

f(u)dσ(u) =

∫
Sn
f(u)dσ(u),

which completes the proof. �

Proof of Theorem 4.3.1. First prove that the directional derivatives

h′′(u;x, y) = lim
t↓0

h′(u+ ty;x)− h′(u;x)

t

exist and are given by

h′′(u;x, y) =
2

‖u‖

∫
Su

〈v, x〉 〈v, y〉R(v)dσu(v),

for u ∈ Rn+1� {0} and x, y ∈ Rn+1.
Using positive 1-homogeneity of h, we see easily that the proof boils down to

the case where u ∈ Sn and where x, y belong to an orthonormal basis of TuSn.
Let us choose an orthonormal basis (e1, . . . , en+1) of Rn+1 such that en+1 = u
and ei = x, ej = y for some i, j ∈ {1, . . . , n} .We write vk for the kth coordinate
of v ∈ Rn+1: vk = 〈v, ek〉. We have

h′′(u; ei, ej) = lim
t↓0

1
t

∫
Sn

(sgn (〈u, v〉+ tvj)− sgn (〈u, v〉)) viR(v)dσ(v)

= lim
t↓0

2
t

∫
S(t)

F (v)dσ(v),

117



where F (v) = sgn(vj)viR(v) and S(t) = {v ∈ Sn |〈u, v〉 (〈u, v〉+ tvj) < 0}.
Denote by v′ the vector in Su with the same direction as the orthogonal

projection of v into u⊥. Fix ε > 0. By uniform continuity of v 7−→ viR(v) on
Sn, there exists δ > 0 such that 0 < t ≤ δ implies

|F (v′)− F (v)| = |v′iR(v′)− viR(v)| ≤ ε for all v ∈ S(t),

and hence ∣∣∣∣∣
∫
S(t)

F (v′)dσ(v)−
∫
S(t)

F (v)dσ(v)

∣∣∣∣∣ ≤ εσ(S(t)).

As σ(S(t)) = arctan(t)
π σ(Sn), it follows that

h′′(u; ei, ej) = lim
t↓0

2

t

∫
S(t)

F (v′)dσ(v). (4.3.4)

Now, we express the coordinates of v in hyperspherical coordinates:

vn+1 = cos θ1

vn = sin θ1 cos θ2

...
v2 = sin θ1 . . . sin θn−1 cos θn
v1 = sin θ1 . . . sin θn−1 sin θn

,
where 0 ≤ θi ≤ π for 1 ≤ i ≤ n− 1 and 0 ≤ θn ≤ 2π. The surface area element
dσ(v) on Sn becomes

dσ(v) = (sin θ1)
n−1

(sin θ2)
n−2

. . . (sin θn−1) dθ1 . . . dθn

=
(

(sin θ1)
n−1

dθ1

)
dσp(v

′)

where dσu(v′) = (sin θ2)
n−2

. . . (sin θn−1) dθ2 . . . dθn is the element of surface
area at v′ on Su. As for 〈u, v〉+ tvj = 0, we have v = (cosα)v′ + (sinα)u with
α = arctan(−tv′j), we obtain from (4.3.4):

h′′(u; ei, ej) = lim
t↓0

2

t

∫
Su

F (v)φt(v)dσu(v),

where φt(v) =

∫ arctan(t|vj |)

0

(cosα)
n−1

dα.

Now, we can see easily that

0 ≤ t |vj | − φt(u) ≤ n+ 1

2
t3,

so that
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h′′(u; ei, ej) = 2

∫
Su

F (v) |vj | dσu(v)

= 2

∫
Su

vivjR(v)dσu(v),

that is,

h′′(u;x, y) = 2

∫
Su

〈v, x〉 〈v, y〉R(v)dσu(v).

Thus, for all u 6= 0, the continuous linear operator

h′′(u) : Rn+1 −→ Rn+1, x 7−→ h′′(u)x =
2

‖u‖

∫
Su

〈v, x〉 vR(v)dσu(v),

is such that h′′(u;x, y) = 〈h′′(u)x, y〉. As u 7−→ h′′(u) is a continuous map from
Rn+1� {0} to the space L(Rn+1) of continuous linear operators from Rn+1 to
itself, it follows that the function h is of class C2 on Rn+1� {0}. �

We have the following corollary of Theorem 4.3.1:

Corollary 4.3.1. Let h be as in Theorem 4.3.1. Then, the curvature function
Rh of Hh is given by

Rh(u) =
2n

n!

∫
Su

. . .

∫
Su

D(v1, . . . , vn)2R(v1) . . . R(vn)dσu(v1) . . . dσu(vn), (4.3.5)

where D(v1, . . . , vn) denotes the n-dimensional volume of the parallelepiped spanned
by v1, . . . , vn. Thus, the function h is the support function of a convex body of
class C2

+ if and only if the right-hand side of (4.3.5) is positive for all u ∈ Sn.

Proof. Let (e1, . . . , en+1) be an orthonormal basis of Rn+1 such that en+1 = u.
We know that the curvature function Rh is given by

Rh(u) = det (h′′(u; ei, ej))
n
i,j=1

=
∑

σ∈Sn
ε(σ)h′′(u; eσ(1), e1) . . . h′′(u; eσ(n), en),

where Sn is the symmetric group and ε(σ) the sign of σ ∈ Sn. Hence, for all
τ ∈ Sn, we have

(τ) Rh(u) = ε(τ) det
(
h′′(u; ei, eτ(j))

)n
i,j=1

= ε(τ)
∑

σ∈Sn
ε(σ)h′′(u; eσ(1), eτ(1)) . . . h

′′(u; eσ(n), eτ(n)).

Now, Theorem 4.3.1 yields
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h′′(u; eσ(i), eτ(i)) = 2

∫
Su

vi,σ(i)vi,τ(i)dσu(vi),

for i = 1, . . . , n, where vi,j = 〈vi, ej〉 (1 ≤ j ≤ n). Replacing, we can rewrite (τ)
as

Rh(u) = 2n
∫
Su

. . .

∫
Su

ε(σ)v1,τ(1) . . . vn,τ(n)∆vR(v1) . . . R(vn)dσu(v1) . . . dσu(vn),

where ∆v = det (vj,i)
n
i,j=1 =

∑
σ∈Sn

ε(σ)v1,σ(1) . . . vn,σ(n).

Adding equalities (τ), we obtain

Rh(u) =
2n

n!

∫
Su

. . .

∫
Su

D(v1, . . . , vn)2R(v1) . . . R(vn)dσu(u1) . . . dσu(vn),

since D(v1, . . . , vn) = |∆v|. �

Proof of Theorem 4.3.2. Let h be the support function of K. By hypothesis,
h can be represented in the form

h(u) =

∫
Sn
|〈u, v〉|R(v)dσ(v),

where R is a nonnegative even continuous function on Sn. Therefore, by The-
orem 4.3.1 h is of class C2 on Rn+1� {0} and the tangential radii of curvature
of Hh are given by

Rh(u, x) = 2

∫
Su

〈v, x〉2R(v)dσu(v).

By continuity and nonnegativity of R on Sn, it follows that if one of the tan-
gential radii of curvature of Hh at xh(u) is zero, then the restriction of R to Su
is the null function and hence all tangential radii of curvature of Hh at xh(u)
are zero.
As the principal radii of curvature of K at u are tangential radii of curvature

of Hh at xh(u), Theorem 4.3.2 follows. �

Proof of Proposition 4.3.4 (and thus of Proposition 4.3.2). The result is
well-known when f1, . . . , fn are support functions of convex bodies [Lu]. Using
the fact that the Minkowski sum of any hedgehog with a large enough sphere
is the boundary of a convex body, Proposition 4.3.4 follows immediately by n-
linearity. �

Proof of Proposition 4.3.5. First note that the mixed curvature function
R(1,...,1,f) is the mean radius of curvature of Hf :
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R(1,...,1,f) =
1

n

n∑
k=1

Rkf ,

where R1
f , . . . , R

n
f are the principal radii of curvature of Hf . To see this, it

suffi ces to compare the coeffi cients of λn−1 in the following expressions of the
curvature function of Hf+λ, where λ is a constant:

Rf+λ =

n∑
k=0

Cknλ
kR

(1, . . . , 1︸ ︷︷ ︸
k

,f, . . . , f︸ ︷︷ ︸
n−k

)
,

from Proposition 3.1.1, and

Rf+λ =

n∏
k=1

(
Rkf + λ

)
,

from the fact that the principal radii of curvature of Hf+λ are R1
f + λ, . . . ,

Rnf + λ.
Now, the study of Christoffel’s problem given by Firey [Fir] shows the exis-

tence of a hedgehog Hf whose mean radius of curvature R(1,...,1,f) is equal to R,
which completes the proof. �

Our proof of Proposition 4.3.6 requires the following lemma:

Lemma 4.3.2. Let Hf be a hedgehog of R3 and let u ∈ S2. If the curvature
function Rf of Hf is positive on the great circle Su = S2 ∩ u⊥, then∫

S2
|〈u, v〉|Rf (v) dσ(v) > 0.

Proof. By positivity of Rf on Su, at any point of xf (Su) the tangential radii
of curvature of Hf are all nonzero. In particular, the hedgehog of u⊥ whose
support function fu is the restriction of f to Su is nonsingular (in other words,
Hfu is a nonsingular convex curve of u⊥). Consequently, its 2-dimensional
volume v2(fu) is positive. Now, Proposition 4.3.2 yields

v2(fu) =
1

2

∫
S2
|〈u, v〉|Rf (v) dσ(v),

which completes the proof. �

Proof of Proposition 4.3.6. Consider the real smooth function R defined by

R(v) = 1− 2 〈u, v〉2 for v ∈ S2,

where u ∈ S2 is fixed. This function satisfies obviously conditions (i) and
(ii), but Lemma 4.3.2 ensures that it cannot be the curvature function of some

121



hedgehog. Indeed, R is positive on Su whereas an elementary computation
shows that ∫

S2
|〈u, v〉|R(v) dσ(v) = 0. �

4.4 Hyperbolic hedgehogs in R3

Let Hh be a Ck-hedgehog in R3, with k ∈ N∪{∞} and k ≥ 2. If Hh does not
have any singularity, then Hh has an everywhere positive Gaussian curvature
(in other words, all its points are elliptic). Indeed, it is of course impossible for
Hh to have an everywhere negative curvature function (that is, to have only hy-
perbolic points) since there is no compact surface in R3 with negative Gaussian
curvature. But if we allow Hh to have singularities, is it possible for Hh to have
no elliptic point at all without being trivial (that is, reduced to a single point)?
In other words:

Problem 4.4.1. Does there exist a nontrivial Ck-hedgehog Hh of R3 with
an everywhere nonpositive curvature function Rh : S2 → R, u 7→ Rh (u) :=
1/κh (u) = det [Tuxh], (k ∈ N∪{∞} and k ≥ 2)?

If such a Ck-hedgehog Hh exists in R3, we will say that Hh is a hyperbolic
Ck-hedgehog of R3. As we will see later, this existence problem is of great
importance in the theory of PDE’s in R3. But this problem first appeared in
connection with a famous characterization of the 2-sphere conjectured by A.
D. Alexandrov in the mid 1930s, and disproved by the author by resorting to
the geometric study of hedgehogs of R3 [M6]. Let us start by seeing how the
conjecture could be reduced to the above problem of existence of hyperbolic
hedgehogs and how the construction of such a hedgehog makes it possible to
build a counterexample to A. D. Alexandrov’s conjecture.

4.4.1 C2-counter-example to a conjectured characterization of the
2-sphere

Introduction. The following characterization of the 2-sphere had long been
conjectured.

Conjecture (C) ([A2] and [A3, p. 352]). If S is a closed convex surface of
class C2

+ of R3 ( i.e., a C2-surface of R3 with an everywhere positive Gaussian
curvature ) whose principal curvature k1 and k2 satisfy the following inequality

(k1 − c) (k2 − c) ≤ 0,

with some constant c > 0, then S must be a sphere of radius 1/c.

For analytical surfaces, this had been established by A.D. Alexandrov him-
self [A2, A3] and H. Münzner [Mz2]. Conjecture (C) had also been verified for
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surfaces of revolution [Mz1], and more generally for all those that admit a cir-
cular orthogonal projection [Ko]. But after these works, no progress was made
in the direction of the general case for almost thirty years. Since the study
of Conjecture (C) amounts to comparing the surface S to a sphere of radius
r := 1/c, such as the sphere S (0R3 ; r) with center at the origin and radius r,
and since these surfaces can be regarded as hedgehogs, it is natural from the
hedgehog point of view to decompose the surface S into the sum

S = S (0R3 ; r) + (S − S (0R3 ; r))

in order to reduce the comparison between these hedgehogs S and S (0R3 ; r) to
the study of the hedgehog H = S − S (0R3 ; r). Notice that (k1 − c) (k2 − c) ≤ 0
is equivalent to (R1 − r) (R2 − r) ≤ 0, where R1, R2 are the principal radii of
curvature of S at a point (regarded as functions of the unit normal). Now,
we know that for all u ∈ S2, R1 (u), R2 (u) are the eigenvalues of the tangent
map Tuxf : TuS2 → TuS2, where f is the support function of S = Hf , and
thus R1 (u)− r, R2 (u)− r are the principal radii of curvature of the hedgehog
H = S−S (0R3 ; r) (i.e., the eigenvalues of the tangent map Tuxh : TuS2 → TuS2,
where h is the support function of H = S − S (0R3 ; r)). Solving Conjecture (C)
then amounts to knowing whether this hedgehog Hh = H must necessarily be
reduced to a single point under the assumption Rh (u) = det [Tuxh] ≤ 0 for all
u ∈ S2. In other words, we are directly led to reformulate Conjecture (C) in the
following form.

Conjecture (H). If Hh is a C2-hedgehog of R3 whose curvature function is
nonpositive all over the unit sphere S2, then Hh is reduced to a single point.

Note that conjectures (C) and (H) are in fact equivalent. In particular, if
H is any counterexample to Conjecture (H) (that is, if H is a hyperbolic C2-
hedgehog of R3

)
, then for any sphere Σ with a large enough radius, S = Σ +H

is a counterexample to Conjecture (C). In [M6], the author constructed a coun-
terexample to Conjecture (H) given by an explicit formula, and thus disproved
Conjecture (C) by proving the following.

Theorem 4.4.1 [M6]. There exists a nontrivial C2-hedgehog Hh of R3 whose
curvature function Rh := det [Tuxh] = h2 + h∆2h+ ∆22h ≤ 0 is nonpositive all
over the unit sphere S2.

As we will see below, the crucial fact was the existence of a (non compact)
cross-cap whose Gauss map is one-to-one and whose curvature function is defined
and nonpositive on S2 minus a semi-great circle. By gluing four cross-caps
together with a central part, we constructed a closed surface to which we were
able to give an appropriate saddle shape to obtain a nontrivial hedgehog whose
curvature function is nonpositive all over the unit sphere S2 (see Figure 4.4.1).
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Figure 4.4.1. (a) A counterexample to (H); (b) A hedgehog cross cap

We will recall at the very end of this subsubsection the detailed construction
method of this hyperbolic C2-hedgehog Hh, as well as its analytical expression.
Such a C2-hedgehog is a counterexample to Conjecture (H), since it is not
reduced to a single point. Furthermore by adding a large enough sphere to it,
we obtain a counterexample to Conjecture (C).

Note that two years later, the author presented a polytopal version of this
counterexample to Conjecture (H), namely an example of a ‘strongly hyperbolic
hedgehog polytope’in R3 [M8]: see the next subsubsection.
From an analytical point of view, it is worth mentioning that disproving

conjectures (C) and (H) was also equivalent, by considering C2-functions on S2

as support functions of C2-hedgehogs of R3, to proving the following statement
which is the analytical formulation of Theorem 4.4.1.

Analytical reformulation of theorem 4.4.1 [M6]. There exists a nonlinear
function ϕ : R3 → R whose restriction to S2, say h, is C2 and satisfies the
partial differential inequation

h2 + h∆2h+ ∆22h ≤ 0,

where ∆2 and ∆22 are respectively the spherical Laplacian and the Monge-
Ampère operator, that is, the sum and the product of the eigenvalues of the
Hessian of h = ϕ|S2 .

Indeed, this last statement also invalidates a conjecture formulated by D.
Koutroufiotis and L. Nirenberg in 1973 [Ko]. Note in passing that in his paper
[Ko], D. Koutroufiotis gave a proof of Alexandrov’s conjecture in the case that
the surface S is assumed to be an ovaloid of class C3 with a circular enveloping
cylinder in some direction.

Incidentally, we also note that our counterexample of conjecture (H) has
made it possible to highlight a subtle error in a ‘proof’of Conjecture (C) that
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had been proposed by A.V. Pogorelov in 1998-1999 [Po2, Po3]: see for instance
[P2]. In this paper, G. Panina gave new and C∞-smooth counterexamples to A.
D. Alexandrov’s conjecture. However, she moved in the opposite direction: she
started by constructing hyperbolic hedgehog polytopes, and then she made use
of smoothening techniques to construct C∞-smooth counterexamples. A direct
consequence of her method is that the resulting new counterexamples to Conjec-
ture (H) admit many other singularities than the endpoints of their cross-caps:
indeed, contrary to our counterexample, for each of these new counterexamples
there are necessarily open regions of S2 on which the principal radii of curva-
ture R1, R2 satisfy R1R2 = 0 but not R1 = R2 = 0 (contrary to what was
initially required by A.D. Alexandrov). In our counterexample to Conjecture
(H), there are exactly four disjoint geodesic semicircles of S2 (corresponding to
the endpoints of the 4 cross-caps) on which R1R2 = 0, and along them we have
R1 = R2 = 0. At all the other points of S2, the curvature function is negative;
in other words, apart from the 4 endpoints of the 4 cross-caps, the hedgehog
surface is regular and has negative curvature: see below. The ‘4 semicircles
theorem’by J. A. Gálvez and P. Mira gives a converse of our result: if Hh is
any hyperbolic C2-hedgehog of R3, then its principal radii of curvature R1, R2

both vanishes along four disjoint geodesic semicircles of S2 [GM]. If, in addition
to the condition R1 = R2 = 0 whenever R1R2 = 0, the support function of the
hedgehog surface is required to be C∞, or even only C3, then the Alexandrov’s
conjecture remains open.
We refer the reader to [GM], and to the book [NTV] by Nadirashvili, Tkachev

and Vladut, for a reformulation of Alexandrov’s conjecture in terms of positively
1-homogeneous solutions of a linear elliptic equation in R3, and for proofs of
special cases. In particular, Han, Nadirashvili and Yuan proved in [HNY] that
the Alexandrov conjecture holds in the uniformly elliptic case.

Study of two particular cases of Alexandrov’s conjecture. We are going
to give a new proof of Conjecture (C) for analytical surfaces (as recalled above, in
this particular case, Conjecture (C) had been established by A.D. Alexandrov
himself [A1, A2] and H. Münzner [Mz2]), and a proof of Conjecture (C) in
the case that the convex surface S is assumed to be of constant width. Of
course, in both cases the ‘hedgehog approach’will consist in considering the
corresponding particular cases of Conjecture (H). Let Hh be a C2-hedgehog
of R3 whose curvature function Rh is nonpositive all over the unit sphere S2.
We will consider its images under orthogonal projections onto linear planes to
obtain informations on the geometry of Hh.
For any v ∈ S2, let hv be the restriction of h to the great circle S1

v = S2∩v⊥,
where v⊥ is the linear plane orthogonal to v. We know that hv is the support
function of the hedgehog Hhv that is the image of xh

(
S1
v

)
under the orthogonal

projection onto v⊥:

Hhv = πv
[
xh
(
S1
v

)]
,

where πv is the orthogonal projection onto the plane v⊥. Then, the index of
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a point x ∈ v⊥ − Hhν with respect to Hhv (i.e., the winding number of Hhv
around x) gives us information on the curvature of Hh on the line {x}+Rv. For
every v ∈ S2, Pv will denote the oriented plane vector of R3 with unit normal
vector v, and S+

v the half unit sphere given by 〈u, v〉 ≥ 0,
(
u ∈ S2

)
. In Subsect.

2.8, we saw the following theorem.

Theorem 2.8.3. Let Hh be a C2-hedgehog of R3, and let x be a regular value
of the map xvh = πv ◦ xh : S2 → Pv. The index of x ∈ Pv�Hhv with respect to
Hhv is given by

ihv (x) = nvh (x)
+ − nvh (x)

− ,

where nvh (x)
+

(resp. nvh (x)
−) is the number of u ∈ S+

v such that xh (u) is an
elliptic (resp. a hyperbolic) point of Hh lying on the line {x}+ Rv.

In the present case, where the curvature function Rh is assumed to be non-
positive all over the unit sphere S2, this result implies that:
· For all v ∈ S2, we have ihv ≤ 0 on Pv�Hhv ;
· If Hh is not reduced to a single point then, for all v ∈ S2, there exists some

x in Pv�Hhv such that ihv (x) < 0
Now, the index ihv is necessarily nonnegative if Hhv is a circle or a point.

This proves immediately that Conjecture (C) is true if we assume that the
surface S admits a circular enveloping cylinder in some direction v ∈ S2.

In order to state the following corollary, we have to introduce the notion of
a point of a C2-hedgehog of R3. To every C2-hedgehog Hh of R3 is associated
a pseudometric defined on S2 by:

∀ (p, q) ∈
(
S2
)2
, ρh (p, q) = inf ({L(xh ◦ γ) |γ ∈ Cpq }) ,

where Cpq is the set of all piecewise C1 paths joining p to q on S2, and L(xh ◦γ)
is the length of xh ◦ γ. Let Rh be the equivalent relation defined on S2 by

∀ (p, q) ∈
(
S2
)2
, pRh q ⇐⇒ (ρh (p, q) = 0) ,

and let S2/Rh be the corresponding quotient space:

S2/Rh =
{

[p]
∣∣p ∈ S2

}
,

where [p] denotes the equivalent class of p. We will define a point of Hh as a
point of this quotient space S2/Rh endowed with the metric given by:

∀ (p, q) ∈
(
S2
)2
, dh ([p] , [q]) = ρh (p, q) .

But in practice, for the sake of simplicity, we will generally not distinguish [p]
from its geometric realization xh (p) in R3.

Corollary 4.4.1. Let v ∈ S2. If Hh is a C2-hedgehog whose curvature function
Rh is nonpositive all over S2, then:
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(i) For all x ∈ v⊥�Hhν , there exist exactly −2ihv (x) points of Hh whose
geometric realizations lie on the line {x}+ Rv;

(ii) For all x ∈ Hhν , every point of Hh whose geometric realization lies on
the line {x}+ Rv is the equivalent class of a point of the circle S1

v = S2 ∩ v⊥.

Given a C2-hedgehog Hh of Rn+1, we will say that s ∈ xh (Sn) is an extremal
point of Hh in direction v ∈ Sn if 〈xh (u) , v〉 ≤ 〈s, v〉 for all u ∈ Sn.

Lemma 4.4.1. Let Hh be a C2-hedgehog of R2, and let s be an extremal point
of Hh in direction v ∈ S1 such that s /∈ {xh (−v) , xh (v)}. On S1, the connected
components of x−1

h (s) are separated from each other by {−v, v}.

Proof of Lemma 4.4.1. It suffi ces to prove that if Γ is a subarc of S1 with
distinct endpoints α, β ∈ x−1

h (s) such that Γ ∩ {−v, v} = ∅, then Γ ⊂ x−1
h (s).

Let Γ be such a subarc of S1.
We may assume without loss of generality that s = (0, 0) and v = (0, 1). For

u (θ) = (cos θ, sin θ) ∈ S1� {−v, v}, the support line of Hh with unit normal
vector u (θ) then cuts the linear line v⊥ at the point of coordinates (x (θ) , 0),
where x (θ) = h (θ) / cos θ. If u (θ) ∈ Γ� {α, β} tends to α or β, then x (θ) tends
to 0, and on the other hand

x′ (θ) =
〈xh (θ) , v〉

cos2 θ
≤ 〈s, v〉

cos2 θ
= 0 for all u (θ) ∈ Γ� {α, β} ,

since s is an extremal point of Hh in direction v ∈ S1. Therefore, x (θ) = 0 for
all u (θ) ∈ Γ� {α, β}, so that h = 0 on Γ, which implies Γ ⊂ x−1

h (s). �

Theorem 4.4.2. Let Hh be a hyperbolic C2-hedgehog of R3 (i.e. a nontrivial
C2-hedgehog of R3 whose curvature function Rh is nonpositive all over S2

)
.

Then, there exists s ∈ xh
(
S2
)
that is an extremal point of Hh in some direction

v ∈ S2, and such that x−1
h (s) avoids some half great circle joining −v to v on S2.

Proof of Lemma 4.4.2. Since Hh is a hyperbolic C2-hedgehog, it is easy to
prove by considering its convex hull that there exists a direction v in which
Hh admits two distinct extremal points s1 and s2 such that xh (−v) and xh (v)
do not belong to the plane with equation 〈x, v〉 = 〈si, v〉, (i ∈ {1, 2}). Let
u = (s2 − s1) / ‖s2 − s1‖, and S1

u = S2 ∩ u⊥, where u⊥ denotes the linear plane
orthogonal to u. Consider the image of xh

(
S1
u

)
under the orthogonal projection

onto u⊥, that is, the plane hedgehog of u⊥ whose support function hu is the
restriction of h to S1

u. The common projection of s1 and s2 on u⊥, say s, is an
extremal point ofHhu in direction v, and s /∈ {xhu (−v) , xhu (v)}. No connected
component of x−1

hu
(s) can meet both x−1

h (s1) and x−1
h (s2) because Hh cannot

contain the line segment [s1, s2] (if [s1, s2] was included in Hh, then the orthog-
onal projection onto the plane w⊥, where w ∈ S1

u ∩ S1
v, would send xh

(
S1
w

)
to a

plane hedgehog containing some non trivial line segment, which is impossible).
Now, x−1

h (s1) and x−1
h (s2) must meet x−1

hu
(s) by Corollary 4.4.1, and the con-
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nected component of x−1
hu

(s) are separated from each other by {−v, v} on S1
u

by Lemma 4.4.1. Therefore, x−1
h (s1) (resp. x−1

h (s2)
)
does not meet one of the

two half great circles joining −v to v. �

Theorem 4.4.3. Let Hh be a C2-hedgehog of R3 whose curvature function Rh
is nonpositive all over S2 . Then, Hh is reduced to a single point if one of the
following two conditions is satisfied:

(i) Hh is analytic
(
that is, the support function h : S2 → R is analytic

)
;

(ii) Hh is projective
(
that is, h (−u) = −h (u) for all u ∈ S2

)
.

Proof of Theorem 4.4.3. Let s be an extremal point of Hh in some direction
v ∈ S2, and let [m] be a point of Hh of which s is the geometric realization
xh (m) in R3. From Theorem 4.4.2, it suffi ces to prove that x−1

h (s) meets each
half great circle joining −v to v on S2. Now, from Corollary 4.4.1, [m] meets
each great circle passing through v on S2. If Hh is projective, then x−1

h (s) is
invariant under the antipodal map and the result follows.
Now, assume that Hh is analytic and not reduced to a single point. Since

the function φ : S2 → R, u 7→ 〈xh (u) , u〉 is then analytic, each connected com-
ponent of φ−1 (〈s, v〉) is either a point, or a simple closed arc, or an embedded
connected graph all of whose vertices have an even degree [Sul]. Let C denote
the connected component of φ−1 (〈s, v〉) that contains [m]. As [m] meets any
great circle passing through v and meets at most once any half great circle join-
ing −v to v on S2, by virtue of Lemma 4.4.1, either C meets {−v, v}, or C is
a simple closed arc separating −v and v on S2. Now, C ⊂ x−1

h (s), since other-
wise a projected hedgehog of Hh would contain a non-trivial segment, which is
impossible. Therefore, x−1

h (s) meets each half great circle joining −v to v on
S2, which is in contradiction with Theorem 4.4.2. �

Corollary 4.4.2. If S is analytic, or if S is of constant width, then Conjecture
(C) is true.

Proof of Corollary 4.4.2. This corollary is an immediate consequence of
Theorem 4.4.3 in the case when S is analytic. If S is of constant width, then
we know that h = f − r has the form g + k, where g is an odd function on S2

and k is a real constant. We then have

Rh = Rg + 2kR(1,g) + k2,

whereR(1,g) is the mean radius of curvature ofHg. Now, if we take the inequality
Rh ≤ 0 at two antipodal singular points of xg (such a pair {−u, u} of antipodal
points, for which Rh (−u) = Rh (u) = 0, exists sinceHg is projective), it appears
that k2 ≤ 0, so that Hh is projective since h = g. �

The explicit construction of our counterexample to Conjecture (H) .
Neither the methods that we have just seen above, nor any of the works prior to
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our paper [M6] can make it possible to take into account the possible existence
of singularities of cross-cap type for hedgehogs. As we can easily check, the map

X : R2 → R3, (u, v) 7−→ (x, y, z) = r4 (u, 1, uv) ,

where r =
√
u2 + v2, parametrizes a cross-cap of R3 which can be regarded as a

hyperbolic hedgehog Hh (modelled on the sphere S2 minus the semicircle given
by z = 0 and x ≤ 0): see Figure 4.4.2. At the source S2, the singular locus of
this hedgehog Hh is the semicircle given by y = 0 and x ≥ 0. This semicircle
is the spherical representation of the extreme point of Hh in the direction of
n = (0,−1, 0). It does not meet the geodesic semicircles of S2 joining −n to
n through the hemisphere of S2 given by x < 0. Therefore, the method that
we have applied above to treat the special cases of Conjecture (H) cannot take
into account such singularities. The regular part of the cross-cap hyperbolic
hedgehog Hh in R3 is the portion y > 0 of the algebraic surface with equation

x4y5 −
(
x4 + y2z2

)2
= 0.

This surface can be obtained by welding (gluing) the graph of the function of
two variables f (x, y) = (x/y)

√
y5/2 − x2 with its symmetric with respect to the

plane z = 0. This example shows, in passing, that a non-analytical hedgehog
can admit an analytic parametrization.
The existence and the construction of this example of a cross-cap hyperbolic

hedgehog Hh in R3 suggest us that we try to assemble conveniently 4 cross-cap
hyperbolic hedgehogs in order to construct a nontrivial hyperbolic C2-hedgehog
modelled on the entire unit sphere S2. Let us begin by welding (gluing) the
graph of the function of two variables

f(x, y) =
xy

1− x4 − y4

√
(1− x4 − y4)

5
2 − 25x2y2 (x8 + y8 + 3 (x4 + y4 − x4y4) + 1)

1
2 ,

where (x, y) ∈ D =
{

(u, v) ∈ R2
∣∣∣|u| 45 + |v|

4
5 ≤ 1

}
, with its symmetric with

respect to the plane z = 0. Note that the expression under the radical vanishes
precisely on the boundary of D. The resulting surface is formed by 4 cross-caps,
but it still admits pieces with positive curvature. In order to eliminate these
elliptic regions, let us add to f a function g : D → R of the form g(x, y) =
a
(
x2 − y2

)
+ b
(
x4 − y4

)
, with a 6= 0 and a+ 6b = 0, so that the graph of g has

negative curvature except at the singular points of its boundary. More precisely,
let us consider the one parameter family of surfaces (St)t∈R∗+ given by:

Xt : D × {−1, 1} −→ R3

(x, y, ε) 7−→
(
x, y,

(
x2 − y2

)
− 1

6

(
x4 − y4

)
+ tεf (x, y)

)
.
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Figure 4.4.2. A cross-cap hyperbolic hedgehog

Computer calculations prove the existence of an interval of t-values for which
the surface St has negative Gauss curvature. In this interval, we take t = 1/12.
The surface S1/12 is a portion of an algebraic surface. It is symmetric with
respect to the planes x = 0 and y = 0, and also with respect to the lines
x = y = 0, and, z = 0 and x − y = 0 (resp. x+ y = 0). Since S1/12 is the
welding (gluing) of two graphs above D, seen in the (x, y)-plane identified with
R2, and since the boundary of D is the plane hedgehog with support function

(u, v) 7−→ uv
(
u4 + v4

)− 1
4 , (u, v) ∈ S1 ⊂ R2, the negativity of the Gauss cur-

vature (and thus the local injectivity of the Gauss map) implies that S1/12 can
be regarded as a hedgehog Hh. Let us see what we can say about the differ-
entiability class of Hh. The computer calculations show that the singular locus
of Hh is formed on S2 by the four following disjoint geodesic semicircles: (i)
3x + 4z = 0, y ≥ 0 ; (ii) 3y − 4z = 0, x ≥ 0 ; (iii) 3x − 4z = 0, y ≤ 0 ;
(iv) 3y + 4z = 0, x ≤ 0. We can say right away that h is C∞ outside this
singular locus, and C1 on S2 (recall that xh : S2 → R3 is the restriction to S2

of the gradient of the positively 1-homogenous extension ϕ (v) = ‖v‖h (v/ ‖v‖)
of h to R3� {0}

)
. We then prove that h is C2 on S2 by noting that, for all

u ∈ S2, the eigenvalues of the Hessian of ϕ at u, which are 0 and the principal
radii of curvature R1

h (u), R2
h (u) of Hh at xh (u), tend to 0 when u tends to the

singular locus. Indeed, the calculations prove that Rh (u) = R1
h (u)R2

h (u) and
R(1,h) (u) =

(
R1
h (u) +R2

h (u)
)
/2 tend to 0 when u tends to the singular locus.

Remark 4.4.1. The support function h of our counterexample to Conjecture
(H) is the subject of a conjecture by C. Mooney in his study of the question
whether Lipschitz minimizers of

∫
F (∇u) dx in R3 are C1 when F is strictly

convex [Moo, Conjecture 2.4].
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Figure 4.4.3. A hyperbolic C2-hedgehog

4.4.2 Weak and strong hyperbolicity for hedgehog polytopes of R3

We have already seen in Subsections 2.3 and 2.4 that we can define hedgehog
polytopes, also called polyhedral hedgehogs or virtual polytopes, which represent
formal differences of polytopes in Rn+1. In this subsubsection, we are interested
in the discrete version of hyperbolic hedgehogs in R3, that is, in weak and strong
hedgehog polytopes. The result of this subsubsection are those of [M8].

Hedgehog polytopes in R3. We define a convex polyhedron of Rn+1 to
be the intersection of finitely many closed halfspaces in Rn+1, and a polytope
of Rn+1 to be a bounded convex polyhedron of Rn+1. Alternatively, a polytope
of Rn+1 may be defined to be the convex hull of finitely many points in Rn+1.
We now define a hedgehog polytope of Rn+1 to be any hedgehog of Rn+1 that
can be represented as the difference K−L of two nonempty polytopes K and L
of Rn+1. In other words, a polytope hedgehog of Rn+1 is any hedgehog of Rn+1

whose support function h : Sn → R belongs to the linear space generated by
support functions of nonempty polytopes in C (Sn;R), that is, whose (extended)
support function h : Rn+1 r {0} → R is continuous, and piecewise linear (with
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respect to some division of Rn+1 into polyhedral cones having the origin as their
common vertex). As we said, we are now interested in hedgehog polytopes of
R3.
Let Hh be a hedgehog polytope of R3. For all u ∈ S2, we denote by Fuh

the union of the support hedgehog Huh = {h (u)u}+Hu
h and its interior Iuh :=

{h (u)u}+
{
x ∈ u⊥ rHu

h

∣∣ih′(u;.) (x) 6= 0
)}
. Now, for any u ∈ S2 such that the

interior Iuh of the support hedgehog Huh is nonempty, we say that Fuh is the face
of Hh with unit normal vector u. The algebraic area of Hh is then defined to
be the sum of the algebraic area of all the faces of Hh, that is, by

s (h) =
∑

u∈N (h)

au (h) ,

where au (h) = a (h′ (u; .)) is the algebraic area of the face Fuh , and N (h) :={
u ∈ S2 |Iuh 6= ∅

}
. Given any u ∈ N (h), every h (u)u+x ∈ Iuh will be regarded

as a point with multiplicity
∣∣ih′(u;.) (x)

∣∣ of Fuh , at which the normal line to Hh
is directed by sgn

(
ih′(u;.) (x)

)
u, sgn (.) being the signum function. This allows

us to consider Hh as a transversely oriented surface of R3 the algebraic volume
of which is defined by

v (h) :=

∫
R3rHh

ih (x) dλ (x) ,

where ih (x) is the algebraic intersection number of an oriented half-line with
origin x with the surface Hh equipped with its transverse orientation (number
independent of the oriented half-line for an open dense set of directions), and λ
is the Lebesgue measure on R3. This algebraic volume is then given by

v (h) =
1

3

∑
u∈N (h)

h (u) au (h)

for every hedgehog polytope Hh of R3.

Weak and strong hyperbolic polytopes. Let Hh be a hedgehog polytope
of R3, and let Sh be its spherical representation (i.e. the graph constituted by
all the points u ∈ S2 such that h : R3 r {0} → R is not linear in the vicinity of
u in R3

)
. Assume that for any couple (u, v) ∈ N (h)

2 of vertices of Sh, we have
u + v 6= 0. Then we will say that Hh is weakly hyperbolic if all its support
hedgehogs Huh are of negative index, that is, if:

∀u ∈ N (h) ,∀y = h (u)u+ x ∈ Iuh , ih′(u;.) (x) < 0.

A way of conceiving examples of weakly hyperbolic polytopes is to discretize
example of C2 hedgehogs, the elliptic regions of which are bounded by a single
cuspidal edge, by reducing each of these elliptic regions into a single edge. Edges
coming from an elliptic region then have the particularity of being represented
by a great arc (an arc of great circle) of length greater than π on the sphere
S2. We will say of such an edge that it is elliptical. Figure 4.4.4 (a) represents
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the discretization of a hedgehog of revolution (with one hyperbolic region and
two elliptic ones) into a weakly hedgehog polytope (with 6 vertices, 8 faces and
12 edges of which two are elliptic). Let (x, y, z) be the standard coordinates in
R3. On Figure 4.4.4. (a), this weakly hedgehog polytope is represented from a
point of the line with equations x = y = 0. Its 6 vertices are the points A, B,
C, D, E, F of R3 with respective coordinates (1, 0, 0), (−1, 0, 0), (2, 3/2, 3/2),
(2,−3/2,−3/2),(−2, 3/2,−3/2), (−2,−3/2, 3/2), and its 8 faces are triangles
ACE, AED, ADF , AFC, BCE, BED, BDF , BFC. This weakly hedgehog
polytope is symmetric with respect to three orthogonal lines including the axis
of revolution. Figure 4.4.4 (b) gives its spherical representation. A very simple
example of a weakly hedgehog polytope is given by the hyperbolic tetrahedron
(see, e.g., [P3]).

Figure 4.4.4. A weakly hyperbolic polytope obtained by discretization (a),
and its spherical representation (b)

,
Definition 4.4.1. A weakly hyperbolic polytope Hh of R3 is said to be strongly
hyperbolic if it does not have any elliptic edge, that is, if all its edges are rep-
resented on Sh by a great arc with length less than π.

Theorem 4.4.4. There exists a strongly hyperbolic hedgehog polytope in R3.

An example of a strongly hyperbolic polytope (with 14 vertices, 24 faces,
and 36 edges) can indeed be obtained by a discretization of the C2 hyperbolic
hedgehog constructed above in order to give a counterexample to Alexandrov’s
conjecture. This example is composed of a central part (Figure 4.4.5 (a)) and
4 discrete cross-caps Figure 4.4.5 (b)). Our example of a strongly hyperbolic
polytope of R3 is symmetric with respect to two orthogonal planes (with re-
spective Cartesian equations x = 0 and y = 0) and two orthogonal lines (with
respective equations x − y = z = 0 and x+ y = z = 0). Figure 4.4.5 (c) gives
its spherical representation on S2 seen from a point of the line with equations
x = y = 0.
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Figure 4.4.4. Discretization of our counterexample to Alexandrov’s conjecture

4.5 Minimal N−hedgehogs and Brunn-Minkowski theory
The aim of this subsection is to motivate the development of a Brunn-Minkowski
theory for minimal surfaces. In 1985, R. Langevin, G. Levitt and H. Rosenberg
introduced a sum operation in the set W of complete minimal surfaces in R3

of finite total curvature and with finitely many branch points [LLR]. In 1988,
H. Rosenberg and E. Toubiana studied this sum operation and noticed that
points of R3 and surfaces of W of total (absolute) curvature 4π (the so-called
minimal hedgehogs) constitute a real vector space [RT]. In this subsection,
we: (i) give geometric inequalities for minimal surfaces of R3; (ii) study the re-
lation between support functions and Enneper-Weierstrass representation; (iii)
introduce and studies a new type of addition for minimal surfaces; (iv) extend
notions and techniques from the classical Brunn-Minkowski theory to minimal
surfaces. Two characterizations of the catenoid among minimal hedgehogs are
given.

The notion of C2-hedgehog of R3 can be extended by considering hedgehogs
whose support functions are defined (and C2

)
only on some spherical domain

Ω ⊂ S2. Among hedgehogs defined on the unit sphere S2 punctured at a fi-
nite number of points, we can consider those that are minimal, that is, those
whose mean curvature H is zero at all the smooth points. The condition for
a hedgehog Hh of R3 to be minimal is simply that its principal radii of
curvature R1 := λ1 +h and R2 := λ2 +h, where λ1 ≤ λ2 denote the eigenvalues
of the Hessian ∇2h, satisfy R1 + R2 = 0, that is, that its support function h
satisfies the equation

4Sh+ 2h = 0,

where 4S is the spherical Laplace operator on S2. In other words, a minimal
hedgehog Hh (modelled on S2 punctured at a finite number of points) is a
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trivial hedgehog (i.e., a point) or a (possibly branched) minimal surface with
total curvature −4π that is parametrized by the inverse of its Gauss map.
A first study of minimal hedgehogs had been given by H. Rosenberg and

E. Toubiana [RT]. Concerning linear structures on the collections of minimal
surfaces in R3 and R4, the reader is also referred to the paper by A. Small [Sml].
Unless explicitly states otherwise, the results of this section are essentially taken
from [M10].

4.5.1 Geometric inequalities for minimal N-hedgehogs in R3.

In this subsection, we are mainly interested in the extension to minimal sur-
faces of notions and techniques from the Brunn-Minkowski theory. The idea of
developing a Brunn-Minkowski theory for minimal surfaces of R3 arises natu-
rally from the fact that a (reversed) Brunn-Minkowski type inequality holds for
minimal hedgehogs.
Let K be the closure of a (nonempty) connected open subset of S2 and let

Hk be a minimal hedgehog modelled on K. Then, the area of xk (K) is finite
and given by

Area [xk (K)] = −
∫
K

Rk dσ,

where σ is the spherical Lebesgue measure on S2 and Rk the curvature function
of Hk, that is, 1/κk, where κk is the Gauss curvature of Hk (regarded as a
function of the unit normal). Now, if Hl is another minimal hedgehog modelled
on K, then √

A(k + l) ≤
√
A(k) +

√
A(l), (4.5.1)

where A(h) = Area [xh (K)]. In fact, we can regard the set of hedgehogs mod-
elled (up to a translation) on K as a real vector space endowed with a pre-
hilbertian structure for which the norm is given by the square root of the area.
Consider the set of support functions (of a minimal hedgehog) modelled on K
and identify two such functions k and l when xk (K) and xl (K) are translates of
each other. Then, the quotient set H (K) inherits a real vector space structure
and we obtain the following result.

Theorem 4.5.1 The map
√
A : H (K)→ R+, h 7−→

√
Area [xh (K)], is a norm

associated with a scalar product A : H (K)
2 → R, which may be interpreted as

an algebraic mixed area:

∀ (k, l) ∈ H (K)
2
, A (k, l) := (MixedArea) [xk (K) , xl (K)]

By the Cauchy-Schwarz inequality we have:

A(k, l)2 ≤ A(k).A(l). (4.5.2)

135



Corollary 4.5.1. Consequently, the area A : H(K)→ R+, h 7−→Area [xh(K)],
is a strictly convex map, and thus for any nonempty convex subset K of H (K),
the problem of minimizing A over K has at most one optimal solution.

Remark 4.5.1. Inequality (4.5.1) (resp. (4.5.2)) has to be compared with the
following Brunn-Minkowski inequality (resp. Minkowski inequality). For any
pair (K,L) of convex bodies of R3, we have (see e.g., [Sc3])√

A (K + L) ≥
√
A (K) +

√
A (L)

and

A (K,L)
2 ≥ A (K) .A (L) ,

where A (H) (resp. A (K,L)) is the surface area (resp. the mixed surface area)
of the convex body H ⊂ R3 (resp. of the pair (K,L)).

Remark 4.5.2. Let H
(
S2
)
be the real vector space of support functions of

minimal hedgehogs defined (up to a translation) on the unit sphere punctured
at a finite number of points. To each h ∈ H

(
S2
)
let us assign the positive Borel

measure µh defined on S2 by

∀Ω ∈ B
(
S2
)
, µh (Ω) = −

∫
Ω

Rh dσ,

where B
(
S2
)
denotes the σ-algebra of Borel subsets of S2. Then, we notice that

the map

m : H
(
S2
)
→
{√

µ
∣∣µ is a positive Borel measure on S2

}
h 7−→ √µh,

satisfies the following properties:

(i)∀h ∈ H
(
S2
)
,m (h) = 0⇐⇒ h = 0H(S2);

(ii)∀λ ∈ R,∀h ∈ H
(
S2
)
,m (λh) = |λ|m (h) ;

(iii)∀ (k, l) ∈ H
(
S2
)2
,m (k + l) ≤ m (k) +m (l).

Remark 4.5.3. Let Hk and Hl be two hedgehogs whose support function is
defined (and C2

)
on some spherical domain Ω ⊂ S2. On this domain, we can

define their mixed curvature function by

R(k,l) :=
1

2
(Rk+l −Rk −Rl) .

The symmetric map (α, β) 7→ R(α,β) is bilinear on the vector space of hedgehogs
modelled on Ω (see Subsect. 3.1). Given any u ∈ Ω, the polynomial function
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Pu (t) = Rk+tl (u) thus satisfies Pu (t) = Rk (u) + 2tR(k,l) (u) + t2Rl (u) for all
t ∈ R.
When k and l are the support functions of two convex bodies of class C2

+,
Pu (t) must have a zero, so that

R(k,l) (u)
2 ≥ Rk (u) .Rl (u)

and hence √
Rk+l (u) ≥

√
Rk (u) +

√
Rl (u),

by noticing that R(k,l) > 0.
When Hk and Hl are minimal hedgehogs, Pu (t) is nonpositive on R, so that

R(k,l) (u)
2 ≤ Rk (u) .Rl (u)

and hence √
−Rk+l (u) ≤

√
−Rk (u) +

√
−Rl (u).

Note that A (k, l) =
∫
K
R(k,l)dσ for all (k, l) ∈ H (K)

2 and that inequality
(4.5.2) can be deduced from the inequality R(k,l)

2 ≤ Rk.Rl.

Inequality (4.5.1) can be extended to some asymptotic areas of embed-
ded ends in R3. The (possibly branched) complete minimal surfaces of finite
nonzero total curvature in R3 can be regarded as ‘multihedgehogs’provided
they have only a finite number of branch points [RT]: the (possibly singular)
envelope of a family of cooriented planes of R3 is called an N-hedgehog if, for
an open dense set of u ∈ S2, it has exactly N cooriented support planes with
normal vector u. Hedgehogs with a C2 support function are merely 1-hedgehogs.
We know that embedded ends of a minimal surface of R3 are flat or of

catenoid type (i.e., asymptotic to a planar or catenoid end). More precisely
[Sho], each embedded end is the graph (over the exterior of a bounded region
in an (x1, x2)-plane orthogonal to the limiting normal at the end) of a function
of the form

u (x1, x2) = a ln (r) + b+
cx1 + dx2

r2
+O

(
1

r2

)
, where r =

√
x2

1 + x2
2,

with a = 0 when the end is flat.
Let E be an embedded flat end of a minimal surface of R3 and let P be its

asymptotic plane. Define the asymptotic area of E by

As [E] =

∫∫
∆

(√
1 + ux1 (x1, x2)

2
+ ux2 (x1, x2)

2 − 1

)
dx1dx2 ∈ [0,+∞] ,

137



where u : ∆ → R, (x1, x2) 7→ u (x1, x2) is the function whose graph is equal
to E. Given any increasing sequence (Kn) of compact subsets of P such that
Kn → ∆, As [E] may be interpreted as the limit of

Area
[
π−1 (Kn) ∩ E

]
−Area [Kn] ,

where π denotes the orthogonal projection onto the asymptotic plane.

Theorem 4.5.2. The asymptotic area of every embedded flat end of a minimal
surface S of R3 is finite.

Note that hedgehogs never have flat ends: if an end is flat, then the limiting
normal at the end is a branch point of the Gauss map so that the surface
cannot be a hedgehog (see e.g., [LR]). Let E be an embedded flat end of a
minimal N -hedgehog, where N ≥ 2. After a rotation, we may assume the
limiting normal at the end is n = (0, 0,−1). Then E admits a Weierstrass
representation (g (z) , f(z)dz) of the form

g(z) = zN and f(z) =
α

z2
+

+∞∑
k=0

ckz
k,

where α is nonzero [LR]. The reader who is not familiar with the Weierstrass
representation of minimal surfaces in R3 will find an introduction to it in the
next subsubsection. Given r ∈ ]0, 1[, the pieces of minimal N—hedgehogs defined
(up to a translation) by a parametrization of the form

Xf : D = {z ∈ C |0 < |z| ≤ r} → R3

z = x+ iy 7→ Re
(∫

1
2f(z)

(
1− z2N

)
dz,
∫
i
2f(z)

(
1 + z2N

)
dz,
∫
f(z)zNdz

)
,

where f (z) = α
z2 +

∑+∞
k=0 ckz

k (α may be 0), constitute a real vector space
(EN ,+, .), where addition is defined by Xf1 + Xf2 = Xf1+f2 and scalar mul-
tiplication by λ.Xf = Xλf . Let us denote by Sf the surface parametrized by
Xf : D → R3.

Theorem 4.5.3. For every Sf ∈ EN , define As (f) by

As (f) :=

∫∫
D

(1− 〈N(z), n〉)
∥∥∥∥(∂Xf

∂x
× ∂Xf

∂y

)
(z)

∥∥∥∥ dxdy,
where N(z) = 2

|z|2N+1

(
Re
(
zN
)
, Im

(
zN
)
, |z|

2N−1
2

)
is the unit normal at Xf (z)

if
(
∂Xf
∂x ×

∂Xf
∂y

)
(z) 6= 0 and where D is identified with

{
(x, y)∈ R2

∣∣∣0 <√x2 + y2 ≤ r
}
.

(i) If Sf is an embedded flat end, then As (f) is its asymptotic area As [Sf ].
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(ii) The map
√
As : EN → R+, Sf 7−→

√
As (f) is a norm associated

with a scalar product (which may be interpreted as a mixed algebraic asymp-
totic area).

Proof of Theorem 4.5.3. (i) If Sf is an embedded flat end, then As (f) is

its asymptotic area As [Sf ] for 〈N(z), n〉
∥∥∥(∂Xf∂x ×

∂Xf
∂y

)
(z)
∥∥∥ dxdy is the area of

the orthogonal projection, onto the asymptotic plane, of the element of area∥∥∥(∂Xf∂x ×
∂Xf
∂y

)
(z)
∥∥∥ dxdy on the end.

(ii) We know that (see, e.g., [Os2]):

∀z = x+ iy ∈ D,
∥∥∥∥(∂Xf

∂x
× ∂Xf

∂y

)
(z)

∥∥∥∥ =

|f (z)|

(
1 + |z|2N

)
2

2

,

so that

As (f) =
∫∫
D

(1− 〈N(z), n〉)
∥∥∥(∂Xf∂x ×

∂Xf
∂y

)
(z)
∥∥∥ dxdy

=
∫∫
D
|f (z)|2 |z|2N 1+|z|2N

2 dxdy.

Consequently,
√
As : EN → R+ is a norm associated with the scalar product

given by

As (f1, f2) =

∫∫
D

Re
[
f1 (z) f2 (z)

]
|z|2N 1 + |z|2N

2
dxdy.

�

4.5.2 Addition of minimal surfaces and Enneper-Weierstrass repre-
sentation

It is well known that any minimal surface S of R3 (possibly with isolated branch
points) can be locally represented in the form

X1(x, y) = 1
2 Re

[∫ z
z0

(
1− g (ζ)

2
)
f (ζ) dζ

]
+ c1

X2(x, y) = 1
2 Re

[∫ z
z0
i
(

1 + g (ζ)
2
)
f (ζ) dζ

]
+ c2

X3(x, y) = Re
[∫ z
z0
g (ζ) f (ζ) dζ

]
+ c3,

(4.5.3)

where f (z) is an arbitrary holomorphic function on an open simply connected
neighbourhood U of z0 ∈ C and g (z) an arbitrary meromorphic function on U
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such that, at each pole of order n of g (z), f (z) has a zero of order at least 2n,
the integral being taken along any path connecting z0 to z = x + iy ∈ C in U ,
and naturally, c1, c2 and c3 denote real constants. Recall that (see e.g., [Os2])

N (z) :=

(
∂X
∂x ×

∂X
∂y

)
(x, y)∥∥∥(∂X∂x × ∂X

∂y

)
(x, y)

∥∥∥ =
2

|g (z)|2 + 1

(
Re [g (z)] , Im [g (z)] ,

|g (z)|2 − 1

2

)
,

is the (unit) normal to the surface at X (x, y) = (X1(x, y), X2(x, y), X3(x, y))
and g (z) its image under the stereographic projection σ : S2 − {(0, 0, 1)} → C,
(x, y, t) 7→ x+iy

1−t . Thus, X : U → R3, z = x+ iy 7→ (X1(x, y), X2(x, y), X3(x, y))
is a hedgehog (that is, X can be interpreted as the inverse of the stereographic
projection of its Gauss map) if and only if g (z) = z. The simplest choice of
‘Weierstrass data’ (g (z) , f (z) dz) = (z, dz) gives Enneper’s surface. Re-
call that this surface and the catenoid, which is given by (g (z) , f (z) dz) =(
z, dz/z2

)
, are the only two complete regular minimal surfaces that are hedge-

hogs (see e.g., [Os2]).
Representation (4.5.3) can be generalized to generate all minimal surfaces of

R3: if S ⊂ R3 is a minimal surface (possibly with isolated branch points), M its
Riemann surface and g = σ ◦ N : M → C ∪ {∞} the stereographic projection
(from the north pole) of its Gauss map, then S can be represented in the form
(4.5.3) for some holomorphic function f on M and some fixed z0 ∈M .

Given any two (possibly branched) minimal surfaces S1 and S2 modelled
(up to a translation) by Weierstrass data (g(z), f1 (z) dz) and (g(z), f2 (z) dz)
on a Riemann surface M (and thus sharing the same ‘Gauss map’g (z)), we
can define their sum S1 + S2 as the (possibly branched) minimal surface given
(up to a translation) by (g(z), (f1 (z) + f2 (z)) dz). For any minimal surface S
modelled (up to a translation) by Weierstrass data (g (z) , f (z) dz) on M and
for any complex number λ, we can define the minimal surface λS as the minimal
surface given (up to a translation) by (g(z), λf (z) dz). Of course, in order for
z 7→ Re

[∫
φλ (z) dz

]
to be well defined on M , where

φλ (z) := λf (z)

(
1

2

(
1− g (z)

2
)
,
i

2

(
1 + g (z)

2
)
, g (z)

)
,

we need that no component of φλ has a real period on M , that is

Periodγ [φλ] := Re

∮
γ

φλ(z)dz = 0R3 ,

for all closed curves γ on M , but in the case when this period condition is not
satisfied, we may consider the minimal surface λS modelled on the universal
covering space of M (i.e., C or the open unit disc). By hypothesis, φ1 has no
real period on M since S is modelled on M . It follows that for any λ ∈ R the
surface λS is also modelled on M (since φλ clearly has no real period on M if
λ ∈ R). Thus, minimal surfaces modelled (up to a translation) by Weierstrass
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data (g (z) , f (z) dz) on a common Riemann surface M and sharing the same
‘Gauss map’g (z) constitute a real vector space EM (which can be identified
with the space of all holomorphic functions f (z) having a zero of order at least
2n at each pole of order n of g (z) and satisfying

Periodγ

[
f

(
1

2

(
1− g2

)
,
i

2

(
1 + g2

)
, g

)]
= 0R3

for all closed curves γ on M).
Recall that: (i) the associate surfaces to a minimal surface S modelled (up to

a translation) by Weierstrass data (g (z) , f (z) dz) on a Riemann surface M are
the surfaces Sθ = eiθS given (up to a translation) by

(
g(z), eiθf (z) dz

)
, where

θ ∈
[
0, π2

]
; and (ii) the conjugate surface S∗ to S is the associate surface Sπ

2
.

Clearly, S∗ and Sθ are (locally) parametrized by X∗ (z) = − Im
[∫
φ (z) dz

]
and Xθ = (cos θ)X − (sin θ)X∗, where φ := f

(
1
2

(
1− g2

)
, i2
(
1 + g2

)
, g
)
and

X (z) := Re
[∫
φ (z) dz

]
. In other words, we have Sθ = (cos θ)S − (sin θ)S∗,

where the surfaces are modelled on the universal covering space of M in the
case when φ has a real period on M .

Remark 4.5.4. Every hedgehog Hh ⊂ Rn+1 has a unique representation in the
form

Hh = Hc +Hp, (4.5.4)

where Hc is centered (that is, centrally symmetric with center at the origin)
and Hp projective (that is, modelled on Pn (R) = Sn/ {Id,−Id}). This repre-
sentation is given by

h = c+ p,

where

c (u) =
1

2
(h (u) + h (−u)) and p (u) =

1

2
(h (u)− h (−u)) .

In the same way, every minimal hedgehog Hh of R3 has a unique
representation in the form (4.5.4). If Hh is given by Weierstrass data

(z, f (z) dz), then Hc and Hp are given (up to a translation) by the following
decomposition of f (z):

f (z) = fc (z) + fp (z) ,

where

fc (z) =
1

2

(
f(z) +

1

z4
f

(
−1

z

))
and fp (z) =

1

2

(
f(z)− 1

z4
f

(
−1

z

))
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(see [Spi] for the determination of fp (z)). Let us consider the case of Enneper’s
surface, whose support function is given by

h(u) =

(
x2 − y2

)
(2r − t)

2(r − t)2
,

where r =
√
x2 + y2 + t2 and u = (x, y, t) ∈ S2 ⊂ R3. In this case, we obtain

c(u) =
x2 − y2

(x2 + y2)
2 and p(u) =

t
(
x2 − y2

)
(2r2 + x2 + y2)

2 (x2 + y2)
2

(resp. fc (z) = 1
2

(
1 + 1

z4

)
and fp (z) = 1

2

(
1− 1

z4

))
and we notice that: (i) Hc

has 5 planes of symmetry (with equations x = 0, y = 0, z = 0 x + y = 0
and x − y = 0), 4 curves of double points lying on the plane z = 0, and
4 branch points (namely

(
1/
√

2, 1/
√

2, 0
)
and the points deduced from it by

symmetry); (ii) Hp is Henneberg’s surface (which is thus the ‘projective
part’of Enneper’s surface). Figure 4.5.1 shows the central symmetrization
of Enneper’s surface.

Figure 4.5.1. Central symmetrization of Enneper’s surface
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4.5.3 Relation between Enneper-Weierstrass representation and sup-
port function

Theorem 4.5.4. Let X : U 3 z0 → R3, z 7→ Re
[∫ z
z0
φ (ζ) dζ

]
, where φ (z) :=

f (z)
(

1
2

(
1− g (z)

2
)
, i2

(
1 + g (z)

2
)
, g (z)

)
, be the Weierstrass representation

of a piece of minimal surface (possibly with isolated branch points) such that

N : U → N (U) ⊂ S2, z 7→ N (z) =
2

|g (z)|2 + 1

(
Re [g (z)] , Im [g (z)] ,

|g (z)|2 − 1

2

)
is a diffeomorphism of U onto N (U). Then X (U) can be regarded as a hedgehog
Hh whose parametrization xh : N (U) → Hh ⊂ R3 is given by xh = ∇ϕ,
where ϕ : v 7→ ‖v‖h (v/ ‖v‖) is the positively 1-homogeneous extension of h
to
{
tu
∣∣u ∈ N (U) and t ∈ R∗+

}
.Given g(z), the support function h and the

holomorphic function f are related by

φ (z) =
2g′ (z)

1 + |g (z)|2
(Lϕ)N(z)

(
vg (z)

)
, (4.5.5)

where (Lϕ)N(z) is the endomorphism of C3 that is represented in the standard
basis by the Hessian matrix (Hessϕ)N(z) of ϕ at N (z) and vg (z) = (1, i, g (z)),
so that

f (z) =
2g′ (z)(

1 + |g (z)|2
)2

[
tVg (z). (Hessϕ)N(z) .Vg (z)

]
,

where Vg (z) is the column matrix tvg (z).

Proof of Theorem 4.5.4. For all z = x+ iy ∈ U we have

X (z) = xh [N (z)] = (∇ϕ) [N (z)] ,

and thus

Xξ (z) = (Lϕ)N(z) (Nξ (z)) ,

where Nξ (z) = ∂
∂ξ [N (x+ iy)], Xξ (z) = ∂

∂ξ [X (x+ iy)], and ξ = x or y.
Note that

Nξ (z) =
2

1 + |g (z)|2
[(Pξ, Qξ, PPξ +QQξ) (z)− (PPξ +QQξ) (z)N (z)] ,

where g (z) = P (x, y) + iQ (x, y), Pξ = ∂P
∂ξ and Qξ = ∂Q

∂ξ . As ϕ is positively
1-homogeneous, we have

(Lϕ)N(z) (N (z)) = 0,
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and we thus get

Xξ (z) =
2

1 + |g (z)|2
(Lϕ)N(z) [(Pξ, Qξ, PPξ +QQξ) (z)] .

Now, direct calculation gives


Re
[

2g′(z)

1+|g(z)|2 (Lϕ)N(z)

(
vg (z)

)]
= 2

1+|g(z)|2 (Lϕ)N(z) [(Px, Qx, PPx +QQx) (z)]

Im
[

2g′(z)

1+|g(z)|2 (Lϕ)N(z)

(
vg (z)

)]
= − 2

1+|g(z)|2 (Lϕ)N(z) [(Py, Qy, PPy +QQy) (z)] ,

so that

φ (z) = Xx (z)− iXy (z) =
2g′ (z)

1 + |g (z)|2
(Lϕ)N(z)

(
vg (z)

)
.

�

LetHh be a minimal hedgehog of R3 defined by Weierstrass data (z, f (z) dz)
on the sphere S2 punctured at a finite number of points. From (4.5.5), it follows
that

f (z) =
2

z
(

1 + |z|2
) [(∇ϕt) (N (z)) .Vg (z)

]
,

where ϕt is the partial derivative of ϕ with respect to the third coordinate in the
standard basis of R3 and ∇ϕt =

(
ϕxt, ϕyt, ϕt2

)
is its gradient. Changing the

orientation of the normal, this gives f̃ (z) = 2

z(1+|z|2)

[
(∇ϕ̃t) (N (z)) .Vg (z)

]
,

where f̃ (z) = − 1
z4 f

(−1
z

)
and ϕ̃ (u) = −ϕ (−u). Noting that N

(−1
z

)
= −N (z)

and comparing f
(−1
z

)
with f̃ (z), we get easily

ϕt2 (N (z)) = Re
[
z2f (z)

]
.

Now, inflection points of level curves of a hedgehog Hh ⊂ R3 (with a support
function of class C∞) are given by

ϕt2 (u) = 0, ∇ϕt (u) 6= 0 and Rh (u) 6= 0,

where ϕ (u) = ‖u‖h (u/ ‖u‖). By ‘inflection point’of a level curve C ⊂ Hh we
mean a point where C has a contact of order ≥ 2 with its tangent line. Therefore
we have:

Corollary 4.5.2. Let Hh be a nontrivial minimal hedgehog of R3 defined by
Weierstrass data (z, f (z) dz) on the unit sphere S2 punctured at a finite number
of points. The inflection points of level curves of Hh are given by
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Re
[
z2f (z)

]
= 0, z 6= 0 and f (z) 6= 0.

It follows easily that the hedgehog Hh is necessarily a catenoid if it is complete
and if no level curve of Hh has an inflection point.

4.5.4 Orthogonal-projection techniques

Theorem 2.8.3 enables us to obtain information on an ordinary C2-hedgehog of
R3 by considering its image under orthogonal projections onto planes. We have
the following analogue for minimal hedgehogs:

Theorem 4.5.5. Let Hh ⊂ R3 be a complete minimal hedgehog modelled on
S2 punctured at a finite number of points e1, . . . , en (corresponding to its ends)
and let u ∈ S2 be such that S1

u ⊂ S2 − {e1, . . . , en}. Then, for any regular value
x ∈ u⊥ −Hhu of the map xuh = πu ◦ xh : S2 − {e1, . . . , en} → u⊥, we have

ihu (x) +Nu
h (x)

+
=
∑
ek∈S+u

d (ek) ,

where S+
u ⊂ S2 is the halfsphere defined by 〈u, v〉 > 0, Nu

h (x)
+ the number of

v ∈ S+
u − {ej |〈ej , u〉 > 0} such that xh (v) ∈ {x} + Ru and d (ek) the winding

number of the end with limiting normal ek. Replacing u by −u, it follows that

ihu (x) +Nu
h (x)

−
=
∑
ek∈S−u

d (ek) ,

where S−u ⊂ S2 is the halfsphere defined by 〈u, v〉 < 0 and Nu
h (x)

− the number
of v ∈ S−u − {ej |〈ej , u〉 < 0} such that xh (v) ∈ {x}+ Ru. Consequently,

ihu (x) =
1

2
(N (h)−Nu

h (x)) ,

where Nu
h (x) = Nu

h (x)
−

+ Nu
h (x)

+ is the number of v ∈ S2 − {e1, . . . , en}
such that xh (v) ∈ {x} + Ru and N (h) the total spinning of Hh, that is,
N (h) =

∑n
k=1 d (ek).

Proof of Theorem 4.5.5. It suffi ces to prove the relation

ihu (x) +Nu
h (x)

+
=
∑
ek∈S+u

d (ek) ,

for any regular value x ∈ u⊥ −Hhu of xuh = πu ◦ xh : S2 − {e1, . . . , en} → u⊥.
Let (x1, x2, x3) be the standard coordinates in R3. Without loss of generality,

we can identify u⊥ to the plane with equation x3 = 0 (and thus with the
Euclidean vector plane R2

)
and assume that x is its origin 0R2 . The index

ihu (x) is the winding number of Hhu around x ∈ u⊥ −Hhu . It is given by
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ihu (x) =
1

2π

∫
Hhu

ω,

where ω is the closed 1-form defined by ω(x1,x2) = x1dx2−x2dx1
x21+x22

on R2 − {0R2}.
This index ihu (x) can also be regarded as the winding number of xh

(
S1
u

)
around

the oriented line, say Dx (u), passing through x and directed by u. In other
words, ihu (x) is given by

ihu (x) =
1

2π

∫
xh(S1u)

ω,

which can be checked by an easy calculation. Writing Σ+
u = S+

u −{ej |ej ∈ S+
u },

we then have

ihu (x) =
1

2π

∫
∂S

ω,

where S denotes the surface xh [Σ+
u ] equipped with its transverse orientation.

Let {f1, . . . , fL} be the set consisting of all ej such that 〈ej , u〉 > 0, i.e., ej ∈ S+
u .

Since x is a regular value of the map xuh = πu ◦ xh : S2 − {e1, . . . , en} → u⊥,
there exists a small closed disc, say D, centered at x whose inverse image under
(xuh)

+
: S+

u − {f1, . . . , fL} → u⊥, v 7→ xuh (v) is empty or admits a partition of
the form

[
(xuh)

+
]−1

(D) =

K⋃
k=1

Dk,

where K = Nu
h (x)

+ and Dk is such that the map πu ◦ xh defines a diffeomor-
phism from Dk onto D for all k ∈ {1, . . . ,K}. As f1, . . . , fL are limiting normals
at ends of the complete minimal hedgehog Hh, there exist small disjoint spheri-
cal discs 41, . . . ,4L punctured at f1, . . . , fL that are disjoint from S1

u and from
each Dk (1 ≤ k ≤ K). Now, Stokes’s formula gives∫

∂S

ω =

K∑
k=1

∫
∂Sk

ω +

L∑
l=1

∫
∂Σl

ω,

where Sk (resp. Σl) denotes the surface xh (Dk) (resp. xh (4l)) equipped with
its transverse orientation. As Hh is a (possibly branched) minimal surface, the
maps xh : Dk → Sk are orientation reversing and thus the orthogonal projec-
tions of the oriented curves ∂Sk into the (x1, x2)-plane have winding number
−1 around x. Consequently,

K∑
k=1

∫
∂Sk

ω = −Nu
h (x)

+
.

To complete the proof, it suffi ces to notice that we have also
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L∑
l=1

∫
∂Σl

ω =

L∑
l=1

d (fl) =
∑
ek∈S+u

d (ek) ,

from the definition of the winding number of an end. �

4.6 Plane N-hedgehogs and the Sturm-Hurwitz theorem

Sturm theory is closely related to the geometry of curves. In particular, Sturm-
type oscillation theorems enable us to minorate the number of certain special
points or concurrent lines for different types of closed curves. The central result
of Sturm oscillation theory is the famous Sturm-Hurwitz theorem.

The Sturm-Hurwitz theorem. Every continuous real function of the form
h (θ) =

∑
n≥N (an cosnθ + bn sinnθ) has at least as many zeros on the circle

S1 = R/2πZ as its first nonvanishing harmonics, that is

#
({
θ (mod 2π) ∈ S1 |h (θ) = 0

})
≥ 2N.

We know many proofs of this theorem. The interested reader can for instance
find five proofs of the Sturm-Hurwitz theorem in [OT, Appendice 8.1]. For the
history and importance of the Sturm-Hurwitz theorem, we refer the reader to
the papers by V.I. Arnold and in particular to [Ar4]. In that paper, V.I. Arnold
explained why we can consider Sturm theory as a Morse theory extended to
higher order derivative and laments that: “There are many proofs of this Sturm
theorem but all of them are incomprehensible. Of course, I can reproduce them
but you get no intuition from those proofs”. In the present subsection, we will
give a geometrical interpretation and a new proof of the Sturm-Hurwitz theorem
for C2 functions by the way of Rolle’s theorem, and by considering the 2Nπ-
periodic function h (θ/N) as the support function of an ‘N -hedgehog’Hh of R2.
N -hedgehogs are defined in the same way as hedgehogs, as envelopes of families
of cooriented lines having exactly N cooriented support lines with a given unit
normal u ∈ S1. Plane 1-hedgehogs are just plane hedgehogs.
The geometrical interpretation of the Sturm-Hurwitz theorem for C2-functions

will be the following.

Multihedgehog version of the Sturm-Hurwitz theorem. If Hh is an
N -hedgehog of R2such that

h(Nθ) =

+∞∑
n=N

(an cosnθ + bn sinnθ) ,

for some sequences of real numbers (an) and (bn), then Hh has no ‘positive
area’(that is, for all x ∈ R2�Hh, the winding number ih (x) of Hh around x
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is nonpositive).

Of course, we hope that hedgehogs and multihedgehogs can constitute a use-
ful geometric tool to obtain other results related to Sturm theory, in particular
in higher dimensions. In Section 9, we will show through a study of the concur-
rent normals conjecture that this hope is justified by first new results making
use of hedgehogs. The results of the present subsection are mainly extracted
from [M9].
We mention in passing that the author also proved the following “Sturm-type

comparison theorem by a geometric study of multihedgehogs” in the Illinois J.
Math. 52 (2008), 981-993:

Theorem. Let h be a real 2Nπ-periodic function of class C2 on R, (N ∈ N∗).
The number S ∈ N∪{∞} of zeros of h+ h′′ in [0, 2Nπ[ satisfies

nh ≤ S + 4N − 2,

where nh ∈ N∪{∞} is the number of zeros of h in [0, 2Nπ[.

4.6.1 Plane N-hedgehogs

In the Euclidean vector plane R2, N -hedgehogs are defined in the same way
as hedgehogs, except that their support functions are 2Nπ-periodic instead of
being 2π-periodic, (N ∈ N∗). The integer N is just the number of full rotations
of the coorienting normal vector u (θ) = (cos θ, sin θ) when θ varies from 0 to
2Nπ. Therefore, an N -hedgehog Hh of R2 has exactly N cooriented support
lines with a given normal vector u ∈ S1 (counted with their multiplicity). So
plane 1-hedgehogs are simply hedgehogs. Let us recall basic definitions.

Let N ∈ N∗. For every 2Nπ-periodic C2-function h : R→ R, let us consider
the envelope of the family of lines with equation

〈x, u (θ)〉 = h (θ) , (4.6.1)

where 〈., .〉 denotes the standard scalar product on R2, and u (θ) = (cos θ, sin θ),
(θ ∈ [0, 2Nπ[). This envelope is called the N -hedgehog with support function h
and denoted by Hh. Partial differentiation of (4 .6 .1 ) with respect to θ gives

〈x, u′ (θ)〉 = h′ (θ) , (4.6.2)

From (4 .6 .1 ) and (4 .6 .2 ), the natural parametrization of Hh is:

xh : [0, 2Nπ] −→ R2, θ 7→ xh (θ) = h (θ)u (θ) + h′ (θ)u′ (θ) .

Differentiation of xh gives

x′h(θ) = Rh (θ) (θ)u′(θ) for all θ ∈ R

148



where Rh := h+ h′′ is the so-called curvature function of Hh. Note that Rh (θ)
is well defined for all θ ∈ R and that Rh (θ) = 0 if and only if xh (θ) is a singular
point of Hh.
Here are some examples of ‘multihedgehogs’ of R2: for every n ≥ 2, the

hypocycloid (resp. the epicycloid) with support function hn (θ) = sin (nθ)
(resp. en (θ) = sin ((n− 1) θ/nθ)) is a 1-hedgehog (resp. an n-hedgehog) with
2n (resp. 2(n− 1)) cusps (cf. Figure 4.6.0); when n is odd, the cusps of the
hypocycloid are counted twice because xhn (θ) travels twice Hhn when θ varies
from 0 to 2π.

(a) The hypocycloid Hh5 (b) The epicycloid He3

Figure 4.6.0. Examples of multihedgehogs

The (algebraic) area of an N -hedgehog Hh of R2 can be defined by

a (h) =
1

2

∫ 2Nπ

0

h (θ) (h+ h′′) (θ) dθ =
1

2

∫ 2Nπ

0

(
h2 − (h′)

2
)

(θ) dθ

and interpreted as the integral

a (h) =

∫
R2�Hh

ih (x) dλ (x) ,

where ih(x) denotes the winding number of Hh around x and λ the Lebesgue
measure on R2. Note that the winding number ih(x) can also be seen as the
algebraic intersection number of almost every oriented half-line with origin x
with Hh equipped with its transverse orientation (this number is independent
of the oriented half-line for an open dense set of directions). For the hypocycloid
with three cusps with support function h3, the algebraic area is equal to − 4π,
that is to − 2 area(D), where D is the domain delimited by Hh3 ; the minus sign
comes from the fact that D is concave at the regular points of its boundary
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and the factor 2 from the fact that xh3 (θ) travels the curve twice when θ varies
from 0 to 2π. For the epicycloid with three cusps with support function e3 (see
Figure 4.6.0 (b)), the algebraic area is equal to (5/6)π.
Note that if the expansion in a Fourier series of h (Nθ) is given by h (Nθ) =∑
n≥0 (an cosnθ + bn sinnθ), then

a (h) = Na2
0π +

π

2N

+∞∑
n=1

(
N2 − n2

) (
a2
n + b2n

)
. (4.6.3)

The (algebraic) area defines a quadratic form on the linear space, say LN , of
N -hedgehogs defined up to a translation in R2 and identified with their support
functions. Its polar form

a : L2
N → R

(h, k) 7→ a (h, k)

can be interpreted as a mixed algebraic area; for all (h, k) ∈ L2
N , the mixed

algebraic area of Hh and Hk is thus given by:

a (h, k) =
1

2

∫ 2Nπ

0

h (θ) (k + k′′) (θ) dθ =
1

2

∫ 2Nπ

0

(hk − h′k′) (θ) dθ.

The (algebraic) length of an N -hedgehog Hh of R2 is defined by

l (h) := 2a (1, h) =

∫ 2Nπ

0

(h+ h′′) (θ) dθ =

∫ 2Nπ

0

h (θ) dθ,

whereas its absolute length is given by

L (h) =

∫ 2Nπ

0

|(h+ h′′) (θ)| dθ,

since x′h(θ) = Rh (θ) (θ)u′(θ) for all θ ∈ R.

4.6.2 Multihedgehog version of the Sturm-Hurwitz theorem

The above multihedgehog version of the Sturm-Hurwitz theorem is based on
the following relationship between the index ih (x) of a point x ∈ R2�Hh with
respect to Hh and the number of zeros of hx (θ) = h(θ) − 〈x, u(θ)〉, where
u (θ) = (cos θ, sin θ). Here, the index ih (x) is of course the winding number of
Hh around x in R2.

Theorem 4.6.1 [M9]. For every N -hedgehog Hh of R2 with a C2 support
function, we have:

∀x ∈ R2�Hh, ih(x) = N − 1

2
nh(x) , (4.6.4)
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where nh (x) is the number of cooriented support lines through x (i.e., the num-
ber of zeros of hx : [0, 2Nπ[→ R, θ 7−→ h(θ)−〈x, u(θ)〉, where u (θ) = (cos θ, sin θ)).
Note that relationship (4 .6 .4 ) allows us to define ih (x) ∈ Z∪ {−∞} for any
x ∈ R2.

Proof of Theorem 4.6.1. We will slightly abbreviate the proof for it is very
similar to the one of Theorem 2.8.1, which corresponds to the case N = 1. The
index ih(x) can be defined as the degree of the map

U(h,x) : SN → Sn, θ 7−→ xh(θ)− x
‖xh(θ)− x‖ ,

where SN := R�2NπZ. Since xhx (θ) = xh (θ) − x for all θ ∈ SN , we may
assume without loss of generality that x is the origin 0R2 = (0, 0). A straight-
forward computation then gives

ih (0R2) = 1
2π

∫ 2Nπ

0

h(θ)(h+h′′)(θ)

h(θ)2+h′(θ)2
dθ

= N + 1
2π

∫
Γh

ω,

where Γh is the oriented curve of R2 that is parametrized by

γh : [0, 2Nπ]→ R2, θ 7−→ (h (θ) , h′ (θ)) ,

and ω the 1-differential form given by

ω(x1, x2) =
x1dx2 − x2dx1

x2
1 + x2

2

for all (x1, x2) 6= (0, 0) in R2.

We then deduce that

1

2π

∫
Γh

ω = −1

2
nh (0R2)

in the same way we did it in the proof of Theorem 2.8.1. �

Corollary 4.6.1. Let Hh be an N -hedgehog of R2 for which h (Nθ) is a trigono-
metric polynomial of degree ≤ N . Then the map ih : R2�Hh → Z is everywhere
nonnegative on R2�Hh, and it is identically equal to 0 on R2�Hh if and only
if Hh is reduced to a single point.
So the mixed area a is a scalar product on the linear space PN of all N -

hedgehogs defined up to a translation in R2 (this point only means that the
harmonic of order n remains unspecified) the support functions of which satisfy
the same condition as h. Thus for all (h1, h2) ∈ P 2

N , we have√
a(h1 + h2) ≤

√
a(h1) +

√
a(h2), (4.6.5)

and
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a(h1, h2)2 ≤ a(h1) a(h2). (4.6.6)

Equality holds in (4 .6 .5 ) (resp. (4 .6 .6 )) if and only if Hh1 and Hh2 are lin-
early dependent in PN .

Proof of Corollary 4.6.1. The second part of the statement follows simply
from (4 .6 .3 ). But the whole statement is a corollary of Theorem 4.6.1 since
any trigonometric polynomial of degree ≤ N has at most 2N zeros in [0, 2π[.�

Note that inequalities (4 .6 .5 ) and (4 .6 .6 ) are analogues of the Brunn-
Minkowski and Minkowski ones (with reversed inequality signs). In
particular, (4.6.6) yields a reverse isoperimetric inequality for k = 1:

a(h) ≥ 1

4Nπ
l (h)

2 , (4.6.7)

where equality holds if and only if Hh is a circle travelled N times.

Our proof of the multihedgehog version of the Sturm-Hurwitz theorem will
rely on the following proposition. Recall that the evolute of a plane curve is the
locus of all its centers of curvature or, equivalently, the envelope of its normal
lines.

Proposition 4.6.1. Let Hh ⊂ R2 be an N -hedgehog the support function of
which is of class C3. The evolute of Hh is the N -hedgehog with support function
(∂h) (θ) = h′

(
θ − π

2

)
. Moreover for every x ∈ R2�Hh we have nh (x) ≤ n∂h (x)

and hence i∂h (x) ≤ ih (x).

Proof of Proposition 4.6.1. For all θ ∈ R, the center of curvature of
Hh at xh (θ) is given by ch (θ) = xh (θ) − Rh (θ)u (θ), so that ch

(
θ − π

2

)
=

x∂h (θ). Moreover, since from Rolle’s theorem any two distinct zeros of hx (θ) :=
h (θ) − 〈x, u (θ)〉 must be separated by a zero of h′x (θ) := h′ (θ) − 〈x, u′ (θ)〉 =
(∂h)

(
θ + π

2

)
−
〈
x, u

(
θ + π

2

)〉
= (∂h)x

(
θ + π

2

)
, we have nh (x) ≤ n∂h (x). �

For every N -hedgehog Hh of R2, we define the positive (resp. negative) area
to be the integral

a+ (h) =

∫
Ph
ih (x) dλ (x)

(
resp. a− (h) =

∫
Nh
|ih (x)| dλ (x)

)
,

where Ph (resp. Nh) is the set of all x ∈ R2 such that ih (x) > 0 (resp. ih (x)
< 0). Under the assumptions of Proposition 4.6.1, we immediately have

P∂h ⊂ Ph and N∂h ⊃ Nh,

and hence
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a+ (∂h) ≤ a+ (h) and a− (∂h) ≥ a− (h) .

Proof of the multihedgehog version of the Sturm-Hurwitz theorem.
Let VN be the linear space of N -hedgehogs Hh (defined up to a translation
in R2 and identified with their support functions) for which the expansion in
a Fourier series of h (Nθ) has the form h (Nθ) =

∑
n≥N (an cosnθ + bn sinnθ).

Let us denote by ∂−1 the endomorphism of VN that assigns to each N -hedgehog
with support function

h (θ) =
∑
n≥N

(
an cos

nθ

N
+ bn sin

nθ

N

)
,

the involute (or evolvent) of Hh that has algebraic length 0:

∂−1 : VN −→ VN

h (θ) =
∑
n≥N

(
an cos nθN + bn sin nθ

N

)
7−→

(
∂−1h

)
(θ) ,

where

(
∂−1h

)
(θ) =

∑
n≥N

N

n

(
an sin

n

N

(
θ +

π

2

)
− bn cos

n

N

(
θ +

π

2

))
.

Naturally, we have ∂
(
∂−1h

)
= h for all h ∈ VN . Given any h ∈ VN , we define

the sequence (hn)n∈N of VN by

h0 = h and hn+1 = ∂−1hn for all n ∈ N.

Since (Phn) is increasing from Proposition 4.6.1, in order to ensure that Ph = ∅
(i.e., that Hh has no positive area) it suffi ces to prove that the sequence of
hedgehogs (Hhn)n∈N converges to {(aN , bN )} (i.e., to Hh∞ where h∞ (θ) =
aN cos θ + bN sin θ) in the sense of the Hausdorff metric. In other words, it
suffi ces to prove that ‖xh (θ)− (aN , bN )‖ = ‖xh (θ)− xh∞ (θ)‖ = ‖xh−h∞ (θ)‖
converges uniformly on R to 0. To this aim, we first note that

(hn − h∞) (θ) =
∑

k≥N+1

(
N

k

)n
(ak cos θn,k + bk sin θn,k) ,

where θn,k = k
N

(
θ + nπ2

)
−nπ2 . Since h is of class C

2, we have ak, bk = O
(

1
k2

)
,

and we can then deduce that

sup
θ∈R

∥∥x(hn−h∞) (θ)
∥∥ ≤ 2M

(
N

N + 1

)n−1

,

where M =
∑
k≥N+1 (|ak|+ |bk|).
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This completes the proof. �

See below Figure 4.6.1 for an illustration of this proof.

Figure 4.6.1. Hh and its iterates by ∂−1 : VN → VN

Corollary 4.6.2. Let Hh be an N -hedgehog of R2 for which h (Nθ) has the
form h (Nθ) =

∑
n≥N (an cosnθ + bn sinnθ). Then the map ih : R2�Hh → Z

is everywhere nonpositive, and it is identically equal to 0 on R2�Hh if and
only if Hh is reduced to a single point. So the opposite −a of the mixed area
a is a scalar product on the linear space VN of all N -hedgehogs defined up to a
translation in R2 (this point only means that the harmonic of order n remains
unspecified). the support functions of which satisfy the same condition as h.
Thus for all (h1, h2) ∈ V 2

N , we have√
−a(h+ k) ≤

√
−a(h) +

√
−a(k), (4.6.8)

and

a(h, k)2 ≤ a(h) a(k). (4.6.9)

Equality holds in (4 .6 .8 ) (resp. (4 .6 .9 )) if and only if Hh1 and Hh2 are lin-
early dependent in VN .

Proof of Corollary 4.6.2. Taking into account Theorem 4.6.1, Corollary 4.6.2
is an immediate consequence of the multihedgehog version of the Sturm-Hurwitz
theorem. �
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4.6.3 Some immediate consequences for hedgehogs

Let us see some immediate consequences of the Sturm-Hurwitz theorem that
are of interest for the study of hedgehogs. Let h : S1 = R/2πZ→ R be the
support function of a C2 projective hedgehog of R2 (i.e., h is C2, and such that
h (θ + π) = −h (θ) for all θ ∈ R). Since the curvature function Rh := h+ h′′ of
Hh is then also an odd function on S1 (i.e., Rh (θ + π) = −Rh (θ) for all θ ∈ R),
the Fourier expansion of Rh contains only harmonics of odd order. Since the
differential operator d2/dθ2 + 1 kills the first harmonics, we then see that the
Fourier expansion of Rh starts with the third harmonics. Thus, we have proved
the following statement since the singularities of Hh correspond to the values of
θ (mod 2π) ∈ S1 = R/2πZ for which Rh (θ) = 0.

Corollary 4.6.3. A C2 projective hedgehog of R2 has at least six singularities
at the source S1, that is, at least three singularities on the projective line RP if
we identify antipodal points of S1.

From Corollary 4.6.3, we can now deduce the following result.

Corollary 4.6.4. A plane C3 hedgehog of constant width 2r, (r ∈ R), has at
least six vertices.

Proof of Corollary 4.6.4. The condition that a plane C2 hedgehog Hh is of
constant width 2r (i.e., such that the signed distance h (θ) + h (θ + π) between
two parallel support lines is constant, equal to 2r) is simply that its support
function has the form h = f + r, where f is the support function of a C2

projective hedgehog. Here we assume that h (and hence f) is of class C3.
A vertex of Hh is a point of at least third order tangency of Hh with a

circle, that is, a point where the radius of curvature of Hh has a station-
ary value. In other words, the vertices of Hh correspond to the values of
θ (mod 2π) ∈ S1 = R/2πZ for which (f ′ + f ′′′) (θ) = 0. Since these values corre-
spond to the singularities of the C2 projective hedgehog with support function
f ′, the theorem follows from the previous corollary. �

From Corollary 4.6.3, we can deduce by duality the following particular case
of the classical Möbius theorem, which states that any simple noncontractible
smooth curve in the projective plane has at least three inflection points.

Corollary 4.6.5. Let C be a closed simple smooth curve of S2 that is every-
where transverse to the meridians. If C is invariant under the antipodal map
then C has at least six inflection points.

Here, an inflection point is simply a zero of the geodesic curvature, that is,
a point of at least second order tangency of the curve with a great circle of S2.

Proof of Corollary 4.6.5. By virtue of assumptions, C admits a parametriza-
tion of the form
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γh : S1 = R/2πZ −→ S2 ⊂ R2 × R
θ (mod 2π) 7−→ 1√

1+h(θ)2
(cos θ, sin θ, h (θ)),

where h : S1 → R is the support function of a C2 projective hedgehog Hh of
R2, so that h (θ + π) = −h (θ) for all θ ∈ R. If θ0 is a zero of h+h′′, we observe
that the spherical curve parametrized by γg, where g (θ) = h (θ0) cos (θ − θ0) +
h′ (θ0) sin (θ − θ0), is a great circle whose order of tangency with C at γh (θ0)
is at least equal to two, since

g (θ0) = h (θ0) , g′ (θ0) = h′ (θ0) , g′′ (θ0) = −g (θ0) = −h (θ0) = h′′ (θ0.)

Hence, the zeros of h + h′′ correspond to inflection points of C, and the
theorem follows from Corollary 4.6.3. �

4.7 Plane general hedgehogs and their support functions

The results of the present subsection are essentially extracted from [M11]. Note
that plane general hedgehogs (i.e., Minkowski differences of arbitrary convex
bodies of R2

)
do not only constitute a real linear space

(
H2,+, .

)
but also a

commutative and associative R-algebra: see Subsect. 10.1 for their convolution.
We will start by recalling below why a detailed study of planar hedgehogs is a
prerequisite of the theory. We have already seen the usefulness of C2-hedgehogs.
Note that planar general hedgehogs have also proven useful for the study of
convex bodies. For instance, R. Schneider proved that a typical convex body
(in the sense of Baire category) has infinitely many convexity points by proving
that the middle hedgehog (i.e., the projective part) of a typical convex body
has infinitely many exposed points (recall that a point of a convex body K is
said to be a convexity point of K if the union of K and its reflection in the point
is convex) [Sc4].

4.7.1 Construction of plane general hedgehogs from their support
functions

First, recall that any C2-hedgehog of Rn+1 can be regarded as the Minkowski
difference K − L of two convex bodies (or of two hypersurfaces by considering
their boundaries) K, L of class C2

+ in Rn+1 (see Subsect. 2.2). Now, let us briefly
recall how we proceeded to introduce general hedgehogs (Minkowski differences
K −L of two arbitrary convex bodies K,L ∈ Kn+1) in Rn+1. Let Kn+1 denote
the set of support functions of convex bodies of Rn+1 and Hn+1 be the subspace
spanned by Kn+1 in the linear space of continuous real functions on Rn+1. Note
that Hn+1 can be identified with the real vector space of formal differences of
convex bodies of Rn+1. To any h ∈ Hn+1, we associated as follows a geometric
realization by induction on n+ 1 ∈ N:
For any h ∈ H1, we define the hedgehog with support function h as the

oriented segment Hh = [−h (−1) , h (1)]. Given n ≥ 1, we assume that the
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notion of hedgehog with support function h ∈ Hk has already been defined for
k = n. Then for any h ∈ Hn+1, we associate to each u ∈ Sn, the hedgehog Hu

h

of u⊥ with support function h′ (u; v) = limt↓0 [h (u+ tv)− h (u)] /t. We denote
by Hh and call (general) hedgehog with support function h , the datum of
all the support hedgehogs Huh = {h(u)u}+Hu

h , where u ∈ Sn.

The above definition makes clear that a good understanding of plane hedge-
hogs is a prerequisite to a study of general hedgehogs of Rn+1. That is why we
devote this subsection to case n + 1 = 2. The set K2 of support functions of
convex bodies of R2 spans a subspace H2 in the linear space of continuous real
functions on R2:

H2 = {hK − hL |(hK, hL) ∈ K2 ×K2 } .

Each h = hK − hL ∈ H2 is the support function of a hedgehog Hh, which
can be regarded as the geometrical realization of the formal difference K − L.
This hedgehog Hh is obtained by associating to each u ∈ S1, the oriented seg-
ment σh (u) = {h(u)u}+

[
−h′

(
u;−u>

)
, h′
(
u;u>

)]
, where u> ∈ S1 is the unit

vector such that
(
u, u>

)
is a direct orthonormal frame of R2, which we assume

equipped with the canonical orientation. See Figures 2.1.2 and 2.3.1 for illus-
trations in the polygonal case.

The main result of this subsection will be that plane general hedgehogs can
always be regarded as rectifiable closed curves having exactly one cooriented
support line in each direction. We know that every h ∈ C2

(
S1;R

)
defines a

hedgehog Hh of R2 that can be seen as the envelope of the family of cooriented
lines (Lu)u∈S1 with equation 〈x, u〉 = h (u). We already noticed that it is still
possible to associate such an envelope Hh to every h ∈ C1

(
S1;R

)
, but it no

longer true that such a hedgehog can always be interpreted as a difference of
two plane convex bodies when h is only C1. As we saw in Subsect. 2.5, such
“hedgehogs”can even be nowhere differentiable fractal curves of infinite length.

Reminders on plane convex bodies. Let us recall how the boundary of a
convex body K of R2 is determined by its support function h = hK : R2 → R.
Its boundary, say ∂K, is constituted of the union of all its support sets Ku =
{x ∈ K |〈x, u〉 = hK (u)}, where u ∈ S1:

∂K =
⋃
u∈S1
Ku.

For every u ∈ S1, the convexity of h : R2 → R implies the existence of

h′ (u; v) = lim
t↓0

h (u+ tv)− h (u)

t
,

for all v ∈ R2, and h′ (u; .) is the support function of the support set with normal
vector u, so that
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Ku =
{
x ∈ R2

∣∣∀v ∈ R2, 〈x, v〉 ≤ h′ (u; v)
}
.

Now, let us see the support function h as a 2π-periodic function p on R:
p (θ) = h(u(θ)), where u (θ) = (cos θ, sin θ). The left derivative p′l and the right
derivative p′r of p are everywhere defined on R, and they are respectively given
by p′l (θ) = −h′ (u (θ) ;−u′ (θ)) and p′r (θ) = h′ (u (θ) ; u′ (θ)). The calculation
gives h′ (u (θ) ;αu (θ) + β u′ (θ)) = αp (θ) + ε β h′ (u (θ) ; ε u′ (θ)), where ε =
sgn(β). Thus: ∀θ ∈ J = [0, 2π[,

Ku(θ) =
{
x ∈ R2

∣∣∀v ∈ R2, 〈x, v〉 ≤ h′ (u (θ) ; v)
}

=
{
x ∈ R2 |∃ t ∈ [p′l (θ) , p

′
r (θ)] , x = p (θ)u (θ) + t u′ (θ)

}
.

Therefore, the boundary of K is constituted of the union of all the segments
σh(θ) = [x−h (θ) , x+

h (θ)], (θ ∈ J = [0, 2π[),where x−h (θ) = p (θ )u (θ)+p′l (θ )u′ (θ)
and x+

h (θ) = p (θ )u (θ) + p′r (θ )u′ (θ):

∂K =
⋃
θ∈J

σh (θ) .

Recall that this boundary ∂K is a rectifiable simple closed curve. For proofs
and more details, we refer the reader to [Sc3].

Plane general hedgehogs are rectifiable curves. Let us begin by proving
that for any h ∈ H2, the segments σh(θ) = [x−h (θ) , x+

h (θ)], (θ ∈ J), are well de-
fined and still constitute a rectifiable (but not necessarily simple) closed curve.
The proof is based on the following proposition.

Proposition 4.7.1 For all h ∈ H2, the following four properties are satisfied:

(i) the function p = h ◦ u, where u (θ) = (cos θ, sin θ), is Lipschitzian on R;
(ii) the function p admits a left derivative p′l (resp., a right derivative p′r)

that is continuous from the left (resp., from the right) on R, and we have

∀θ ∈ R, p′l (θ) = lim
α→θ−

p′r (α) and p′r (θ) = lim
α→θ+

p′l (α) ;

(iii) the family ((p′r − p′l) (θ))θ∈J=[0,2π[ is absolutely summable;

(iv) the functions p′l and p
′
r are of bounded variation on I = [0, 2π].

Sketch of the proof. Note that it is suffi cient to check the result for
h ∈ K2. Let us continue with the function h = hK and with the notations we
introduced above.

(i) Property (i) follows from the convexity of h, cf. [Sc3, Theorem 1.5.3].
(ii) As hθ(t) = h(u(θ) + t u′(θ)) is convex on R, hθ admits a left derivative

(hθ)
′
l that is continuous from the left and a right derivative (hθ)

′
r that is con-

tinuous from the right and such that (hθ)
′
l ≤ (hθ)

′
r, cf. [Sc3, Theorem 1.5.4].

158



Property (ii) follows by expressing (hθ)
′
l and (hθ)

′
r in terms of the functions p,

p′l and p
′
r.

(iii) Property (iii) results from the fact that ∂K is a rectifiable simple closed
curve that is constituted of the union of all the segments σh(θ) = [x−h (θ), x+

h (θ)],
(θ ∈ J = [0, 2π[), the relative interiors of which are pairwise disjoint.

(iv) As for every increasing sequence (θi)i≥0 of I, the segments σh(θi) are
placed in the increasing order of subscripts on the anticlockwise oriented curve
∂K, it also follows that x−h and x

+
h are of bounded variation on I. Using (i), we

then deduce that the maps p′l u
′ and p′r u

′ are also of bounded variation on I.
Noting that the functions p′l and p

′
r are necessarily bounded, we at last deduce

Property (iv). �

Given any h ∈ H2, let us consider the union of all the segments σh(θ) =
[x−h (θ), x+

h (θ)], (θ ∈ J = [0, 2π[). These segments, which are well defined from
Property (ii), make up the image of the map

xh : Dxh → R2, (θ, t) 7−→ p (θ) u (θ) + tu′ (θ) ,

where u (θ) = (cos θ, sin θ) and p (θ) = h (cos θ, sin θ) for all θ ∈ R and where
Dxh = {(θ, t) ∈ J × R |(t− p′l (θ)) (t− p′r (θ)) ≤ 0} ∪ {(2π, p′l (2π))}. Note that
the points A = (0, p′l (0)) and B = (2π, p′l (2π)) satisfy xh (A) = xh (B) .
Let us show how xh (Dxh) can be seen as a closed curve of R2. To this aim,

let us equip the set Dxh with the metric defined by

d ((θ1, t1) , (θ2, t2)) =

 |t1 − t2| if θ1 = θ2

θj − θi + |p′r (θi)− ti|+ s (θi, θj) + |tj − p′l (θj)| if θi < θj

,

where s(θi, θj) =
∑

θi<α<θj

|(p′r − p′l) (α)|, (see property (iii)).

Let us observe that this metric is such that

(i) The map dh : Dxh → R,M 7−→ d (A,M) is an isometry from Dxh onto Ih =
[0, Fh], where Fh = dh (B) = 2π +

∑
θ∈J |(p′r − p′l) (θ)| (there is no particular

diffi culty in proving this point);

(ii) The map xh is continuous on Dxh (reduce this point to the continuity of
Dxh → R, (θ, t) 7−→ t and make use of Property (ii)).
This allows us to define the map

γh = xh ◦ d−1
h : Ih → R2, λ 7−→ xh (θ (λ) , t (λ)), where (θ (λ) , t (λ)) = d−1

h (λ) ,

and to assert that it is continuous and such that γh (Ih) = xh (Dxh). The curve
of R2 that it defines is closed since xh(A) = xh(B) and we can state the following.

Theorem 4.7.1 For every h ∈ H2, the map γh : Ih → R2 defines a closed
curve of R2 whose geometric realization γh (Ih) is the union of the segments
σh (θ) =

[
x−h (θ) , x+

h (θ)
]
, (θ ∈ J = [0, 2π[).
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Definition 4.7.1. For every h ∈ H2, the closed curve of R2 that is defined by
γh : Ih → R2 is denoted by Hh and called hedgehog with support function h.
Regular parts of Hh are assumed to be equipped with the transverse orientation
for which the unit normal at γh (λ) = xh (θ (λ) , t (λ)) is u (θ (λ)). For θ ∈ J ,
the oriented segment σh (θ) =

[
x−h (θ) , x+

h (θ)
]
is called support hedgehog of Hh

in direction u (θ).

Theorem 4.7.2. For every h ∈ H2, the hedgehog Hh is a rectifiable curve of
R2. Let us denote its length by L (h). This length satisfies the inequality

L (h) ≥
∫ Fh

0

‖γ′h (λ) ‖ dλ,

where ‖.‖ is the Euclidean norm on R2.

Proof. Given any partition σ = (λ0, . . . , λn) of Ih = [0, Fh], let L (σ, h) denote
the sum

n−1∑
i=0

‖γh (λi+1)− γh (λi)‖ =

n−1∑
i=0

‖xh (θ (λi+1) , t (λi+1))− xh (θ (λi) , t (λi))‖ .

Recall that the length of Hh can be defined by

L (h) = sup
σ
L (σ, h) ,

where the supremum is taken over all partitions of Ih. By definition, the curve
Hh is a rectifiable if and only if it has a finite length (which means analytically
that the components of γh : Ih → R2 are functions of bounded variation on Ih).
In this case, the derivative γ′h exists almost everywhere on Ih and the inequality

L (h) ≥
∫ Fh

0

‖γ′h (λ) ‖ dλ

holds. Consequently, it suffi ces to prove the existence of some real constant C
such that L (σ, h) ≤ C for every partition σ of Ih. Put u (θ) = (cos θ, sin θ)
and p (θ) = h (u (θ)) for all θ ∈ R. Writing p (α)u (α) − p (β)u (β) under the

form p (α) (u (α)− u (β))+(p (α)− p (β))u (β) and noting that (θ (λi))
n
i=0 is an

increasing sequence of I, we get at once

(A)

n−1∑
i=0

‖p (θ (λi+1))u (θ (λi+1))− p (θ (λi))u (θ (λi))‖ ≤ 2π (ph + qh) ,

where qh is the best Lipschitz constant of p : R → R and ph = supθ∈I |p (θ)|.
Similarly, we get
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(B)

n−1∑
i=0

‖t (λi+1)u′ (θ (λi+1))− t (λi)u
′ (θ (λi))‖ ≤ 2πth+

n−1∑
i=0

|t (λi+1)− t (λi)| ,

where th = sup ({|t| |∃θ ∈ I, (θ, t) ∈ Dxh }). Besides, using properties (iii) and
(iv) we get

sh := sup
σ

n−1∑
i=0

|t (λi+1)− t (λi)| < +∞,

where the supremum is taken over all partitions of Ih. As L (σ, h) is less or
equal to the sum of left-hand sides of inequalities (A) and (B), we now conclude
that we can take C = 2π (ph + qh + th) + sh. �

Remarks. 1. For every h ∈ H2, let Xh : [0, L (h)] → Hh ⊂ R2, s 7→ Xh (s) =(
X1
h (s) , X2

h (s)
)
be the parametrization by arclength ofHh (for which the length

of every subarc Xh : [0, L] → Hh (0 ≤ L ≤ L (h)) is equal to L). This parame-
trization Xh =

(
X1
h, X

2
h

)
is such that X1

h and X
2
h are absolutely continuous (and

thus almost everywhere differentiable) on [0, L (h)] and there exists an increas-
ing map s 7−→ θs of [0, L (h)] into J such that, for almost every s ∈ [0, L (h)],
Xh (s) ∈ σh (θs) and X ′h (s) = εh (s)u′ (θs), where εh (s) ∈ {−1, 1}.

2. Note that the length of Hh can be interpreted in terms of the 1-dimensional
(outer) Hausdorff measure Λ1 in R2:

L (h) =

∫
R2
nh (x) dΛ1 (x)

where nh (x) is the number of λ ∈ [0, Fh] such that γh (λ) = x; see [Oh, pp.
125-126].

3. In definitions and results following Proposition 4.7.1, we can replace H2 by
the linear subspace consisting of all functions of C

(
S1;R

)
that satisfy properties

(i)-(iv). We will see later that this subspace is nothing but H2.

Proposition 4.7.2. For every h ∈ H2, Proposition 4.7.1 ensures that p = h◦u
admits a left derivative p′l and a right derivative p

′
r on R. These left and right

derivatives of p admit a common derivative at almost every θ ∈ R. We will
simply denote it by p′′ (θ).

Proof. From property (iv), p′l and p
′
r are of bounded variation on I, and thus

almost everywhere differentiable on R. Now, property (i) ensures that p is Lip-
schitzian and thus almost everywhere differentiable on R. Therefore, p′l and p′r
coincide almost everywhere on R, so that their derivatives must also coincide
almost everywhere on R. �
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Proposition 4.7.3. For every h ∈ K2, the function p (θ) = h (u (θ)) satisfies
the following two properties:

(v) p′l (θ) ≤ p′r (θ) for all θ ∈ R;
(vi) (p+ p′′) (θ) ≥ 0 for almost every θ ∈ R.

Proof. This proposition is an immediate consequence of the following charac-
terization, which is due to M. Kallay [Ka]: ∀h∈C

(
S1;R

)
,

(h ∈ K2)⇐⇒
(
∀θ∈I, ∀α∈

[
0,
π

2

]
, p (θ + α) + p (θ − α) ≥ 2 p (θ) cosα

)
,

where p (θ) = h (u (θ)). We just have to observe that:

p′′ (θ) = lim
α→0

p (θ + α) + p (θ − α)− 2p (θ)

α2
.

�

As we will see in the next subsubsection (cf. Theorem 4.7.6), properties (v)
and (vi) do not characterize support functions of convex bodies in H2.

4.7.2 Length and area measures of plane general hedgehogs

In the previous subsubsection, we saw that every formal difference of two convex
bodies of R2 can be seen as a (transversely oriented) rectifiable curve, which we
called a (general) hedgehog. In the present subsection, we will introduce and
study the notions of length measure and mixed area for these hedgehogs of R2.
Whereas the length measure L (C, .) of a convex curve C of R2 is defined

as a (positive) Borel measure on S1, the length measure of a hedgehog Hh of
R2 will be defined as a (possibly signed) Borel measure lh on S1 in order that
the map Hh 7→ lh be linear. This algebraic length measure will of course be
interpreted and studied from a geometrical point of view. In the same way, the
area of a hedgehog Hh of R2 will be defined as an algebraic area in order to
extend the mixed area A : K2 × K2 → R, (K,L) 7−→ A (K,L) to a symmetric
bilinear form a : H2 × H2 → R. The area of a general hedgehog Hh of R2

will be interpreted as the integral over R2rHh of the winding number ih (x) of
Hh with respect to x ∈ R2rHh. We will see in the next subsubsection that
the extended bilinear form a : H2 ×H2 → R satisfies a partial extension of the
Minkowski inequality A (K,L) ≥ A (K) .A (L) which leads to a natural extension
of the isoperimetric inequality to plane general hedgehogs. On the way, we will
solve the Christoffel-Minkowski problem for plane general hedgehogs by giving
a necessary and suffi cient condition for a (possibly signed) Borel measure on S1

to be the length measure of a general hedgehog. Moreover, we will characterize
support functions of plane convex bodies among support functions of plane
general hedgehogs, and support functions of plane general hedgehogs among
continuous functions.
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Let us begin by recalling some basic facts concerning the area measure of
order 1 of plane convex bodies, that is, the length measure of plane convex
curves. We will use notations of the previous subsubsection, and B

(
S1
)
will

denote the σ-algebra of Borel subsets of S1. The area measure of order 1 of a
convex body K of R2 (that is, the length measure of its boundary ∂K) is the
(positive) Borel measure S1 (K, .) defined as follows: (i) if K is contained in a
line, then

∀Ω ∈ B
(
S1
)
, S1 (K,Ω) :=

∑
u∈Ω

Length [σhK (u)] ;

(ii) if K is not contained in a line, then

∀Ω ∈ B
(
S1
)
, S1 (K,Ω) := Λ1

[⋃
u∈Ω

σhK (u)

]
,

where Λ1 denotes the 1-dimensional (outer) Hausdorffmeasure in R2. This area
measure of order 1 determines K up to a translation. More precisely, we have
the following existence and uniqueness result for plane convex bodies with pre-
scribed area measure of order 1.

Theorem 4.7.3 (see e.g. [Sc3, Theorem 8.3.1]). Let m be a finite positive Borel
measure on S1. If m satisfies

(C)

∫
S1
u dm (u) = 0R2 ,

then m is the length measure of a unique (up to translations) convex body of R2.

Recall that integral condition (C) is necessary from the translation invari-
ance of the area of K. Let us recall the following formula for the perimeter of a
plane convex body.

Theorem 4.7.4 (Barbier 1860 [Bar]). Let K be a convex body of R2. The
perimeter of K, that is, the length L (∂K) := S1

(
K,S1

)
of its boundary ∂K, is

given by

L (∂K) =

∫ 2π

0

p (θ) dθ,

where p (θ) = hK (cos θ, sin θ).

Remind that if the restriction of h = hK to S1 is of class C2, then:

(i) ∂K can be parametrized by

xh : S1 → ∂K ⊂ R2, u (θ) = (cos θ, sin θ) 7−→ xh (θ) = p (θ) u (θ) + p′ (θ) u′ (θ) ,

where p (θ) = h (u (θ));
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(ii) xh is of class C1 on S1 and we have: ∀θ ∈ J, x′h (θ) = (p+ p′′) (θ) u′ (θ);

(iii) Rh : S1 → R, u (θ) 7−→ Rh (θ) := (p+ p′′) (θ) is nonnegative, and Rh (θ)
can be interpreted as the (principal) radius of curvature of Hh at xh (θ). There-
fore, in this case the length measure of ∂K is given by

∀Ω ∈ B
(
S1
)
, S1 (K,Ω) =

∫
Ω

Rh dσ,

where σ is the circular Lebesgue measure on S1.

Algebraic length measure

Definition 4.7.2. Let Hh be a hedgehog of R2. For every Ω ∈ B
(
S1
)
, we put

lh (Ω) := S1 (K,Ω)− S1 (L,Ω) ,

where K and L are two convex bodies of R2 such that h = hK − hL, that is,
two convex bodies of which Hh is the difference. As hK and S1 (K, .) depend
linearly on K ∈ K2 ⊂ H2, this definition does not depend on the choice of
(K,L) ∈ K2×K2. This signed measure lh is called the algebraic length measure
of Hh. Naturally, if h is the support function of a convex body K ∈ K2, then
lh (.) = S1 (K, .).

Definition 4.7.3. Let Hh be a hedgehog of R2. The algebraic length of Hh
is defined by l (h) := lh

(
S1
)
. By the definition of lh, it follows from the above

Barbier’s theorem that l (h) is given by

l (h) =

∫ 2π

0

p (θ) dθ,

where p (θ) = h (cos θ, sin θ).

We will see later in this subsubsection how lh and l (h) can be interpreted
from a geometrical point of view. The following generalization of Theorem 4.7.3
solves the Christoff el-Minkowski problem for plane general hedgehogs.

Theorem 4.7.5. Let m be a (possibly signed) Borel measure on S1. If m

satisfies ∫
S1
u dm (u) = 0R2 ,

then m is the (algebraic) length measure of a unique (up to translations) hedge-
hog Hh of R2.

Proof. Existence: Let m = m+ −m− be the Jordan decomposition of m:

m+ =
1

2
(|m|+m) and m− =

1

2
(|m| −m) ,
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where |m| is the total variation measure of m. From the assumption, there
exists some (a, b) ∈ R2, such that:∫

S1
u dm+ (u) =

∫
S1
u dm− (u) = (a, b) .

Letmf be the Borel measure given by: ∀Ω ∈ B
(
S1
)
,mf (Ω) =

∫
Ω
f (u) dσ (u),

where σ is the circular Lebesgue measure and f (u (θ)) := c− 1
π (a cos θ + b sin θ),

c being some constant larger than 1
π

√
a2 + b2. The Borel measures defined by

µ = m+ +mf and ν = m− +mf are positive and such that

m = µ− ν and
∫
S1
u dµ (u) =

∫
S1
u dν (u) = 0R2 .

Thus, from Theorem 4.7.3, there exists (K,L) ∈
(
K2
)2
, such that µ = S1 (K, .)

and ν = S1 (L, .), so that

m = µ− ν = S1 (K, .)− S1 (L, .) = lh,

where h = hK − hL.
Uniqueness up to translations: Assume that h̃ = hK̃ − hL̃ ∈ H2 is such

that lh = lh̃, where
(
K̃, L̃

)
∈
(
K2
)2
. We then have

S1 (K, .)− S1 (L, .) = S1

(
K̃, .
)
− S1

(
L̃, .
)
.

As S1 is Minkowski linear, we thus have

S1

(
K̃ + L, .

)
= S1

(
K̃, .
)

+ S1 (L, .) = S1 (K, .) + S1

(
L̃, .
)

= S1

(
K+L̃, .

)
.

From Theorem 4.7.3, it follows that K̃ + L and K+L̃ are translates of each
other, so that hK̃+L − hK+L̃ is a linear form φ on R2. As hK+L̃ = hK + hL̃ and

hK̃+L = hK̃ + hL, it follows that h̃ = h+ φ, which completes the proof. �

Curvature function

Definition 4.7.4. Let Hh be a hedgehog of R2, and let σ denote the circular
Lebesgue measure on S1. From the Lebesgue decomposition theorem, there is a
unique pair of mutually singular measures lah and l

s
h such that

lh = lah + lsh,

where lah is absolutely continuous with respect to σ and lsh mutually singular
with σ. Furthermore, from the Radon-Nykodym theorem, there is a unique Rh ∈
L1 (σ) such that

∀Ω ∈ B
(
S1
)
, lah (Ω) =

∫
Ω

Rh dσ.
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Rh ∈ L1 (σ) is called the curvature function of Hh. For the sake of simplicity,
we will often consider Rh as a function of θ ∈ R by putting Rh (θ) = Rh (u (θ)).

Note that this curvature function of Hh is such that

Rh (θ) = lim
α↓0

lah ([θ, θ + α])

α
,

for almost every θ ∈ R. of course, if the restriction of h to S1 is a function of
class C2 then Rh (θ) = (p+ p′′) (θ), where p (θ) = h (u (θ)), for every θ ∈ R, and
Rh (θ) can be interpreted as the (principal) radius of curvature of Hh at xh (θ).

Absolute length measure

Definition 4.7.5. For every hedgehog Hh of R2, let Lh denote the total vari-
ation of lh, that is the (positive) Borel measure |lh| defined by:

∀Ω ∈ B
(
S1
)
, Lh (Ω) = sup

(Ωi)i∈=∈P (Ω)

∑
i∈=
|lh (Ωi)| ,

where P (Ω) denotes the set of all partitions (Ωi)i∈= of Ω. This Borel measure
Lh is called the absolute length measure of Hh. Naturally, if h ∈ K2, then
Lh is the length measure S1 (K, .), where K is the convex body with support
function h.

Remarks. 1. As it will be checked at the end of the subsubsection, for every
h ∈ H2, Lh

(
S1
)
is the (absolute) length L (h) of the rectifiable curve of Hh.

2 Let Hh be a hedgehog of R2 and let σ denote the circular Lebesgue measure
on S1. From the Lebesgue decomposition theorem, there is a unique pair of
mutually singular measures Lah and L

s
h such that

Lh = Lah + Lsh,

where Lah is absolutely continuous with respect to σ and L
s
h mutually singular

with σ. It is an easy exercise to check that these measures Lah and Lsh are
respectively the total variations |lah| and |lsh| of lah and lsh, so that we have in
particular,

∀Ω ∈ B
(
S1
)
, Lah (Ω) =

∫
Ω

|Rh| dσ.

Length function

For every h ∈ H2, let us define a length function Lh : I = [0, 2π] → R as
follows: for every θ ∈ I, let Lh (θ) denote the length of the rectifiable curve

γh :
[
0, λ− (θ)

]
→ R2, λ 7−→ xh (θ (λ) , t (λ)) = p (θ (λ)) u (θ (λ))+t (λ)u′ (θ (λ)) ,
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where λ− (θ) = dh (θ, p′l (θ)), with notations of the previous subsubsection. In
other words, Lh (θ) denotes the length of the subarc of Hh beginning at x−h (0)
and ending at x−h (θ). In the case where h = hK ∈ K2, we thus have Lh (θ) =
Lh (u ([0, θ[)), for all θ ∈ I. This length function Lh is obviously increasing and
thus of bounded variation. Therefore, Lh admits a decomposition of the form

Lh = jh + rh + sh,

where jh is a jump function (with a derivative equal to 0 except for an at
most countable set of jump discontinuities), rh an absolutely continuous func-
tion, and sh a continuous singular function (with a derivative equal to 0 almost
everywhere). This decomposition is unique provided these three functions are
required to be equal to 0 at θ = 0.

Let us consider the case when h = hK ∈ K2. In this case, the length measure
Lh : B

(
S1
)
→ R of ∂K is (inherited from) the Lebesgue-Stieltjes measure, say

µh, associated with the increasing and left continuous function Lh:

∀Ω ∈ B
(
S1
)
, Lh (Ω) = µh (ΩJ) ,

where ΩJ = {θ ∈ J |u (θ) ∈ Ω}. Moreover, the unique decomposition of Lh into
discrete, absolutely continuous, and continuous singular parts (with respect to
the circular Lebesgue measure σ on S1) then corresponds to the decomposition
Lh = jh+rh+sh (in which jh, rh and sh are required to be equal to 0 at θ = 0).
Let us notice that in this case
(i) the jump function jh is given by

jh (θ) =
∑

0≤α<θ
(p′r (α)− p′l (α))

(remember that p′r − p′l ≥ 0 from Proposition 4.7.3), so that the discrete part of
Lh is given by

∀Ω ∈ B
(
S1
)
, Jh (Ω) :=

∑
α∈ΩJ

(p′r (α)− p′l (α)) ;

(ii) the absolutely continuous part of Lh is the measure Lah, given by

∀Ω ∈ B
(
S1
)
, Lah (Ω) =

∫
Ω

Rh dσ

(note that the curvature function Rh is then σ−almost everywhere ≥ 0);
(iii) the continuous singular part of Lh is a positive measure on B

(
S1
)
, so that

the continuous singular function sh is increasing on I.

Characterization of support functions of plane convex bodies among
all support functions of plane general hedgehogs
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Let us prove the following characterization of support functions of plane
convex bodies among support functions of plane general hedgehogs.

Theorem 4.7.6. Let h ∈ H2. We have h ∈ K2 if and only if the following three
conditions are satisfied:

(i) p′r − p′l ≥ 0 on I;

(ii) Rh ≥ 0 σ−almost everywhere on S1;

(iii) the continuous singular part of the length function Lh is increasing on I.

Proof. It follows from our above study that these three conditions are neces-
sary. Let us check that they are also suffi cient. Let us assume that these three
conditions are satisfied, and denote by Lsh the (measure inherited from the)
Lebesgue-Stieltjes measure associated with the continuous singular part of Lh.
Then, the Borel measure

lh : B
(
S1
)
→ R, Ω 7−→

∫
Ω

Rh dσ +
∑
α∈ΩJ

(p′r (α)− p′l (α)) + Lsh (Ω) ,

where ΩJ = {θ ∈ J |u (θ) ∈ Ω}, is positive. Moreover, as it is of the form
Lf − Lg, where (f, g) ∈ (K2)

2, it satisfies∫
S1
u dm (u) = 0R2 .

Therefore, Theorem 4.7.3 ensures that there exists some k ∈ K2 such that
Lk = lh and Theorem 4.7.5 that Hh and Hk must be translates, which com-
pletes the proof. �

It follows from our study that the perimeter of a convex body K of R2 is
given by:

L (∂K) =

∫ 2π

0

(p+ p′′) (θ) dθ +
∑
θ∈J

(p′r (θ)− p′l (θ)) + Lsh (J) ,

where h = hK and p (θ) = h (u (θ)), Lsh denoting the Lebesgue-Stieltjes measure
associated with the continuous singular part of Lh.

Let us give an explicit example where

L (∂K) >

∫ 2π

0

(p+ p′′) (θ) dθ +
∑
θ∈J

(p′r (θ)− p′l (θ)) .

To this aim, let us consider the odd function f : R→ R that satisfies

f (t) =

{
s (t) if 0 ≤ t ≤ 1
1 if t ≥ 1,
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where s is the Cantor-Lebesgue function on [0, 1]. Now define h : R2 → R by:
∀ (x, y) ∈ R2,

h (x, y) =


|x| if y = 0

|y|
(

1 +

∫ x
y

1

f (t) dt

)
if y 6= 0.

It is then easy to check that h is the support function of a centered convex body
K of R2 for which the required inequality is satisfied.

Vector length measure

For every h ∈ H2, let us define a vector length measure
−→
lh : B

(
S1
)
→ R2

whose components are (inherited from) the signed Lebesgue-Stieltjes measures
associated with the components of the map x−h : I → R2 (which are left contin-
uous functions of bounded variation). As already noticed, the arclength para-
metrization Xh : [0, L (h)] → Hh ⊂ R2 is almost everywhere differentiable on
[0, L (h)], and there exists an increasing map s 7−→ θs of [0, L (h)] into J such
that, for almost every s ∈ [0, L (h)], Xh (s) ∈ σh (θs) and X ′h (s) = εh (s)u′ (θs),
where εh (s) ∈ {−1, 1}. It is easy to check that

∀Ω ∈ B
(
S1
)
,
−→
lh (Ω) =

∫
Ωh

X ′h (s) ds =

∫
Ωh

εh (s)u′ (θs) ds,

where Ωh = {s ∈ [0, L (h)] |u (θs) ∈ Ω}.

If the restriction of h to S1 is of class C2, then we have of course

∀Ω ∈ B
(
S1
)
,
−→
lh (Ω) =

∫
ΩJ

x′h (θ) dθ =

∫
ΩJ

Rh (θ) u′ (θ) dθ

where ΩJ = {θ ∈ J |u (θ) ∈ Ω}.

Proposition 4.7.4. For every h ∈ H2, we have d
−→
lh (u) = u> dlh (u), where

u> ∈ S1 is the unit vector such that
(
u, u>

)
is a direct orthonormal frame of

R2, which we assume equipped with the standard orientation.

Proof. By linearity, it suffi ces to prove it for h ∈ K2. Let l be the Lebesgue
measure on [0, L (h)] and let uh : [0, L (h)]→ S1 be the measurable map defined
by uh (s) = u (θs). For h ∈ K2, lh is nothing but the image measure of l by uh,
so that:

∀Ω ∈ B
(
S1
)
,

∫
Ω

u> dlh (u) =

∫
Ωh

u′ (θs) ds =
−→
lh (Ω) ,

where Ωh = {s ∈ [0, L (h)] |u (θs) ∈ Ω}. �
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Geometrical interpretation of lh and Lh for h ∈ H2

The following result ensures that the absolute length measure (resp., the al-
gebraic length measure) ofHh can indeed be interpreted as the length measure of
Hh (resp., the length measure ofHh counted with the sign of εh (s) = 〈X ′h (s) , u′ (θs)〉).

Theorem 4.7.7. Let h ∈ H2. The algebraic length measure of Hh is given by

∀Ω ∈ B
(
S1
)
, lh (Ω) =

∫
Ωh

εh (s) ds,

where Ωh = {s ∈ [0, L (h)] |u (θs) ∈ Ω} and εh (s) = sgn (〈X ′h (s) , u′ (θs)〉).

Proof. From Proposition 4.7.4, we have indeed: ∀Ω ∈ B
(
S1
)
,

lh (Ω) =

∫
Ω

〈
u>, d

−→
lh (u)

〉
=

∫
Ωh

〈u′ (θs) , X ′h (s)〉 ds

=

∫
Ωh

εh (s) ds,

where 〈., .〉 denotes the standard inner product on R2. �

Algebraic area

For every h ∈ H2, let us define the algebraic area of Hh as the integral

a(h) =

∫
R2−Hh

ih (x) d£ (x) ,

where ih (x) is the winding number of Hh around x ∈ R2�Hh and £ the
Lebesgue measure on R2.

Theorem 4.7.8. For every h ∈ H2, we have

a(h) =
1

2

∫
S1
h (u) dlh (u) .

The quadratic form a : H2 → R, h 7−→ a(h) satisfies: ∀h ∈ H2,

a(h) =
1

2

∫ 2π

0

(
p2 − (p′)

2
)

(θ) dθ,

where p (θ) = h (u (θ)).

Proof. Let us define the body of Hh as the set
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Kh = Hh ∪
{
x ∈ R2 −Hh |ih (x) 6= 0

}
.

Givenm ∈ R2, let us consider Kh as a part of the image of ∆h = [0, 1]×[0, L (h)]
under the map

Xm
h : ∆h −→ R2

(r, s) 7−→ m+ r (Xh (s)−m)
.

We will say that a half-line L with originm in R2 is transverse to Hh if, for every
s ∈ [0, L (h)] such that Xh (s) ∈ L, the vector X ′h (s) exists and is transverse
to L. Now, almost every x ∈ Xm

h (∆h) belongs to such a half-line and ih (x) is
then given by:

ih (x) =
∑

(r,s)∈Eh(x)

ih (r, s) ,

where Eh (x) = (Xm
h )
−1

(x) and ih (r, s) = sgn [〈Xh (s)−m,u (θs)〉 εh (s)], that
is, ih (r, s) = sgn [pm (θs) εh (s)] where pm (θ) = p (θ)−〈m,u (θ)〉. We thus have

a (h) =

∫ ∫
R2−Hh

ih (x1, x2) dx1 dx2

=

∫ ∫
∆h

ih (r, s)
∣∣∣det

[
∂Xmh
∂r (r, s) ,

∂Xmh
∂s (r, s)

]∣∣∣ dr ds
=

∫ ∫
∆h

det [Xh (s)−m, rX ′h (s)] dr ds

=

∫ ∫
∆h

r pm (θs) εh (s) dr ds

=

∫ 1

0

rdr

∫ L(h)

0

pm (θs) εh (s) ds

= 1
2

∫
S1

(h (u)− 〈m,u〉) dlh (u)

= 1
2

∫
S1
h (u) dlh (u) ,

since
∫
S1 u dlh (u) = 0R2 . Therefore, the map a : H2 → R is a quadratic form.

As the relation

a(h) =
1

2

∫ 2π

0

(
p2 − (p′)

2
)

(θ) dθ
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is well-known for h ∈ K2 (see [Va, p. 188]), we can thus claim that it remains
true for every h ∈ H2. �

Corollary 4.7.1. Let a : (H2)
2 → R, (h, k) 7−→ a (h, k) be the symmetric

bilinear form obtained by polarizing a : H2 → R. For every (h, k) ∈ (H2)
2,

a (h, k) may be interpreted as an algebraic mixed area of Hh and Hk, and can
be given by

a (h, k) =
1

2

∫
S1

(h (u) dkh (u) + k (u) dhh (u)) =
1

2

∫ 2π

0

(p q − p′ q′) (θ) dθ,

where p (θ) = h (u (θ)) and q (θ) = k (u (θ)).

Another way to prove the relation

a(h) =
1

2

∫ 2π

0

(
p2 − (p′)

2
)

(θ) dθ

is to consider a (h) as the difference of two areas. Indeed, it is easy to check
that:

(i) the integral ∫ 2π

0

p (θ)
2

2
dθ

can be seen as the area of the pedal curve ofHh with respect to the origin. Recall
that this pedal curve, say P (Hh), is defined as follows: to each xh (θ, t) ∈ Hh,
we assign the foot P (xh (θ, t)) = p (θ)u (θ) of the perpendicular from the origin
to the support line of Hh at xh (θ, t). Naturally, the area a [P (Hh)] of the pedal
curve P (Hh) is defined by

a [P (Hh)] :=

∫
R2−P (Hh)

iP (Hh) (x) d£ (x) ,

where iP (Hh) (x) is the winding number of P (Hh) around x ∈ R2�P (Hh) and
£ the Lebesgue measure on R2;

(ii) the integral ∫ 2π

0

p′ (θ)
2

2
dθ

can be seen as the area of the image of Σh = {(θ, t) ∈ Dh × R |t (t− p′ (θ)) < 0},
where Dh = {θ ∈ J |p′ (θ) exists}, under the map

T : Σh → R2

(θ, t) 7−→ p (θ)u (θ) + tu′ (θ) .

This area a [T (Hh)] is of course defined by
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a [T (Hh)] :=

∫
T (Σh)

th (x) d£ (x) ,

where th (x) = Card ({(θ, t) ∈ Σh |T (θ, t) = x}), and can be given by

a [T (Hh)] =

∫∫
Σh

∣∣∣∣det

[
∂T

∂θ
(θ, t) ,

∂T

∂t
(θ, t)

]∣∣∣∣ dθ dt.
To prove the second relation of Theorem 4.7.8, it then suffi ces to observe that

for £-almost every x ∈ R2� (Hh ∪ P (Hh)), we have ih (x) = iP (Hh) (x)−th (x).

Characterization of support functions of plane hedgehogs among
continuous functions

Theorem 4.7.9. Functions of H2 are exactly functions of C
(
S1;R

)
that sat-

isfy properties (i)-(iv) of Proposition 4.7.1.

Proof. We already know that functions of H2 satisfy these four conditions. It
remains to check that if h ∈ C

(
S1;R

)
satisfies properties (i)-(iv), then h ∈ H2.

Let h ∈ C
(
S1;R

)
be such a function. As noticed in the third remark following

Theorem 4.7.2, it defines a closed rectifiable curve Hh in R2. Let lh : B
(
S1
)
→

R be the signed Borel measure inherited from the Lebesgue-Stieltjes measure
associated with the following left continuous function of bounded variation:

Lεh : J = [0, 2π[→ R, θ 7−→
∫ Lh(θ)

0

εh (s) ds,

where the length function Lh (θ) of Hh is defined as in the case when h ∈ H2

and where εh (s) = sgn (〈X ′h (s) , u′ (θs)〉) (see remarks of Subsect. 4.7.1); that
is: ∀Ω ∈ B

(
S1
)
,

lh (Ω) := µLεh (ΩJ) ,

where µLεh is the Lebesgue-Stieltjes measure associated to L
ε
h on J and where

ΩJ = {θ ∈ J |u (θ) ∈ Ω}. This signed Borel measure lh : B
(
S1
)
→ R satisfies∫

S1
u dlh (u) = 0R2 .

Indeed, we have ∫
S1
u> dlh (u) =

∫ L(h)

0

εh (s)u′ (θs) ds

=

∫ L(h)

0

X ′h (s) ds

= Xh (L (h))−Xh (0) = 0,
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since components of Xh are absolutely continuous on [0, L (h)], see the third
remark following Theorem 4.7.2. Therefore, lh is the algebraic length measure
of a unique (up to translations) hedgehog of Hf of R2, where f ∈ H2. Now, if−→
lh : B

(
S1
)
→ R2 denotes the vector measure whose components are (inherited

from) the signed Lebesgue-Stieltjes measures associated with the components
of x−h : I → R2 (which are left continuous functions of bounded variation), then
∀θ ∈ I,

x−h (θ)− x−h (0) =
−→
lh (Ωθ)

=

∫ Lh(θ)

0

X ′h (s) ds =

∫ Lh(θ)

0

εh (s)u′ (θs) ds

=

∫
Ωθ

u> dlh (u) =

∫
Ωθ

u> dlf (u)

=
−→
lf (Ωθ) = x−f (θ)− x−f (0) ,

where Ωθ = u ([0, θ[). So, for all θ ∈ I, we have x−h (θ) = x−f (θ) + x , where

x =
(
x−h − x

−
f

)
(0), and thus h (θ) = f (θ) + 〈x, u (θ)〉, so that h ∈ H2. �

The following result can be seen as a particular case of Theorem 4.7.5:

Proposition 4.7.5. If ρ : R→ R is a 2π-periodic function that is summable on
I = [0, 2π] and such that

∫ 2π

0
ρ(θ)u(θ)dθ = 0, then there exists a plane hedgehog

Hh of R2 whose curvature function satisfies Rh (θ) = ρ (θ) for almost every
θ ∈ I.

Proof. Our proof is a mere adaptation of that of [Ka, Theorem 4]. Using the
characterization of functions in H2, it consists in proving that

p(θ) =

∫ θ

0

ρ(α) sin(θ − α)dα,

is a 2π-periodic Lipschitzian function on R which admits an absolutely contin-
uous derivative on I that satisfies (p+ p′′) (θ) = ρ (θ) for almost every θ ∈ I. A
first calculation shows that p admits an absolutely continuous derivative on I,
namely

p′(θ) =

∫ θ

0

ρ(α) cos(θ − α)dα,

and a second one that (p+ p′′) (θ) = ρ (θ) for almost every θ ∈ I. The integral
condition

∫ 2π

0
ρ(θ)u(θ)dθ = 0 ensures that p is 2π-periodic on R. �
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Of course, Proposition 4.7.5 gives only an existence result: there is no unique-
ness. For instance, if Hh in R2 is any polygonal hedgehog, then p(θ) = h(u(θ))
satisfies (p+ p′′) (θ) = 0 for almost every θ ∈ I.

4.7.3 Geometric inequalities for general plane hedgehogs

The following theorem gives an extension to general hedgehogs of the classical
Minkowski inequality (and thus of the isoperimetric inequality) for plane convex
bodies:

Theorem 4.7.10.
(i) If h ∈ H2 is such that l (h) = 0, then a (h) ≤ 0.
(ii) If (f, g) ∈ (H2)

2 is such that a(g) > 0, then a(f, g)2 ≥ a(f).a(g).
In particular: ∀h ∈ H2, 4πa(h) ≤ l(h)2.

Proof. (i) If the restriction of h to S1 is a function of class C2, this is only
Wirtinger’s inequality. If h = hK−hL, where (K,L) ∈ K2×K2, then we can pro-
ceed as follows. We know there exist sequences (Kn) and (Ln) of plane convex
bodies of class C2

+ that converge respectively towards K and L with respect to
the Hausdorffmetric on K2 [Sc2]. Recall that convergence of plane convex bod-
ies with respect to the Hausdorffmetric is equivalent to uniform convergence on
S1 of the corresponding support functions [Sc3, p. 66]. Let (hn) be the sequence
defined by: ∀n ∈ N, hn = fn − 1

2π l (fn), where fn = hKn − hLn . Using the as-
sumption l (h) = 0, we check at once that (hn) converges uniformly towards h
on S1. Now we have (∀n ∈ N, l (hn) = 0), and thus a (hn) ≤ 0 from Wirtinger’s
inequality. Using the bilinearity of the algebraic mixed area and the continuity
of the mixed area on K2 ×K2, we deduce that a (h) = lim

n→+∞
a (hn) ≤ 0.

(ii) Since a (g) > 0, we have l (g) 6= 0. Let τ be the trinomial defined on R by

τ(t) :=a(f + tg) = a(f) + 2 t a(f, g) + t2a(g).

If a(f, g)2 < a(f) a(g), then τ(t) has no real root, and the assumption a(g) > 0
implies that τ (t) > 0 for all t ∈ R. Now, this is impossible since there exists
λ ∈ R such that l(f+λg) = l (f)+λl (g) = 0, which implies τ(λ) ≤ 0 from (i).�
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5 The Minkowski problem for hedgehogs

The classical Minkowski problem asks for necessary and suffi cient conditions on
a nonnegative Borel measure on the unit sphere Sn of Rn+1 to be the surface
area measure of some convex body K in Rn+1, unique up to translation. When
restricting to the class of convex bodies of Rn+1 whose surface area measures
have a density with respect to spherical Lebesgue measure on Sn, the classical
Minkowski problem can be formulated as that of the existence, uniqueness and
regularity of a closed convex hypersurface with preassigned curvature function
(see e.g., [Sc3, p. 397]. for more details, results and a complete bibliography).
In the last century, this Minkowski problem played an important role in the

development of the theory of elliptic Monge-Ampère equations. Indeed, for C2
+-

hypersurfaces (C2-hypersurfaces with positive Gauss curvature), this problem
is equivalent to the question of solutions of certain Monge-Ampère equations of
elliptic type on the unit sphere Sn of Rn+1 ([CY], [Ni], [Po1]). In his book review
of the Minkowski multidimensional problem, by A.V. Pogorelov, E. Calabi wrote
about the Minkowski problem: “From the geometric view point it is the Rosetta
Stone, from which several other related problems can be solved”. Some, included
in Pogorelov’s book, deal with the determination of closed, convex hypersurfaces
by the data of other curvature functions expressed in terms of the unit normal;
other generalizations deal with curvature functions expressed in terms of both
the normal and the position of the point”[Ca]. Various analogues of the classical
Minkowski problem, in which the volume and the surface area measure are
replaced by a physical quantity and measure derived from its first variations,
have been investigated (see [Sc3, 5. Applications, p. 462]).
This classical Minkowski problem admits a natural extension to hedgehogs

of Rn+1 to which the present section is devoted. This extended Minkowski
problem is much more diffi cult than the classical one, even for n = 2 and for
C∞-hedgehogs, since it essentially boils down to the question of solutions of
Monge-Ampère equations of mixed type on the unit sphere Sn of Rn+1, a class
of equations for which there is no global result but only local ones by Lin [Li]
and Zuily [Zu]. However, as we will see, a number of partial results have already
been obtained.

5.1 Minkowski’s problem in differential geometry and ex-
tension to hedgehogs

In this subsection, we follow more or less [M14]. If K is a convex body of class
C2

+ in Rn+1, then its surface area measure has a continuous density given by its
curvature function R, which is the product of the principal radii of curvature of
its boundary ∂K (oriented by its outer normal normal). Its reciprocal κ = 1/R
is thus the Gauss curvature regarded as a function of the outer normal. In
this context, the classical Minkowski problem can therefore be formulated as
that of existence, uniqueness and regularity of a closed convex hypersurface
whose curvature function is prescribed as a positive function on Sn. In other
words, given a continuous positive function κ on Sn, is there a closed convex
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hypersurface in Rn+1 with Gauss curvature κ (as a function of the outer unit
normal vector)? If it does exist, is it unique? And what then can we say about
its regularity and that of its support function ? Using approximation by convex
polyhedra, Minkowski proved the existence of a weak solution in 1903 [Mi2]: If κ
is a continuous positive function on Sn satisfying the following integral condition

∫
Sn

u

κ(u)
dσ(u) = 0,

where σ is the spherical Lebesgue measure, then κ is the Gauss curvature (in the
sense of Gauss’definition) of a unique (up to translation) closed convex hyper-
surface Hh. The uniqueness comes from the equality condition in a Minkowski’s
inequality (e.g., [Sc3, p. 397]). The strong solution is due to Pogorelov [Po1]
and Cheng and Yau [CY] who proved independently that: if κ is of class Cm,
(m ≥ 3), then the support function of H is of class Cm+1,α for every α ∈ ]0, 1[.

This classical Minkowski problem has a natural extension to hedgehogs,
that is to Minkowski differences H = K − L of closed convex hypersurfaces
K,L ∈ Rn+1. This is obviously the case if we restrict ourselves to hedgehogs
whose support functions are C2. Indeed, as noticed in Subsubsect. 2.2.1, the
inverse of the Gaussian curvature of such a hedgehog is well defined and con-
tinuous all over Sn, so that the following existence question arises naturally:

(Q1) Existence of a C2-solution: What are necessary and suffi cient condi-
tions for a real continuous function R on Sn to be the curvature function (that
is, the inverse 1

κ of the Gauss curvature κ) of some C
2-hedgehog H = K − L?

Now let us expound the uniqueness question. As we will see later, for any
h ∈ C2

(
S2;R

)
, −h and h are the respective support functions of two hedgehogs

H−h and Hh of R3 that have the same curvature function and are such that

H−h = s (Hh) ,

where s is the symmetry with respect to the origin of R3. Here, we have to
recall that noncongruent hedgehogs of R3 may have the same curvature function
[M13]: for instance, the two smooth (but not analytic) functions f , g defined
on S2 by

f (u) :=

 exp(−1/z2) if z 6= 0

0 if z = 0
and g (u) :=

 sgn (z) f (u) if z 6= 0

0 if z = 0,

where u = (x, y, z) ∈ S2, are the support functions of two noncongruent hedge-

hogsHf andHg of R3 having the same curvature function R := 1/κ ∈ C
(
S2;R

)
,

(cf. Figure 5.1.0).
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Figure 5.1.0. Noncongruent hedgehogs with the same curvature function

Consequently, we state the uniqueness question as follows:

(Q2) Uniqueness of of a C2-solution: If R ∈ C (Sn;R) is the curvature
function of some hedgehog H, what necessary and suffi cient additional condi-
tions must it satisfy in order that H be the unique hedgehog of which R is the
curvature function (up to an isometry of the space)?

In particular, it would be very interesting to know whether there exists any
pair of noncongruent analytic hedgehogs of R3 with the same curvature func-
tion (by ‘analytic hedgehogs’ we mean ‘hedgehogs with an analytic support
function’). We will see in Subsubsect. 5 1.1 that this latest question presents
similarities to the open question of knowing whether there exists any pair of
noncongruent isometric analytic closed surfaces in R3.

For n = 1, the problem is linear and so can be solved without diffi culty:
Theorem 4.6 of [M11] entirely solved the Chritoffel-Minkowski for general plane
hedgehogs. But for n = 2, the problem is already very diffi cult: if R ∈ C

(
S2;R

)
changes sign on S2, the question of existence, uniqueness and regularity of a
hedgehog of which R is the curvature function boils down to the study of a
Monge-Ampère equation of mixed type, a class of equations for which there is
no global result but only local ones by Lin [Li] and Zuily [Zu]. In the present
subsection, we are mainly interested in the uniqueness question. Question (Q2)
is too diffi cult to be solved at the present time and our main purpose will be
simply to provide conditions under which two hedgehogs of R3 have distinct
curvature functions.
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Our results

Let H3 be the linear space of C2-hedgehogs defined up to a translation in
Rn+1 and identified with their support function (by ‘C2-hedgehogs’we thus
mean ‘hedgehogs with a C2 support function’). Our first result will be the fol-
lowing.

Theorem 5.1.1. Let H and H′ be C2-hedgehogs that are linearly independent
in H3. If some linear combination of H and H′ is of class C2

+, then H and H′
have distinct curvature functions.

As we will recall in Subsubsect. 5.1.2, any hedgehog can be uniquely split
into the sum of its centered and projective parts. Our second result relies on
this decomposition of hedgehogs into their centered and projective parts.

Theorem 5.1.2. Let H and H′ be C2-hedgehogs that are linearly independent
in H3 and whose centered parts are nontrivial (i.e., distinct from a point) and
proportional to one and the same convex surface of class C2

+. Then H and H′
have distinct curvature functions.

An immediate consequence will be that:

Corollary 5.1.2. If two C2-hedgehogs of nonzero constant width are linearly
independent in H3, then their curvature functions are distinct.

Our last result relies on the extension to hedgehogs of the notion of mixed
curvature function, which we recalled in Subsubsect. 3.1.1.

Theorem 5.1.3. Let H and H′ be analytic (resp. projective C2) hedgehogs
of R3 that are linearly independent in H3. If the mixed curvature function of
H and H′ does not change sign on S2, then H and H′ have distinct curvature
functions.

In Subsubsect. 5.1.1, we will begin by recalling what we have already seen on
the Minkowski problem extended to hedgehogs. Later, we will see different ways
of constructing pairs of non-congruent hedgehogs having the same curvature
function.

5.1.1 Facts and observations on the Minkowski problem extended
to hedgehogs

Gaussian curvature of C2-hedgehogs

LetHn+1 denote the linear space of C2-hedgehogs defined up to a translation
in the Euclidean linear space Rn+1 and identified with their support functions.
Analytically speaking, saying that a hedgehog Hh of Rn+1 is defined up to
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a translation simply means that the first spherical harmonics of its support
function is not specified.
As we saw before, elements of Hn+1 may be singular hypersurfaces. Since

the parametrization xh can be regarded as the inverse of the Gauss map, the
Gaussian curvature κh of Hh at xh (u) is given by κh(u) = 1/det[Tuxh], where
Tuxh is the tangent map of xh at u. Therefore, singularities are the very points
at which the Gaussian curvature is infinite. For every u ∈ Sn, the tangent map of
xh at the point u is Tuxh = h(u) IdTuSn +Hh(u), where Hh(u) is the symmetric
endomorphism associated with the Hessian

(
∇2h

)
u
of h at u. Consequently, if

λ1 (u) ≤ . . . ≤ λn (u) are the eigenvalues of the Hessian
(
∇2h

)
u
of h at u then

R1 (u) := (λ1 + h) (u) ≤ . . . ≤ Rn (u) := (λ2 + h) (u)

can be interpreted as the principal radii of curvature of Hh at xh (u), and the
so-called curvature function Rh (u) := 1/κh (u) = det [Tuxh] is given for all
u ∈ Sn by

Rh (u) = det [h(u) IdTuSn +Hh(u)]
= det [Hij (u) + h (u) δij ]
= (R1 . . . Rn) (u)

where δij are the Kronecker symbols and (Hij (u)) the Hessian of h at u with
respect to an orthonormal frame on Sn. In this subsection, we are mainly inter-
ested in the case where n = 2.

The case n = 2.

From the above relations, the curvature function Rh := 1/κh of Hh ∈ H3 is
given by Rh = (λ1 + h) (λ2 + h) = h2 + h∆2h + ∆22h, where ∆2 denotes the
spherical Laplacian and ∆22 the Monge-Ampère operator (respectively the sum
and the product of the eigenvalues λ1, λ2 of the Hessian of h). So, the equation
we will be dealing with will be the following

h2 + h∆2h+ ∆22h = 1/κ.

Recall that the so-called ‘mixed curvature function’of hedgehogs of R3, that is,

R : H2
3 → C

(
S2;R

)
(f, g) 7→ R(f,g) := 1

2 (Rf+g −Rf −Rg)
is bilinear and symmetric:

(i) ∀ (f, g, h) ∈ H3
3 ,∀λ ∈ R, R(f+λg,h) = R(f,h) + λR(g,h);

(ii) ∀ (f, g) ∈ H2
3 , R(g,f) = R(f,g).

For any h ∈ H3, we have in particular R−h = Rh. Note that R(1,f) =
1
2 (∆2h+ 2h) is (up to the sign) half the sum of the principal radii of curva-
ture of Hh ∈ H3.
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Nonexistence in the Minkowski problem for hedgehogs

The point is that the curvature function Rh := 1/κh of any C2-hedgehog
Hh of Rn+1 is well defined and continuous all over Sn, including at the singular
points of xh, so that the Minkowski problem arises naturally for hedgehogs. In
this paper, we are thus interested in studying the existence and/or uniqueness
of C2-solutions to the Monge-Ampère equation

Rh = R,

where R is a given real continuous function on Sn.
As in the classical Minkowski problem, the following integral condition is

necessary for the existence of such a solution:∫
Sn
R (u)udσ(u) = 0. (1)

It simply expresses that any C2-hedgehog Hh of Rn+1 is a closed hypersurface.

But it is no longer suffi cient: for instance, the constant function equal to −1
on S2 satisfies integral condition (1) but it cannot be the curvature function of
a hedgehog since there is no compact surface with negative Gaussian curvature
in R3.
The study of the Minkowski problem extended to hedgehogs leads to the

construction of families of examples of Monge-Ampère equations of mixed type
for which there is no solution. We have already proved that for every v ∈ S2,
the smooth function Fv (u) = 1 − 2 〈u, v〉2 satisfies integral condition (1) but
is not a curvature function on S2 although it changes sign cleanly on S2 (see
Proposition 4.3.6 as well as is proof). In other words, for every fixed v ∈ S2,
the Monge-Ampère equation h2 +h∆2h+ ∆22h = Fv has no C2-solution on S2.
Remind that the proof makes use of orthogonal projection techniques adapted
to hedgehogs.

Nonuniqueness in the Minkowski problem for hedgehogs

As recalled in the introduction, two noncongruent hedgehogs of R3 may have
the same curvature function. By bilinearity and symmetry in the arguments
of the mixed curvature function R : H2

3 → C
(
S2;R

)
, if Hf and Hg are two

hedgehogs of R3 having the same curvature function then, for all (λ, µ) ∈ R2,
the hedgehogs Hλf+µg and Hµf+λg also have the same curvature function. For
instance, from the pair {Hf , Hg} of noncongruent hedgehogs represented in
Figure 5.1.0, we deduce the pair {Hf+2g, H2f+g} of noncongruent hedgehogs
(which have the same curvature function) represented in Figure 5.1.1.
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Figure 5.1.1. Noncongruent hedgehogs with a same curvature function

On εh functions and the non-uniqueness in the Minkowski problem

In Subsect. 2.9, we associate to any C2-hedgehog Hh of R3 a function
εh : S2 → {−1, 0, 1} whose sign at any regular point u of xh : S2 → R3 tell us if
the usual (i.e., relative) and the absolute transverse orientations of Hh coincide
or not at xh (u). We proved that this function εh : S2 → {−1, 0, 1} is such that∫

S2
εh (u)Rh (u)u dσ(u) = 0,

where σ is the spherical Lebesgue measure on S2 and Rh the curvature func-
tion of Hh. Now let us return to the example of the hedgehogs Hf and
Hg of R3 that have the same curvature function: f (u) = exp

(
−1/z2

)
and

g (u) = sgn (z) f (u), u = (x, y, z) ∈ S2 ⊂ R3 and z 6= 0 (see Figure 5.1.0). Note
that Hf is centrally symmetric whereas Hg is projective. It is interesting to
notice that Hf and Hg correspond to different εh functions. More precisely, we
have εf (u) = −1 and εg (u) = −sgn (z) for all u = (x, y, z) ∈ S2 such that z 6= 0.
Similarly, if two hedgehogs are bounding the same centrally symmetric convex
body K of R3 but equipped with opposite (usual) transverse orientations, then
they have the same curvature function but opposite εh functions. These ex-
amples suggest that a study of the multiplicity of solutions in the Minkowski
problem for hedgehogs should probably take into account these εh functions.

The analytical case. A natural but probably diffi cult question is knowing
whether there exists a pair of noncongruent analytic hedgehogs of R3 with the
same curvature function. Let us recall the similar open question of knowing
whether there exists a pair of noncongruent isometric analytic closed surfaces
in R3. Smooth closed surfaces can be isometric without being congruent: the
usual way of constructing such surfaces is by gluing together smaller congruent
pieces. As recalled in [Be, p. 131] or [Sto, p. 366], we can construct a pair
{S, S′} of noncongruent isometric closed surfaces of revolution as indicated in
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Figure 5.1.2.

Figure 5.1.2. Noncongruent isometric surfaces of revolution [Be, p. 131]

We can assume that S admits a parametrization of the form

x : S2 → S ⊂ R3

u 7→ ρ (u)u,

where ρ is a smooth positive function. Then the hedgehog with support function
h = 1/ρ can be regarded as the dual surface of S (see Subsect. 2.7). This
hedgehogHh is a surface of revolution whose generating curve (a plane hedgehog
which has a fish form) is represented in Figure 5.1.3. Replacing the fish’s tail
by its image under the symmetry with respect to the double point (which by
duality corresponds to the plane P ) and rotating the plane hedgehog that we
get around its axis of symmetry, we generate another hedgehog which has the
same curvature function as Hh without being congruent to it.

Figure 5.1.3. Generatrices of revolution hedgehogs with the same curvature

183



5.1.2 Statements of results

Recall that H3 denotes the R-linear space of C2-hedgehogs defined up to a
translation in R3. Our first result below will be a consequence of the classical
Minkowski’s uniqueness theorem.

Theorem 5.1.1. Let Hf and Hg be C2-hedgehogs that are linearly independent
in H3. If some linear combination of Hf and Hg is of class C2

+, then Hf and
Hg have distinct curvature functions.

Our second result makes use of the decomposition of hedgehogs into their
centered and projective parts.

Decomposition of a hedgehog into its centered and projective parts

Recall that a hedgehog Hh of Rn+1 is said to be centered (resp. projective)
if its support function h is symmetric (resp. antisymmetric), that is, if we have:

∀u∈ Sn, h (−u) = h (u) (resp. h (−u) = −h (u)) .

For instance, the hedgehog Hf (resp. Hg) of R3 that is represented in Figure
5.1.0 (a) (resp. Figure 5.1.0 (b)) is centered (resp. projective). Geometrically
speaking, this means that Hh is centrally symmetric with respect to the origin
(resp. that any pair of antipodal points on the unit sphere Sn correspond to a
same point on the hypersurface Hh = xh (Sn)).
Now, the support function h of Hh ⊂ Rn+1 can be uniquely split into the

sum of its symmetric and antisymmetric parts f and g:

∀u∈ Sn, h (u) = f (u) + g (u) where

 f (u) = 1
2 (h (u) + h (−u))

g (u) = 1
2 (h (u)− h (−u))

.

Consequently, any hedgehog Hh of Rn+1 has a unique decomposition of the
form Hf +Hg, where Hf and Hg are respectively centered and projective. We
say thatHf andHg are respectively the centered and the projective parts ofHh.

Theorem 5.1.2. Let Hh1 and Hh2 be C2-hedgehogs that are linearly indepen-
dent in H3 and whose centered parts are nontrivial (i.e., distinct from a point)
and proportional to one and the same convex surface of class C2

+. Then Hh1
and Hh2 have distinct curvature functions.

Recall that a hedgehog Hh of Rn+1 is said to be of constant width if its
centered part has a constant support function. In other words, a hedgehog Hh
of Rn+1 is of constant width if the signed distance between the two cooriented
support hyperplanes that are orthogonal to u ∈ Sn does not depend on u, that
is, if:
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∃r ∈ R,∀u ∈ Sn, h(u) + h(−u) = 2r.

A straightforward consequence of Theorem 5.1.2. is the following corollary.

Corollary 5.1.2. Let Hf and Hg be C2-hedgehogs that are linearly indepen-
dent in H3. If Hf and Hg are of nonzero constant width, then their curvature
functions Rf and Rg are distinct.

Recall that a hedgehog Hh of Rn+1 is said to be analytic if its support func-
tion h is Cω on Sn.

Theorem 5.1.3. Let Hf and Hg be analytic (resp. projective C2) hedgehogs
of R3 that are linearly independent in H3. If the mixed curvature function of Hf
and Hg does not change sign on S2, then Hf and Hg have distinct curvature
functions.

5.1.3 Proof of results and further remarks

Proof of Theorem 5.1.1. By assumption, there exists (λ, µ) ∈ R2 such that
the hedgehog Hλf+µg is of class C2

+. We can assume that |λ| 6= |µ|.
Let assume that Rf = Rg. We then have:

Rλf+µg = λ2Rf + µ2Rg + 2λµR(f,g)

= µ2Rf + λ2Rg + 2µλR(f,g)

= Rµf+λg.

As the hedgehog Hλf+µg is of class C2
+, the equality Rλf+µg = Rµf+λg implies

the existence of an ε ∈ {−1, 1} such that λf +µg = ε (µf + λg) by Minkowski’s
uniqueness theorem. We thus have (λ− εµ) f = ε (λ− εµ) g and hence f = εg
since λ− εµ 6= 0. �

Our proof of the other two theorems of the subsection requires a series of
lemmas.

Lemma 5.1.1 Let Hf and Hg be two C2-hedgehogs of R3. If u ∈ S2 is such
that Rg (u) > 0, then

R(f,g) (u)
2 ≥ Rf (u)Rg (u) .

Proof of Lemma 5.1.1. DefineQ : R→ R byQ (t) = Rf+tg (u). By bilinearity
and symmetry of the mixed curvature function, we have:

∀t ∈ R, Q (t) = Rf (u) + 2tR(f,g) (u) + t2Rg (u) .
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Let us consider the ‘reduced’discriminant ∆ = R(f,g) (u)
2−Rf (u)Rg (u) of the

quadratic trinomial Q(t). On the one hand, from the assumption Rg (u) > 0, it
follows that Q(t) > 0 for any large enough t. On the other hand, there exists
some λ ∈ R such that R(1,f+λg) (u) = R(1,f) (u) + λR(1,g) (u) = 0 and hence
Q (λ) = Rf+λg (u) ≤ 0. Therefore ∆ ≥ 0, which achieves the proof. �

Surprisingly, as we saw in Subsect. 4.4, there exist nontrivial (i.e., distinct
from a point) hedgehogs of R3 whose curvature function is nonpositive all over
S2, which disproves a conjectured characterization of the 2-sphere. However,
the support function of such a hedgehog cannot be neither analytic nor anti-
symmetric on S2 (see Subsect. 4.4):

Lemma 5.1.2 ([A2, and 10,Theorem 3]). Let Hh be an analytic (resp. a pro-
jective C2) hedgehog in R3. If the curvature function Rh of Hh is nonpositive
all over S2, then Hh is reduced to a single point.

Lemma 5.1.3 Let Hg be a convex hedgehog of class C2
+ in R3. Given a projec-

tive hedgehog Hf in R3, the mixed curvature function R(f,g) is equal to zero on
S2 only if Hf is reduced to a single point, that is, only if f is the restriction
to S2 of a linear form on R3.

Proof of Lemma 5.1.3. Since Hg is of class C2
+, we have

Rf (u)Rg (u) ≤ R(f,g) (u)
2

by Lemma 5.1.1. From R(f,g) = 0 on S2, we then deduce that Rf ≤ 0 which
implies the result by Lemma 5.1.2. �

Proof of theorem 5.1.2. By assumption, h1 and h2 are of the form h1 = f1 + λ1k

h2 = f2 + λ2k
,

where λ1, λ2 are nonzero real numbers, f1, f2 the support functions of projective
hedgehogs and k the support function of a centered convex surface of class C2

+.
Assume that Rh1 = Rh2 . By bilinearity and symmetry of the mixed curvature
function, this gives

Rf1 + λ2
1Rk + 2λ1R(f1,k) = Rf2 + λ2

2Rk + 2λ2R(f2,k).

Splitting into symmetric and antisymmetric parts, we get Rf1 + λ2
1Rk = Rf2 + λ2

2Rk

λ1R(f1,k) = λ2R(f2,k)

.

By linearity of the mixed curvature function in the first argument, the second
equation is equivalent to R(λ1f1−λ2f2,k) = 0. By Lemma 5.1.3, this implies that
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Hλ1f1−λ2f2 is a point and hence that Hλ1f1 = Hλ2f2 in H3. Now, by multiplying
each member of the first equation of the previous system by λ2

1, we get

λ2
1Rf1 + λ4

1Rk = λ2
1Rf2 + λ2

1λ
2
2Rk,

and hence

Rλ1f1 −Rλ1f2 = λ2
1

(
λ2

1 − λ2
2

)
Rk

by bilinearity of the mixed curvature function. Therefore,

Rλ2f2 −Rλ1f2 = λ2
1

(
λ2

1 − λ2
2

)
Rk,

that is, (
λ2

2 − λ2
1

) (
Rf2 − λ2

1Rk
)

= 0.

As Hf2 is projective (resp. Hk is convex of class C2
+), we have (see Subsubsect.

3.2.2): ∫
S2
Rf2dσ ≤ 0 and

∫
S2
Rkdσ > 0.

Therefore, Rf2 6= λ2
1Rk. From the previous equation, we thus get λ2

2 = λ2
1,

that is:

∃ε ∈ {−1, 1} , λ2 = ελ1.

Now, λ1Hf1 = Hλ1f1 = Hλ2f2 = λ2Hf2 and λ1, λ2 are nonzero. Therefore, we
have Hf1 = εHf2 in H3, that is, Hf2 = εHf1 and hence

Hh2 = Hf2+λ2k = Hf2 + λ2Hk = ε (Hf1 + λ1Hk) = εHh1 in H3,

which contradicts the fact that Hh1 and Hh2 are linearly independent in H3.
�

Lemma 5.1.4 Let Hf and Hg be two C2-hedgehogs of R3. If their curvature
functions Rf and Rg are identically equal on S2, then either Rf−g (u) ≤ 0 or
Rf+g (u) ≤ 0 for all u ∈ S2.

Proof of Lemma 5.1.4 . Assume that Rf−g (u) > 0 (resp. Rf+g (u) > 0). By
Lemma 5.1.1, we then have

R(f−g,f+g) (u)
2 ≥ Rf−g (u)Rf+g (u) .

Now the assumption Rf = Rg implies

R(f−g,f+g) = Rf −Rg = 0 and hence Rf−g (u)Rf+g (u) ≤ 0.
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Therefore Rf−g (u) ≤ 0 (resp. Rf+g (u) ≤ 0). �

Proof of Theorem 5.1.3. We prove the result by contraposition. Assume
that Rf and Rg are identically equal on S2. Since Hf and Hg are analytic
(resp. projective and C2) hedgehogs of R3 that are linearly independent in
H3, it follows from Lemma 5.1.2 that there must exist (u, v) ∈ S2 × S2 such
that Rf−g (u) > 0 and Rf+g (v) > 0. By Lemma 5.1.4, we then deduce that
Rf+g (u) ≤ 0 and Rf−g (v) ≤ 0. Now we have R(f,g) = 1

4 (Rf+g −Rf−g), so
that  Rf−g (u) > 0

Rf+g (u) ≤ 0
and

 Rf+g (v) > 0

Rf−g (v) ≤ 0

implies R(f,g) (u) < 0 and R(f,g) (v) > 0. �

5.2 Gauss infinitesimal rigidity and volume preservation
under preserving curvature deformations

In 1813, A. L. Cauchy proved (almost rigorously) his famous rigidity theorem:
Any convex polyhedron of R3 is rigid (that is, no convex polyhedron of R3 can
be continuously deformed so that its faces remain rigid) [Cau]. First exam-
ples of flexible polyhedra were discovered by R. Bricard in 1897 [Br], but these
« Bricard’s flexible octahedra » are self-intersecting. The question of rigidity
of embedded non-convex polyhedra remained open until 1977 when R. Connelly
discovered the first example of flexible sphere-homeomorphic polyhedron [Co].
In the late seventies, R. Connelly and D. Sullivan formulated the so-called « bel-
lows conjecture » stating that whenever we perform a rigid deformation of a
flexible polyhedron P (that is, a continuous deformation of P that changes only
its dihedral angles), the volume of P remains constant. The first proof of the
bellows conjecture was given by I. Sabitov [Sab], in 1995. The second proof by
R. Connelly, I. Sabitov, and A. Walz followed two years later [CSW].
In 2000, L. Rodriguez and H. Rosenberg gave a rigidity result for a class of

polyhedral hedgehogs of R3 [RR]. Three years later, G. Panina gave examples
of flexible « virtual polytopes » (a synonym expression for « polyhedral hedge-
hogs » ) of R3 which are similar to Bricard’s flexible octahedra [P1] and proved
the following refinement of Rodriguez-Rosenberg theorem: a virtual polytope of
R3 with a convex fan is not flexible.

In 1916, M. Dehn proved that any simplicial convex polyhedron P of R3 is
infinitesimally rigid [Dh]: any non-trivial first order deformation of P induces
a variation of its edge lengths. Gauss infinitesimal rigidity of convex polyhedra
was stated and proved by A. D. Alexandrov [A1]: any non-trivial first order
deformation of a convex polyhedron P induces a variation of its face areas. See
e.g., [Iz1] for more details.
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In 1927, E. Cohn-Vossen proved that smooth closed surfaces of R3 with
everywhere positive Gaussian curvature are rigid [CV]. Smooth closed surfaces
of R3 with everywhere positive Gaussian curvature are also infinitesimally rigid
[Wey] (resp. Gauss infinitesimally rigid [Sto]), that is every isometric infinites-
imal deformation of such a surface is trivial (resp. rigid with respect to the
Gaussian curvature regarded as a function of the outer unit normal). See e.g.,
[Iz2] for more details.
In this subsection, we consider Gauss rigidity and Gauss infinitesimal rigidity

for hedgehogs of R3 (regarded as Minkowski differences of closed convex surfaces
of R3 with positive Gaussian curvature). As noticed by I. Izmestiev [Iz1, Iz2],
Gauss rigidity (Gauss infinitesimal rigidity) can be interpreted as
uniqueness (resp. « infinitesimal » uniqueness) in the Minkowski
problem, that is in the problem of prescribing the nth surface area measure of
a polytope P of Rn+1 on the unit sphere Sn (resp. the Gaussian curvature of
smooth strictly convex closed hypersurface of Rn+1 as a function of the outer
unit normal). We already studied the uniqueness part of the Minkowski problem
extended to hedgehogs in the previous subsection. In particular, we saw different
ways of constructing pairs of non-congruent hedgehogs that share the same
curvature function (i.e., inverse of the Gaussian curvature) This will allow us to
give examples of nontrivial (i.e., distinct from a point) hedgehogs that are not
Gauss infinitesimally rigid.

Consider a one parameter family of C2-hedgehogs (Hht)t∈[0,1] all having
the same curvature function. We do not know whether these hedgehogs are
congruent in R3. However, we will prove a theorem of volume preservation
under preserving curvature deformations:

Under an appropriate differentiability condition of the family with respect
to the parameter, we will prove that:

All the hedgehogs of the considered family (Hht)t∈[0,1] have the same
algebraic volume .

5.2.1 Gauss infinitesimal rigidity in the context of hedgehogs

In this subsection, we will use the Banach spaces Cm, (m ∈ N), that were in-
troduced by L. Nirenberg in his study of the Minkowski problem in R3 [Ni, p.
380]. The space Cm is defined as follows. The unit sphere S2 is divided up into
three pairs of regions in each of which one of the following coordinate systems
is defined:

(X,Y ) =
(x
z
,
y

z

)
, (Y, Z) =

(y
x
,
z

x

)
and (Z,X) =

(
z

y
,
x

y

)
,

where (x, y, z) are the standard coordinates in R3. Then a function h : S2 → R
belongs to Cm, (m ∈ N), if in each pair of regions all its partial derivatives (with
respect to the corresponding local coordinates) of order less or equal to m exist
and are continuous. The norm of every h ∈ Cm is defined as the sum of the
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suprema of the absolute values of the partial derivatives up to order m (the
suprema being taken with respect to all three pairs of regions).

Definition 5.2.1.. Let Hh be a C2-hedgehog of R3. A smooth deformation of
Hh is the datum of a differentiable map h̃ : [0, 1] → C2, t 7→ ht := h (t, .) such
that h0 = h.

Definition 5.2.2. Let Hf be a C2-hedgehog of R3. An infinitesimal isogauss
deformation of Hf is the data of a family (Hf+tg)t∈R of hedgehogs of R

3,

xf+tg : S2 → Hf+tg ⊂ R3

u 7→ xf (u) + txg (u)

where Hg is a hedgehog of R3 such that the mixed curvature function R(f,g) :=
1
2 (Rf+g −Rf −Rg) is identically zero on S2.

Definition 5.2.3. Let Hf be a C2-hedgehog of R3. If every infinitesimal iso-
gauss deformation (Hf+tg)t∈R of Hf is trivial, that is such that Hg is reduced
to a single point, then the hedgehog Hf will be said to be Gauss infinitesimally
rigid.

Remark 5.2.1. A hedgehog Hg is reduced to a single point if, and only if,
its support function g is the restriction to S2 of a linear form on R3, which
amounts to saying that its curvature function Rg is identically zero on S2 [Ko,
Theorem 1]. Therefore, a hedgehog Hf is Gauss infinitesimally rigid if, and only
if, we have:

∀g ∈ C2
(
S2;R

)
,
(
R(f,g) = 0

)
=⇒ (Rg = 0) .

Remark 5.2.2. If a hedgehog Hf of R3 is trivial (that is, reduced to a single
point), then Hf is not Gauss infinitesimally rigid. Indeed, for every regular C2-
hedgehog Hg of R3, we have R(f,g) = 0 although Rg is not identically zero on S2.

5.2.2 Gauss infinitesimal rigidity of regular C2-hedgehogs of R3

Let us recall the proof of the Gauss infinitesimal rigidity (with respect
to the curvature function) of regular C2-hedgehogs of R3 (that are closed
convex surfaces of class C2

+ in R3). It is essentially a rewriting of the proof by
J. Stoker [Sto]: Let Hf be a regular C2-hedgehog of R3. Clearly, the regularity
of Hf is equivalent to the strict positivity of its curvature function Rf := 1/κf .
If (Hf+tg)t∈R defines an isogauss deformation of Hf , then we have (see [M14,
Lemma 3.1] or Lemma 5.1.1):

0 = R2
(f,g) ≥ Rf .Rg
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and hence Rg ≤ 0 on S2. By taking the origin to be an interior point of the
convex body bounded by Hf in R3, we may assume without loss of generality
that f > 0 so that fRg ≤ 0 on S2. Now, by symmetry of the mixed volume of
hedgehogs of R3, we get:

0 =

∫
S2
gR(f,g)dσ =

∫
S2
fR(g,g)dσ =

∫
S2
fRgdσ,

where σ is the spherical Lebesgue measure on S2. Therefore, Rg is identically
zero on S2 which implies thatHg is reduced to a single point by Remark 5.2.1. �

Relation to Minkowski problem

In the context of hedgehogs, there is a close connection between Gauss infin-
itesimal rigidity and the uniqueness question in the Minkowski problem. This
is due to the following equivalence:

∀ (f, g) ∈ C2
(
S2;R

)2
, (Rf = Rg)⇐⇒

(
R(f+g,f−g) = 0

)
.

In [M13, M14], the author gave examples of pairs of non-congruent hedgehogs
of R3 having the same curvature function (see also the previous subsection).
From each of these examples, we can deduce examples of nontrivial hedgehogs
that are not Gauss infinitesimally rigid. It is for instance the case of the pair of
hedgehogs of R3 given by:

f (u) :=

 0 if z ≤ 0

exp(−1/z2) if z > 0
and g (u) :=

 exp(−1/z2) if z < 0

0 if z ≥ 0,

where u = (x, y, z) ∈ S2 ⊂ R3. Indeed, we have clearly R(f,g) = 0. Therefore,
these two nontrivial hedgehogs Hf and Hg are not Gauss infinitesimally rigid.
Only nonanalytic examples are known. The question of knowing whether there
exists a pair of noncongruent analytic hedgehogs of R3 with the same curvature
function remains open (by ‘analytic hedgehogs’, we mean ‘hedgehogs with an
analytic support function’). As a consequence, the question of knowing whether
there exist examples of nontrivial analytic hedgehogs that are not Gauss infini-
tesimally rigid is also open.

5.2.3 Volume preservation under curvature preserving deformation

Lemma 5.2.1. The curvature function R : C2 → C0, h 7→ Rh is differentiable
on C2, and:

∀ (f, g) ∈ C2 × C2, dRf (g) = lim
t→0
t6=0

Rf+tg −Rf
t

= 2R(f,g).
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Proof of Lemma 5.2.1. Indeed, we have:

∀t ∈ R∗+, Rf+tg −Rf = Rf + 2tR(f,g) + t2Rg −Rf

= t
(
2R(f,g) + tRg

)
,

and hence

lim
t→0
t6=0

Rf+tg −Rf
t

= lim
t→0
t6=0

(
2R(f,g) + tRg

)
= 2R(f,g).

Now, we have:∥∥Rf+g −Rf − 2R(f,g)

∥∥
C0

= ‖Rg‖C0 = o
(
‖g‖C2

)
,

which achieves the proof. �

Theorem 5.2.1. Let Hh be a C2-hedgehog of R3. If a smooth deformation of
Hh, say

h̃ : [0, 1]→ C2, t 7→ ht := h (t, .) ,

preserves the curvature function (that is, is such that Rht = Rh for all t ∈ [0, 1]),
then it also preserves the algebraic volume:

∀t ∈ [0, 1] , v (ht) = v (h) .

Proof of Theorem 5.2.1. By assumption, the map R ◦ h̃ : [0, 1] → C0 is
constant. Since h̃ is differentiable by assumption and R by Lemma 5.2.1, R ◦ h̃
is differentiable and the chain rule gives:

∀t ∈ [0, 1] ,
(
R ◦ h̃

)′
(t) = 2R(

h̃(t),
(
∂h̃
∂t

)
(t)
).

Therefore, the differentiation yields:

∀t ∈ [0, 1] , R(
h̃(t),

(
∂h̃
∂t

)
(t)
) = 0. (5.2.1)

Now, for every t0 ∈ [0, 1], we have :

∀t ∈ [0, 1]− {t0} ,
v
(
h̃ (t)

)
− v

(
h̃ (t0)

)
t− t0

=
1

3

∫
S2

h̃ (t)− h̃ (t0)

t− t0
Rh̃(t0)dσ

and hence:

lim
t→t0
t 6=t0

v
(
h̃ (t)

)
− v

(
h̃ (t0)

)
t− t0

=
1

3

∫
S2

(
∂h̃

∂t

)
(t0)Rh̃(t0)dσ.
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Besides, by symmetry of the mixed volume of hedgehogs, we have:

1

3

∫
S2

(
∂h̃

∂t

)
(t0)Rh̃(t0)dσ =

1

3

∫
S2
h̃ (t0)R(

h̃(t0),
(
∂h̃
∂t

)
(t0)

)dσ.
From (5.2.1), we then deduce that:

∀t0 ∈ [0, 1] ,
(
v ◦ h̃

)′
(t0) = lim

t→t0
t 6=t0

v
(
h̃ (t)

)
− v

(
h̃ (t0)

)
t− t0

= 0,

and thus all the hedgehogs of the family (Hht) have same (algebraic) volume.
�

Remark 5.2.3. Noncongruent hedgehogs that share the same curvature func-
tion may of course have different (algebraic) volumes. It is for instance the case
of the hedgehogs shown on Figure 5.2.1 whose support functions f , g are defined
on S2 by

f (u) :=

 exp(−1/z2) if z 6= 0

0 if z = 0
and g (u) :=

 sgn (z) f (u) if z 6= 0

0 if z = 0,

where u = (x, y, z) ∈ S2 ⊂ R3.

Figure 5.2.1. Same curvature function and different algebraic volumes
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.

6 Complex hedgehogs in Cn+1 or P n+1 (C)
Unless explicitly states otherwise, the results of this section are essentially taken
from [M21]. As we saw in Section 2, classical hedgehogs of Rn+1 can be regarded
as the geometrical realizations of formal differences of convex bodies in Rn+1.
Like convex bodies, hedgehogs are completely determined by (and can be iden-
tified with) their support functions. Adopting a projective viewpoint, we prove
in this section that any holomorphic function h : Cn → C can be regarded as the
‘support function’of a ‘complex hedgehog’Hh in Cn+1. In the same vein, we
introduce the notion of an evolute of such a hedgehog Hh in C2, and a natural
(but apparently hitherto unknown) notion of complex curvature, which allows
us to interpret this evolute as the locus of the centers of complex curvature. It is
of course permissible to think that the development of a ‘Brunn-Minkowski the-
ory for complex hedgehogs’(replacing Euclidean volumes by symplectic ones)
might be a promising way of research. We give first two results in this direction.

6.1 Brief summary of the section

Complex hedgehogs

As we recalled it, hedgehogs of Rn+1 are completely determined by (and
can be identified with) their support functions, which are differences of two
support functions of convex bodies of Rn+1 restricted to the unit sphere Sn. In
Subsect. 6.2, we adopt a projective viewpoint in order to introduce the notion
of a ‘complex hedgehog’ in the complex Euclidean space Cn+1. We prove that:

Any holomorphic function h : Cn → C can be regarded as ‘the complex
support function’of a ‘complex hedgehog’’Hh, which is defined by a
holomorphic parametrization xh : Cn → Cn+1 in the complex Euclidean
space Cn+1.

Of course, these complex hedgehogs can be interpreted in the metric contact
geometry setting where they appear as fronts of Legendrian immersions in C2n+1

(see Subsubsect. 6.2.2).
In passing, we introduce the notion of a rational hedgehog in the complex

projective plane P 2 (C) equipped with the usual Fubini-Study Kähler form ω (for
an introduction to the Fubini-Study structure, see e.g., [C]). Such a hedgehog
Hh is modeled on P 1 (C) := C ∪ {∞} via a holomorphic map h : C → C that
is such that Area [xh (C)] < +∞.
Complex evolutes and complex curvature

In classical differential geometry of curves, the evolute of a plane curve is the
locus of all its centers of curvature or, equivalently, the envelope of its normal
lines. Interpreting evolutes of hedgehog curves from a projective point of view,
we prove in Subsect. 6.3 that:

194



There exists a natural extension of the notion of evolute curves to
complex hedgehog curves, and a very natural (but apparently hitherto
unknown) notion of complex curvature, which allows us to interpret any
evolute of a complex hedgehog curve Hh as the locus of its centers of complex
curvature.

Real and imaginary parts of Hh in C2 regarded as hedgehogs of R3

In Subsect. 6.4, given any complex hedgehog Hh in R4, we introduce its real
and imaginary parts as hedgehogs of R3, which can be regarded globally as the
images of Hh under the orthogonal projections onto two particular hyperplanes
of R4, and that are determined by Re [h] and Im [h].

Towards a Brunn-Minkowski theory for complex hedgehogs

The notion of a hedgehog curve or surface was born in the thirties from
the study of the Brunn-Minkowski theory by A.D. Alexandrov, H. Geppert and
some others. In the present section, we try to motivate the development of a
‘theory of mixed volumes for complex hedgehogs’(replacing Euclidean volumes by
symplectic ones). In Subsect. 6.5, we mention first two results in this direction.
First, identifying complex hedgehogs with their support functions, we notice
that the complex linear space of holomorphic functions defined up to a similitude
on the unit disc D ⊂ C can be endowed with a scalar product which can be
interpreted as a mixed symplectic area.
Second, we give the following sharp estimation of the (symplectic) area of

xh (D) using the energy, say E (xh) , of the loop xh : S1 = R/2πZ → C2,
θ 7→ xh

(
eiθ
)
, in the case where h : D→ C is the sum of a power series

∑
hnz

n

with radius of convergence R > 1:

Area [xh (D)] ≤ 3

4
E (xh) .

Note that this estimate is better than that well-known for an arbitrary smooth
loop γ : S1 → V in a symplectic vector space (V, ω) (namely, |A (γ)| ≤ E (γ),
see for instance [MDS, pp. 87-88]).

Real evolutes in even dimensions

In Subsection 6.6, we return to real hedgehogs, but in R2n endowed with a
linear complex structure J . First of all, we introduce the notion of an evolute
of any hedgehog with a smooth support function in

(
R2n, J

)
.

We particularly focus on the case n = 2. We identify R4 with the quaternion
algebra H (and thus the unit sphere S3 with the set S1

H of unit quaternions),
and, we associate to any pure unit quaternion v the linear complex structure
Jv : R4 → R4, x 7−→ vx. In other words, for any v ∈ S2 ∼= S1

H∩Im (H), we choose
to work in the Kähler vector space

(
R4, Jv, ωv

)
, where ωv denotes the associated

Kähler form (i.e. the alternating 2-form ωv (X,Y ) = 〈JvX,Y 〉, where 〈., .〉 is
the standard Euclidean metric on R4

)
. To any v ∈ S2, it thus corresponds a
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Hopf fibration and a Hopf flow leaving the Hopf fibration invariant, namely the
Hopf flow {(φv)θ}θ∈S1 given by (φv)θ (u) := (cos θ)u+ (sin θ) vu,

(
u ∈ S3

)
.

We give a detailed study of evolutes of hedgehog hypersurfaces in these Kähler
vector spaces

(
R4, Jv, ωv

)
.

Mixed symplectic area and quaternionic curvature function

In parallel, we study the symplectic area of images of the oriented Hopf circles
under the hedgehog parametrizations xh : S3 →

(
R4, Jv, ωv

)
. In this setting,

we introduce the notion of mixed symplectic area and prove what follows among
other results.

Theorem. Let h ∈ C∞
(
S3;R

)
, and let v be a pure unit quaternion.

(i) The evolute of Hh in
(
R4, Jv, ωv

)
is the hedgehog with support function

∂vh : S3 → R, u 7−→ 〈∇h (−Jv (u)) , u〉 ,
where 〈., .〉 is the standard Euclidean metric on R4, and ∇h the gradient of h.
Thus, ∂vh is such that: ∀u ∈ S3,

(∂vh) (Jv (u)) = 〈∇h (u) , Jv (u)〉 = (dh)u (Jv (u)) ;

(ii) For all u ∈ S3,
x∂vh (u) = xh (u)−Rh (u, v)u,

where Rh(u, v):=−vTuxh(Jv (u))u ; here u of course refers to the quaternion
conjugate of u ;

(iii) The map Rh (., v) : uθ := (cos θ)u + (sin θ) vu 7−→ Rh (uθ, v) can be in-
terpreted as a quaternionic curvature function of xh

(
S1
u,v

)
, where S1

u,v is the
unit circle of C (u, v) := Ru+RJv (u) oriented by (u, Jv (u)), in the sense that
Rh (., v) is the unique C∞-smooth quaternionic function R (., v) : S1

u,v → H that
is of the form R (uθ, v) = −vTuθ (v), where Tuθ (v) is a pure quaternion, and
such that :

∀g ∈ C∞
(
S3;R

)
, su,v (g, h) :=

1

2

∫ 2π

0

〈xg (uθ) , R (uθ, v)uθ〉 dθ,

where su,v (g, h) denotes the mixed symplectic area of xg
(
S1
u,v

)
and xh

(
S1
u,v

)
.

In other words, what is shown by (iii) is that the quaternionic curvature
function R (., v) plays, relatively to the mixed symplectic area su,v, the same
role as the (ordinary) curvature function of plane hedgehogs does relatively to
the (ordinary) mixed area. Here, we have to recall that the mixed area of two
plane hedgehogs with support functions (g, h) ∈ C∞

(
S1;R

)2
is given by

a (g, h) :=
1

2

∫ 2π

0

〈xg (uθ) , Rh (u)uθ〉 dθ =
1

2

∫ 2π

0

g (uθ)Rh (uθ) dθ,
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where uθ = eiθ ∈ C ∼= R2, and where xg : S1 → C, θ 7→ g (θ)uθ + g′ (θ) iuθ is
the natural parametrization of Hg, and Rh := h+ h′′ the curvature function’of
Hh.

Relationship with the area of order 2

We also show that the algebraic area of order 2 of a hedgehog Hh of R4

can be interpreted in terms of the symplectic areas of Hh in the Kähler vector
spaces

(
R4, Jv, ωv

)
. Here, we have to recall that the algebraic area of order 2 of

Hh is defined to be V (h, h, 1, 1), where V is the extension of the mixed volume
(of convex bodies of R4) to hedgehogs of R4.

Extension to R4n ∼= Hn

Finally, we consider briefly evolutes of hedgehog hypersurfaces in R4n, which
we identify with the hyperkähler vector space (Hn, 〈., .〉 , I, J,K), where 〈., .〉
is the standard Euclidean metric on R4n, (n ≥ 1), and, the triple of complex
structures (I, J,K) on Hn is given by left multiplication by i, j, k respectively.

6.2 Complex hedgehogs in Cn+1 or P n+1 (C)
6.2.1 Real and complex hedgehogs as dual hypersurfaces of graphs

In order to introduce complex hedgehogs, it is convenient to recall that real
hedgehogs with a smooth support function can be regarded as dual hypersur-
faces of smooth graphs. In what follows, any hedgehog Hh ⊂ Rn+1 with sup-
port function h ∈ C∞ (Sn;R) will be regarded as a hypersurface in the real
projective space Pn+1 (R) by adding ‘a hyperplane at the infinity’H∞ to Rn+1:
Pn+1 (R) = Rn+1 ∪H∞. More precisely, we will identify Rn+1 with the affi ne
hyperplane of Pn+1 (R) = Rn+2 − {0} /R∗ with equation Xn+2 = −1, where
[X1, . . . , Xn+2] denote the homogeneous coordinates of the equivalent class of
(X1, . . . , Xn+2) ∈ Rn+2� {0} in Pn+1 (R) . Then, the hedgehog hypersurface
xh : Sn → Hh ⊂ Rn+1 ⊂ Pn+1 (R) can be regarded as the dual hypersurface of

γh : Sn ⊂ Rn+1 → Pn+1 (R)
u = (u1, . . . , un+1) 7→ [u1, . . . , un+1, h (u)] .

Indeed, the support hyperplane with equation 〈x, u〉 = h (u) then corresponds
to the point γh (u) by projective duality.
It is extremely natural to follow this idea to extend the notion of hedgehog

to the complex setting. We regard the complex Euclidean space Cn+1 as the
affi ne hyperplane of Pn+1 (C) = Cn+2−{0} /C∗ with equation Xn+2 = −1, and
we define, for any holomorphic function h : Cn → C, the hedgehog with support
function h as the hypersurface of Cn+1 that is the dual hypersurface of

γh : Cn → Pn+1 (C)
z = (z1, . . . , zn) 7→ [1, z1, . . . , zn, h (z)] ,

that is, as the envelope of the family of hyperplanes (Hh (z))z∈Cn with equation
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X1 +

n∑
k=1

zkXk+1 = h (z) . (6.2.1)

In other words:

Definition 6.2.1. Let h : Cn → C be a holomorphic function. The hypersurface
Hh of the complex Euclidean space Cn+1 that is parametrized by

xh : Cn → Cn+1

z = (z1, . . . , zn) 7→
(
h (z)−

n∑
k=1

zk
∂h

∂zk
(z) ,

∂h

∂z1
(z) , . . . ,

∂h

∂zn
(z)

)
is called the hedgehog with support function h.

Indeed, from (6.2.1) and the contact condition dw0 +
∑n
j=1 zjdwj = 0, where

(w0, w1, . . . , wn, z1, . . . , zn) ∈ Cn+1×Cn = C2n+1, we deduce that for all z ∈ Cn,
the point xh (z) = (x1 (z) , . . . , xn (z)) is the unique solution of the system

x1 +
n∑
k=1

zkxk+1 = h (z) (6.2.1)

∀k ∈ {1, . . . , n} , xk+1 =
∂h

∂zk
(z) , (6.2.2)

where (6.2.2) is obtained from (6.2.1) by performing partial differentiations with
respect to the complex variables zk, (1 ≤ k ≤ n). Thus, it appears that Hh is
actually parametrized by

xh : Cn → Cn+1, z = (z1, . . . , zn) 7→
(
h (z)−

n∑
k=1

zk
∂h

∂zk
(z) ,

∂h

∂z1
(z) , . . . ,

∂h

∂zn
(z)

)
.

Example. The hedgehog of C2 the support function h : C → C of which
is given by h (z) = −z3 is the affi ne algebraic curve Hh of C2 with equation
27x2 + 4y3 = 0. It is parametrized by: x = 2z3

y = −3z2.

As any complex hedgehog curve xh : C→ C2, it is such that:

∀z ∈ C, x′h (z) = −h′′ (z) (z,−1) ∈ C (z,−1) .

Naturally, we could have introduced complex hedgehogs of Cn+1 in the com-
plex contact geometry setting, where they appear as fronts of Legendrian im-
mersions in C2n+1 (see the next subsection).
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Remark. Of course, many other parametrizations would have been possible
in order to introduce the notion of a complex hedgehog. New parametrizations
can simply be obtained by performing chart changes. For instance, for any
holomorphic function g : C→ C, the complex curve

yg : C→ C, xh : z 7−→ (g′ (z) , g (z)− zg′ (z))
is a hedgehog, namely the hedgehog with support function f (z) = zg (1/z):

∀z ∈ C∗, yg (z) = xf

(
1

z

)
.

Therefore, this particular parametrization change only corresponds to the chart
change z 7→ 1/z on the Riemann sphere P 1 (C) = C ∪ {∞}.

6.2.2 Complex hedgehogs as fronts in Cn+1 of Legendrian immer-
sions in C2n+1

Consider the complex Euclidean space C2n+1 endowed with the holomorphic
contact form

ω := dw0 +

n∑
j=1

zjdwj ,

where (w0, w1, . . . , wn, z1, . . . , zn) denote the canonical complex coordinates func-
tions on C2n+1. Recall that the projection

π : Cn+1 × Cn = C2n+1 → Cn+1

(w, x) = (w0, w1, . . . , wn, z1, . . . , zn) 7−→ w = (w0, w1, . . . , wn)

is called the front projection.
Then, for every holomorphic function h : Cn → C, the map

ih : Cn → Cn+1 × Cn = C2n+1

z 7−→ (xh (z) , z)

is a Legendrian immersion of Cn into
(
C2n+1, ω

)
(that is, ih : Cn → C2n+1

is a holomorphic immersion, and (Tzih) (Cn) ⊂ Ker
[
ωih(z)

]
for all z ∈ Cn) of

which Hh = xh (Cn) is the front (π ◦ ih) (Cn) in Cn+1.
Indeed, for all z = (z1, . . . , zn) ∈ Cn and i ∈ {1, . . . , n}, we have

∂xh
∂zi

(z) =

− n∑
j=1

zj
∂2h

∂zi∂zj
(z) ,

∂2h

∂zi∂z1
(z) , . . . ,

∂2h

∂zi∂zn
(z)

 ,
and hence

ωih(z)

(
∂xh
∂zi

(z) ,
∂IdCn

∂zi
(z)

)
= −

n∑
j=1

zj
∂2h

∂zi∂zj
(z) +

n∑
j=1

zj
∂2h

∂zi∂zj
(z) = 0.
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6.2.3 Rational hedgehogs of the complex projective plane P 2 (C)

Here, we choose to work in the complex projective plane P 2 (C) equipped with
the usual Fubini-Study Kähler form ω (see e.g., [C]). For any (X1, X2, X3) ∈
C3� {0}, [X1, X2, X3] will denote the homogeneous coordinates of the equiva-
lent class of (X1, X2, X3) in P 2 (C) = C3/C∗.
Let h : C → C be a holomorphic map such that the projective curve xh :

C→ P 2 (C), z 7→ [xh (z) ,−1] = [zh (z)− h′ (z) , h′ (z) ,−1] satisfies

Area [xh (C)] < +∞.

Then, the hedgehog curve xh : C→ P 2 (C) extends to a rational curve

xh : P 1 (C)→ P 2 (C)
z 7−→ xh (z) ,

which we call the rational hedgehog Hh := xh
[
P 1 (C)

]
with support function

h : P 1 (C)→ P 1 (C) , z 7−→


h (z) if z ∈ C

lim
z→∞

h (z) if z =∞.

Indeed Ahlfors lemma gives a description of rational curves as entire curves of
bounded area ([Du]):

“Let X be a compact complex manifold and f : C → X an entire curve
(i.e., a non constant holomorphic map) such that Area [f (C)] < +∞. Then f
extends to a holomorphic map from P 1 (C) to X, a rational curve”.

6.3 Evolute of a plane complex hedgehog as locus of its
centers of curvature

In classical differential geometry of curves, the evolute of a plane curve is the
locus of all its centers of curvature or, equivalently, the envelope of its normal
lines. In particular, the evolute of a plane hedgehog Hh ⊂ R2 with support
function h ∈ C∞

(
S1;R

)
is the locus of all its centers of curvature ch (θ) :=

xh (θ) − Rh (θ)u (θ), where Rh (θ) := det
[
Tu(θ)xh

]
= (h+ h′′) (θ) is the so-

called curvature function of Hh, and u (θ) := (cos θ, sin θ),
(
θ ∈ S1 = R/2πZ

)
.

Equivalently, the evolute of Hh can be defined as the envelope of its ‘normal
lines’Nh (θ) := {xh (θ)} + Ru (θ), that is, the hedgehog H∂h with support
function (∂h) (θ) := h′

(
θ − π

2

)
. Note that in the hedgehog case, the centers of

curvature ch (θ) are well defined for all θ ∈ S1, even if x′h (θ) = Rh (θ)u (θ) is
the null vector, since the curvature function Rh (θ) = (h+ h′′) (θ) is well defined
for all θ ∈ S1. Likewise, the normal line to Hh at xh (θ) is well defined, even
if x′h (θ) = 0, as the perpendicular Nh (θ) to the support line 〈x, u (θ)〉 = h (θ)
through the point xh (θ). For plane real hedgehogs, it is convenient to keep in
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mind the following commutative diagram:

γh : S1 → P 2 (R)
θ 7−→ [cos θ, sin θ, h (θ)]

P ro je c t ive d u a l ity
∗↔

Xh : S1 → R2 ⊂ P 2 (R)
θ 7−→ (xh (θ) ,−1)

d

dθ
↓ derivation ∂ ↓ evolute

γ′h : S1 → P 2 (R)
θ 7−→ [− sin θ, cos θ, h′ (θ)]

P ro je c t ive d u a l ity
∗↔ (ch,−1) : S1 → R2 ⊂ P 2 (R)

θ 7−→ (ch (θ) ,−1)

where ch (θ) = x∂h
(
θ + π

2

)
,
(
θ ∈ S1

)
. The main purpose of this subsection is

to extend the notion of evolute to plane complex hedgehogs, together with its
interpretation as locus of the centers of curvature. To this aim, we need to
change our way of interpreting the transformation

d

dθ
: S1 ⊂ R2 → S1 ⊂ R2

u (θ) = (cos θ, sin θ) 7−→ u′ (θ) = (− sin θ, cos θ)

in the above diagram since we cannot consider the complex ‘normal lines’to a
complex hedgehog without antiholomorphic data being involved. Our choice is
to identify S1 with the projective line P 1 (R) = R ∪ {∞} and thus to consider
the transformation

P 1 (R) = R ∪ {∞} → P 1 (R) = R ∪ {∞}
[cos θ, sin θ] = x 7→ [− sin θ, cos θ] =

−1

x

.

In the complex hedgehogs case, it is thus the following transformation
that will play the same role :

P 1 (C) = C ∪ {∞} → P 1 (C) = C ∪ {∞}
[1, z] = z 7→ [z,−1] =

−1

z

.

In other words, we are going to consider the envelope of the family (L′h (z))z∈C
of complex lines of C2 given by L′h (z) := {xh (z)} + C (z,−1). For all z ∈ C,
L′h (z) can be completed into a projective line L̂′h (z) of P 2 (C) with equation

zX1 −X2 +
(
zh (z)−

(
1 + z2

)
h′ (z)

)
X3 = 0,

where [X1, X2, X3] denote the homogeneous coordinates of the equivalent class
of (X1, X2, X3) ∈ C3�{0} in P 2 (C). Now, by projective duality, this family of

projective lines
(
L̂′h (z)

)
z∈C

corresponds to the complex curve that is parame-

trized by

C → P 2 (C)
z 7−→

[
z,−1, zh (z)−

(
1 + z2

)
h′ (z)

]
.
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Note that for z 6= 0, we have[
z,−1, zh (z)−

(
1 + z2

)
h′ (z)

]
= [1, w, (∂h) (w)] ,

where w = −1
z and (∂h) (w) := h

(−1
w

)
+
(
w + 1

w

)
h′
(−1
w

)
.

Therefore, we have the following commutative diagram:

γh : z 7→ [1, z, h (z)] P ro je c t ive d u a l ity
∗↔ Xh : z 7→ [xh (z) ,−1]

↓ ∂ ↓ evolute

γ∂h : w = −1
z 7→ [1, w, (∂h) (w)]

P ro je c t ive d u a l ity
∗↔ (ch,−1) : z 7→

[
x∂h

(−1
z

)
,−1

]
where ch (z) := x∂h

(−1
z

)
= xh (z) −

(
1 + z2

)
h′′ (z) (1, z). This expression of

ch (z) has to be compared with the one giving the expression of the center of
curvature of a real hedgehog Hh at a point xh (θ): ch (θ) = xh (θ)−Rh (θ)u (θ),
where Rh is the curvature function of Hh ⊂ R2. We will see below that
ch (z) := x∂h

(−1
z

)
= xh (z) −

(
1 + z2

)
h′′ (z) (1, z) can actually be interpreted

as the center of curvature of the complex hedgehog Hh at the point xh (z).

Definition 6.3.1. Let h : C→ C be a holomorphic function. We will say that
the complex hedgehog with support function (∂h) (z) = h

(−1
z

)
+
(
z + 1

z

)
h′
(−1
z

)
is the evolute of the complex hedgehog Hh.

Fundamental examples. If h is the holomorphic function defined on the open
discD := {z ∈ C ||z| < 1} by h (z) = a1z+a0+ρ

√
1 + z2, where (a0, a1, ρ) ∈ C3,

then the complex hedgehog Hh = xh (D) is reduced to the point {(a0, a1)} if
ρ = 0, and it lies on the complex circle C ((a0, a1) ; ρ) ⊂ C2 with equation
(X1 − a0)

2
+(X2 − a1)

2
= ρ2 if ρ 6= 0. In both cases, the evoluteH∂h = ch (D) is

reduced to the point {(a0, a1)}. Indeed, for all z ∈ C, xh(z) =
(
x1
h(z) , x2

h(z)
)

=
(h(z)− zh′(z) , h′(z)) is such that

(
x1
h(z) , x2

h(z)
)

=

(
a0 + ρ

√
1 + z2 − z z√

1 + z2
, a1+

ρz√
1 + z2

)
= (a0, a1)+ρ

(1, z)√
1 + z2

and

ch(z) = xh(z)−
(
1 + z2

)
h′′(z) (1, z) = xh(z)−

(
1 + z2

) ρ

(1 + z2)
3
2

(1, z)√
1 + z2

= (a0, a1) .

More generally, let us replace h : D → C, z 7→ a1z + a0 + ρ
√

1 + z2 by any
holomorphic function of the form h : U → C, z 7→ a1z + a0 + ρq (z), where U is
a connected open subset of C� {−i, i}, and q (z) is the support function of the
complex unit circle C ((0, 0) ; 1) in the neighbourhood of z, that is:
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q (z) =



√
1 + z2 if |z| < 1

z

√
1 +

(
1

z

)2

if |z| > 1

z + ε√
2

√
1 +

(
z − ε
z + ε

)2

if sgn [Re (z)] = ε ∈ {−1, 1} .

We leave it to the reader to check that : (i) the complex hedgehog Hh = xh (U)
is reduced to the point {(a0, a1)} if ρ = 0, and it lies on the complex circle
C ((a0, a1) ; ρ) with equation (X1 − a0)

2
+ (X2 − a1)

2
= ρ2 if ρ 6= 0 ; (ii) more-

over, in both cases, the evolute H∂h = ch (U) is reduced to the point {(a0, a1)}.

Definition 6.3.2. Let Hf and Hg be two complex hedgehogs in C2, and let
z0 ∈ C be such that xf (z0) = xg (z0). We will say that Hf and Hg have a con-
tact of order ≥ 2 at xf (z0) = xg (z0), if: ∀m ∈ {0, 1, 2}, f (m) (z0) = g(m) (z0).

Given any complex hedgehog with holomorphic support function h : U → C,
where U is any connected open subset of C� {−i, i}, a straightforward compu-
tation shows that, for any z0 ∈ U , the hedgehog with support function

c : U → C, z 7→ ch (z) := c2h (z0) z + c1h (z0) + q (z0)
3
h′′ (z0) q (z) ,

(which is reduced to the point {ch (z0)} if h′′ (z0) = 0, or which lies on the com-
plex circle with equation

(
X1 − c1h (z0)

)2
+
(
X2 − c2h (z0)

)2
= q (z0)

6
h′′ (z0)

2 if
h′′ (z0) 6= 0), has a contact of order ≥ 2 with Hh = xh (U) at xh (z0).

Definition 6.3.3. Let h : U → C be a holomorphic function where U is a
connected subset of C� {−i, i}. For any z0 ∈ U , we will say that ch (z0) is the
center of curvature of Hh = xh (U) at xh (z0), and, if z0 ∈ U is a regular
point of xh : U → C2 (that is, if h′′ (z0) 6= 0), we will say that the complex
circle with equation(

X1 − c1h (z0)
)2

+
(
X2 − c2h (z0)

)2
= q (z0)

6
h′′ (z0)

2

is the osculating complex circle of Hh at xh (z0).

Naturally, we define the complex curvature function of a hedgehog Hh =
xh (U) as follows.

Definition 6.3.4. Let h : U → C be a holomorphic function where U is a
connected subset of C� {−i, i}. We define the curvature function of Hh =

xh (U) to be the function Rh : U → C that is given by Rh (z) := q (z)
3
h′′ (z) for
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all z ∈ U .

Thus, for any z ∈ U , the center of curvature of Hh = xh (U) at xh (z) can
be expressed as follows:

ch (z) = xh (z)−Rh (z)u (z) ,

where

u (z) :=
1 + z2

q (z)
3 (1, z) ∈ C ((0, 0) ; 1) .

Of course, this expression of ch (z) has to be compared with the one giving the
expression of the center of curvature of a real hedgehog Hh at a point xh (θ):
ch (θ) = xh (θ)−Rh (θ)u (θ), where Rh is the curvature function of Hh ⊂ R2.

Remark. With our definitions, the complex circle C ((a0, a1) ; ρ) ⊂ C2 with
equation (X1 − a0)

2
+ (X2 − a1)

2
= ρ2, where (a0, a1,ρ) ∈ C2 × C∗, can be

locally regarded as a hedgehog with radius of curvature equal to ρ (possibly
after a suitable chart change on the Riemann sphere).

6.4 Real and imaginary parts of Hh in C2 regarded as
hedgehogs of R3

We know that if f and g are taken to be the real and imaginary parts respectively
of a holomorphic function h : C → C, z = x + iy 7→ h (z) = f (x, y) + ig (x, y),
then f and g are harmonic functions satisfying the Cauchy-Riemann equations,
that is,

∂f

∂x
(x, y) =

∂g

∂y
(x, y) and

∂f

∂y
(x, y) = −∂g

∂x
(x, y) ,

for all (x, y) ∈ R2. The aim of this subsection is to show that, in this context, f
and g determine two hedgehogs HF and HG of R3 that can be regarded globally
as the orthogonal projections of the complex hedgehog Hh of C2 ∼= R4 into e⊥2
and e⊥1 respectively, where (e1, e2, e3, e4) is the canonical basis of R4 and where
e⊥i denotes the 3-dimensional subspace of R4 that is orthogonal to ei (1 ≤ i ≤ 4).
These hedgehogs HF and HG of R3 will be modeled on the hemisphere S2

+ of
S2 ⊂ R× C that is contained in R∗+ × C. To any z ∈ C we associate the point

ν (z) := (1, z) /

√
1 + |z|2 of S2

+. The orthogonal projection map from C2 ∼= R4

onto e⊥i will be denoted by πe⊥i .

Proposition 6.4.1. Let h : C → C be a holomorphic function the real and
imaginary parts of which are f and g respectively:

h (x+ iy) = f (x, y) + ig (x, y) for all (x, y) ∈ R2.

204



We have then

πe⊥2 [xh (z)] = xF (ν (z)) and πe⊥1 [xh (iz)] = xG (ν (z)) ,

where F and G are respectively defined by:

F (ν (z)) =
Re (h (z))√

1 + |z|2
and G (ν (z)) =

Im (h (iz))√
1 + |z|2

We will of course say that the hedgehogs HF and HG are the real and
imaginary hedgehog parts of Hh.

Proof. We first note that an easy computation making use of the Cauchy-
Riemann equations gives:

xh (z) = (x1 (z) + iy1 (z) , x2 (z) + iy2 (z)) ∈ C2

∼= (x1 (z) , y1 (z) , x2 (z) , y2 (z)) ∈ R4,

where 

x1 (z) = f (x, y)− x∂f∂x (x, y)− y ∂f∂y (x, y)

y1 (z) = g (x, y)− x ∂g∂x (x, y)− y ∂g∂y (x, y)

x2 (z) = ∂f
∂x (x, y) = ∂g

∂y (x, y)

y2 (z) = −∂f∂y (x, y) = ∂g
∂x (x, y) ,

for all z = x+ iy,
(
(x, y) ∈ R2

)
.

Next, we consider the positively 1-homogeneous function F : R∗+ × R2 → R
given by

F (X,Y, Z) := Xf

(
Y

X
,−Z

X

)
for all (X,Y, Z) ∈ R∗+ × R2.

A straightforward computation then shows that the Euclidean gradient of F is
given by

∇F (X,Y, Z) =
(
f
(
Y
X ,−

Z
X

)
− Y

X
∂f
∂x

(
Y
X ,−

Z
X

)
+ Z

X
∂f
∂y

(
Y
X ,−

Z
X

)
,

∂f
∂x

(
Y
X ,−

Z
X

)
,

−∂f∂y
(
Y
X ,−

Z
X

))
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for all (X,Y, Z) ∈ R∗+ × R2. Thus,

xF (ν (z)) = ∇F (ν (z))

=
(
f (x,−y)− x∂f∂x (x,−y)− (−y) ∂f∂y (x,−y) , ∂f∂x (x,−y) ,−∂f∂y (x,−y)

)
= (x1 (z) , x2 (z) , y2 (z)) = πe⊥2 [xh (z)] ,

for all z = x+ iy,
(
(x, y) ∈ R2

)
. In the same manner, we can easily check that

xF (ν (z)) = (y1 (iz) , x2 (iz) , y2 (iz)) = πe⊥1 [xh (iz)] for all z ∈ C.

6.5 Towards a Brunn-Minkowski theory for complex hedge-
hogs

As already mentioned above, the notion of a hedgehog curve or surface was born
from the study of the Brunn-Minkowski theory. It is therefore permissible to
think that the development of a ‘theory of mixed volumes for complex hedge-
hogs’(replacing Euclidean volumes by symplectic ones) might be a promising
way of research. In this section, we will just mention first two observations.

6.5.1 Mixed symplectic area

Let C2 be the complex Euclidean space endowed with the standard Hermitian
inner product 〈., .〉C2 . We are interested in the symplectic area of complex hedge-
hogs in this Kähler manifold

(
C2, J, ω

)
, where J is the complex structure and

ω the 2-form ω (X,Y ) := Re (〈JX, Y 〉C2). Any nontrivial complex hedgehog
of C2 modeled on the unit open disc D of C is a holomorphic curve (i.e., a
nonconstant map from the complex plane to C2). Now, it is well-known that
the Riemannian area of holomorphic curves is equal to their symplectic area,
and hence that holomorphic curves have positive area (the reader that is not
familiar with holomorphic curves can find details in SubSect. 1.1 of [Wen] ). An
immediate consequence is the following result, which has to be compared with
classical geometric inequalities for convex bodies (see [Sc3, p. 369 and p. 382]).

Theorem 6.5.1. Let H (D) be the complex linear space of holomorphic functions
h : D→ C defined up to a similitude and consider

Area [xh (D)] :=

∫
xh(D)

ω.

Then the map
√
A : H (D) → R+, h 7→

√
Area [xh (D)] is a norm associated

with a scalar product (h, k) 7−→ A (h, k), which can be interpreted as a mixed
symplectic area. In particular, for any (h, k) ∈ H (D)

2, we have
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√
A(h+ k) ≤

√
A(h) +

√
A(k)

and
A(h, k)2 ≤ A(h)A(k),

with equalities if, and only if, Hh and Hk are homothetic (here,“homothetic”
means that there exists (λ, µ) ∈ R2 − {(0, 0)} such that λh+ µk = 0).

6.5.2 A sharp estimation of the area using the energy

Note that we have the following sharp estimate of Area [xh (D)], which is better
than that well-known for an arbitrary smooth loop γ : S1 → V in a symplectic
vector space (V, ω) (namely, |A (γ)| ≤ E (γ), see for instance [MDS, pp. 87-88]):

Theorem 6.5.2. Assume that h : D→ C is the sum of a power series
∑
hnz

n

with radius of convergence R > 1:

h (z) =

+∞∑
n=0

hnz
n for all z ∈ D.

Then
Area [xh (D)] ≤ 3

4
E (xh) ,

where E (xh) is the energy of the loop xh : S1 = R/2πZ → C2, θ 7→ xh
(
eiθ
)
,

that is:

E (xh) :=
1

2

∫ 2π

0

∣∣∣∣ ddθ [xh (eiθ)]
∣∣∣∣2 dθ.

Furthermore, the equality holds if, and only if, the function h is of the form
h (z) = amz

m + a1z + a0, where m ∈ N and (a0, a1, am) ∈ C3.

Proof. Consider the Fourier expansion of H (θ) := h
(
eiθ
)
on S1 = R/2πZ:

H (θ) :=

+∞∑
n=0

hne
inθ.

An easy computation immediately gives:

∀θ ∈ S1, xh (θ) :=

+∞∑
n=0

einθ ((1− n)hn, (n+ 1)hn+1) .

Using the formula known for the action A (γ) := (1/2)
∫ 2π

0
ω (γ (θ) , γ′ (θ)) dθ of

an arbitrary smooth loop γ : S1 → C2 (see e.g., at the top of the page 88 in
[MDS]), we then deduce that:

Area [xh (D)] = −A (xh) = π

+∞∑
n=0

n
(

(n− 1)
2 |hn|2 + (n+ 1)

2 |hn+1|2
)
.
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Separating into two sums and re-indexing in the first one, we then obtain:

Area [xh (D)] = π

+∞∑
n=1

n (n+ 1) (2n+ 1) |hn+1|2 = 6π

+∞∑
n=1

(
n∑
k=1

k2

)
|hn+1|2 .

On the other hand, we have: ∀θ ∈ S1,

d

dθ

[
xh
(
eiθ
)]

= e−iθ (H ′ (θ) + iH ′′ (θ))
(
eiθ,−1

)
and hence∣∣∣∣ ddθ [xh (eiθ)]

∣∣∣∣2 = 2 |H ′ + iH ′′| (θ)2
= 2 |H ′′ − iH ′| (θ)2

= 2
∣∣h′′ (eiθ)∣∣2 .

Therefore Parseval’s identity yields:

E (xh) :=
1

2

∫ 2π

0

∣∣∣∣ ddθ [xh (eiθ)]
∣∣∣∣2 dθ =

∫ 2π

0

∣∣h′′ (eiθ)∣∣2 dθ = 8π

+∞∑
n=1

(
n∑
k=1

k

)2

|hn+1|2 ,

since

h′′ (z) =

+∞∑
n=1

n (n+ 1)hn+1z
n−1 = 2

+∞∑
n=1

(
n∑
k=1

k

)
hn+1z

n−1.

This completes the proof.

6.6 Real hedgehogs in Cn and their evolutes
In the Euclidean plane, the evolute of a hedgehog is the locus of all its centers of
curvature or, equivalently, the envelope of its normal lines. In order to find an
analogue in any even higher dimension, we make use of the following trick. First,
we fix a linear complex structure J on R2n (that is, an endomorphism J of R2n

such that J2 = −IdR2n). Given any hedgehog with smooth support function h in
R2n, we then define the normal hyperplane to Hh at a point xh (u), say Nh (u),
as the affi ne hyperplane {xh (u)}+J

(
u⊥
)
, where u⊥ is the (2n− 1)-dimensional

subspace of R2n that is orthogonal to u. Finally, we define the evolute of Hh in(
R2n, J

)
as the envelope of the family of normal hyperplanes (Nh (u))u∈S2n−1 in

R2n. Let us begin by considering carefully the four dimensional case.

6.6.1 Evolutes of hedgehogs hypersurfaces in R4

In what follows, we identify R4 with the quaternion algebra H and thus the unit
sphere S3 with the set S1

H of unit quaternions. To any pure unit quaternion v, we
associate the linear complex structure Jv : R4 → R4, x 7−→ vx. We denote by ωv
the associated Kähler form (i.e. the alternating 2-form ωv (X,Y ) = 〈JvX,Y 〉,
where 〈., .〉 is the standard Euclidean metric on R4

)
. Recall that we can retrieve

〈., .〉 from ωv: 〈X,Y 〉 = ωv (X, JvY ). Particularizing our definition of evolute
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hedgehogs to the four dimensional case, we get the following definition.

Definition 6.6.1. Let h ∈ C∞
(
S3;R

)
. We define the evolute of Hh in the

Kähler vector space
(
R4, Jv, ωv

)
to be the envelope of the family of normal

hyperplanes (Nv
h (u))u∈S3 with equation

〈x− xh (u) , Jv (u)〉 = 0.

Proposition 6.6.1. Let h ∈ C∞
(
S3;R

)
. The evolute of Hh in

(
R4, Jv, ωv

)
is

the hedgehog H∂vh with support function

∂vh : S3 → R, u 7−→ 〈∇h (−Jv (u)) , u〉 ,

where 〈., .〉 is the standard Euclidean metric on R4 and ∇h the gradient of h.

Proof. Since Jv : R4 → R4 is an isometry such that J2
v = −IdR4 , the evolute of

Hh in
(
R4, Jv, ωv

)
can be regarded as the envelope of the family of hyperplanes

(Nv
h (−Jv (u)))u∈S3 with equation

〈x− xh (−Jv (u)) , u〉 = 0,

that is, as the hedgehog H∂vh of R4 with support function

∂vh (u) = 〈xh (−Jv (u)) , u〉 = 〈∇h (−Jv (u)) , u〉 .

By abuse of language, the hedgehog with support function ∂vh will also be
called the evolute of Hh with respect to (the pure unit) quaternion v.

Parametrization of the evolute of H∂vh and interpretation

It follows immediately from definitions that x∂vh : S3 → R4 associates with
each u ∈ S3 the unique solution of the system

{
〈x, Jv (u)〉 = 〈xh (u) , Jv (u)〉
∀X ∈ TuS3, 〈x, Jv (X)〉 = 〈Tuxh (X) , Jv (u)〉+ 〈xh (u) , Jv (X)〉 ,

which is equivalent to

{
〈x− xh (u) , Jv (u)〉 = 0
∀X ∈ TuS3, 〈x− xh (u) , Jv (X)〉 = 〈Jv (Tuxh (Jv (u))) , Jv (X)〉 ,

because 〈Tuxh (X) , Jv (u)〉 = 〈Tuxh (Jv (u)) , X〉 = 〈Jv (Tuxh (Jv (u))) , Jv (X)〉
since Tuxh is a symmetric endomorphism of TuS3 and Jv an isometry of R4.
Therefore:
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∀u ∈ S3, x∂vh (u) = xh (u) + Jv (Tuxh (Jv (u))) = xh (u) + vTuxh (Jv (u)) .

In other words, we have the following.

Proposition 6.6.2. Let h ∈ C∞
(
S3;R

)
, and let v be a pure unit quaternion.

For all u ∈ S3,
x∂vh (u) = xh (u)−Rh (u, v)u,

where Rh(u, v):= −vTuxh(Jv (u))u; here u of course refers to the quaternion
conjugate of u.

Comparison to the planar case and interpretation

This expression of x∂vh (u) has to be compared to the one of the center of
curvature of a plane hedgehog Hh at a point xh (θ):

ch (θ) := xh (θ)−Rh (θ)u (θ) ,

where Rh := h + h′′ is the curvature function of Hh. Identifying R2 to C, and
thus TuθS1 with R(ieiθ), this last formula can be rewritten as

ch
(
eiθ
)

:= xh
(
eiθ
)
−Rh

(
eiθ
)
eiθ,

where Rh
(
eiθ
)

:= −iTuθxh
(
ieiθ
)
e−iθ.

We will see below that:

Rh (., v) : uθ := (cos θ)u+ (sin θ) vu 7−→ Rh (uθ, v) can be interpreted as a
quaternionic curvature function of xh

(
S1
u,v

)
, where S1

u,v denotes the unit
circle of the vector plane C (u, v) := Ru+ RJv (u) oriented by (u, Jv (u)).

The reason why the map θ 7−→ Rh
(
eiθ
)
is real for h ∈ C∞

(
S1;R

)
, whereas

u 7→ Rh (u, v) is quaternionic for h ∈ C∞
(
S3;R

)
, is because the product of two

purely imaginary complex numbers is a real number, whereas the product of two
purely imaginary quaternions can have both nontrivial real and imaginary parts.

Complement to the planar case

We introduced “the”evolute H∂h of a plane hedgehog Hh as the envelope of
its normal lines. But in fact there are two of them if we take into account the
choice of coorientation of the normal line. Of course, we could have introduce
evolutes of hedgehog curves in R2 in the same way as we have just done for
evolutes of hedgehogs hypersurfaces in R4. Identifying R2 with the complex
plane C, we can associate to any v ∈ {−i, i} the linear complex structure Jv :
C→ C, x 7−→ vx and the associated Kähler form ωv (X,Y ) = 〈JvX,Y 〉, where
〈., .〉 is the standard Euclidean metric on R2, and then, define the evolute of
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the plane hedgehog with support function h ∈ C∞
(
S1;R

)
in
(
R2, Jv

)
to be the

envelope H∂vh of the family of normal lines (Nv
h (u))u∈S1 with equation

〈x− xh (u) , Jv (u)〉 = 0.

If we do so, we can immediately check that H∂vh has support function

∂vh : S1 → R, u 7−→ 〈∇h (−Jv (u)) , u〉 .

In other words, (∂ih) (θ) = h′ (θ − π/2) and (∂−ih) (θ) = −h′ (θ + π/2) for all
θ ∈ S1 = R/2πZ.
Note that, in the 2 or 4-dimensional case, the evolutes H∂vh and H∂−vh are

one and the same hypersurface of R2n (n = 1, 2) but corresponding to opposite
coorientations of the normal hyperplanes of Hh:

(∂−vh) (u) = 〈∇h (−J−v (u)) , u〉 = −〈∇h (−Jv (−u)) ,−u〉 = − (∂vh) (−u) .

Geometrical interpretation of the Hodge Laplacian

Taking the Hodge Laplacian of h ∈ C∞
(
S1;R

)
is tantamount to taking the

evolute in
(
R2, Ji

)
of the evolute of Hh in

(
R2, J−i

)
, or conversely, the evolute

in
(
R2, J−i

)
of the evolute of Hh in

(
R2, Ji

)
. Indeed, for any h ∈ C∞

(
S1;R

)
,

we have (∂i ◦ ∂−i) (h) = (∂−i ◦ ∂i) (h) = −h′′ = ∆h, where ∆ is the Hodge
Laplacian on S1.

This result can be extended as follows to dimension 4. Let h ∈ C∞
(
S3;R

)
and u ∈ S3. If v is a pure unit quaternion such that Jv (u) is an eigenvector of
the Hessian

(
∇2h

)
u
of h at u corresponding to the eigenvalue λ, then:

∂−v (∂vh) (u) = −∂v (∂vh) (−u) = −∂2
vh (−u) = −∂2

vh
(
J2
v (u)

)
= −

(
∇2h

)
u

(Jv (u) , Jv (u)) = −λ.

Therefore, if v1, v2, v3 are pure unit quaternions such that Jv1 (u) , Jv2 (u) , Jv3 (u)
are eigenvectors of the Riemannian Hessian

(
∇2h

)
u
, corresponding to eigenval-

ues λ1, λ2, λ3, that form an orthonormal basis of TuS3, then:

∆h (u) = −
∑3

i=1
λi (u) =

∑3

i=1
(∂−vi ◦ ∂vi) (h) (u) .

Decomposition of hedgehogs into sums of remarkable pedal hyper-
surfaces

Let (v, w) be any couple of pure unit quaternions that are orthogonal when
they are regarded as vectors of R4. The quadruple (1, v, w, vw) is then a direct
orthonormal basis of H ∼= R4. For any hedgehog of R4 with support function
h ∈ C∞

(
S3;R

)
and, for any u ∈ S3, we have the following decompositions
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xh (u) = h (u)u+∇h (u)

= h (u)u+ (〈∇h (u) , vu〉 vu+ 〈∇h (u) , wu〉wu+ 〈∇h (u) , vwu〉 vwu)

= h (u)u+ ∂vh (vu) vu+ ∂wh (wu)wu+ ∂vwh (vwu) vwu

= (h (u) + ∂vh (vu) v + ∂wh (wu)w + ∂vwh (vwu) vw)u

In particular, the hedgehog xh : S3 → H ∼= R4 is the sum of parametrizations
of 4 remarkable pedal surfaces: its own pedal surface and the pedal surfaces of
its evolutes with respect to v, w, vw (it being understood that, for all u ∈ S3,
and, any pure unit quaternion q, we take the foot of the perpendicular from the
origin to the support hyperplane with unit normal vector Jq (u) := qu).

Evolutes and orthogonal projections

For every (u, v) ∈ S3 × S2, let S1
u,v be the oriented geodesic of S3 through

u in the direction of Jv (u). This oriented circle of S3 can be regarded as the
unit circle of the vector plane C (u, v) := Ru + RJv (u) oriented by (u, Jv (u)).
Restriction of support functions to S1

u,v commutes with taking the evolutes in(
R4, Jv, ωv

)
:

Proposition 6.6.3. Let h ∈ C∞
(
S3;R

)
. For all v ∈ S2 ∼= S1

H ∩ Im (H),

(∂vh)|S1u,v
= ∂v

(
h|S1u,v

)
.

Proof. Define uθ := (cos θ)u+ (sin θ) Jv (u) for all θ ∈ S1. We have then

(∂vh) (Jv (uθ)) = 〈∇h (uθ) , Jv (uθ)〉 =
d

dθ
[h (uθ)] = ∂v

(
h|S1u,v

)
(Jv (uθ)) .

Higher order evolutes

Of course, we can define inductively higher order evolutes. Let ∂0
vh = h and,

for any positive integer n, define the nth evolute of Hh in
(
R4, Jv, ωv

)
to be the

hedgehog with support function ∂nv h := ∂v
(
∂n−1
v h

)
.

Proposition 6.6.4. Let C∞
(
S3;R

)
. For all n ∈ N∗, v ∈ S2, and u ∈ S3,

(∂nv h) (Jnv (u)) =
dn

dθn
[h (uθ)]|θ=0 ,

where uθ := (cos θ)u+ (sin θ) Jv (u).

Proof. By induction, we deduce from the previous proposition that

∀n ∈ N∗, (∂nv h)|S1u,v = ∂nv

(
h|S1u,v

)
,

and the result follows immediately.
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6.6.2 Symplectic and mixed symplectic area

Any pure unit quaternion v determines a linear complex structure Jv : R4 → R4,
to which it corresponds a Hopf flow induced on S3 = S1

H by the vector field
Xv (u) := Jv (u). We denote by S2 the set S3 ∩ Im (H) of pure unit quaternions.
For every (u, v) ∈ S3 × S2, let S1

u,v be the oriented geodesic of S3 through u
in the direction of Jv (u). This oriented Hopf circle of S3 ⊂

(
R4, Jv

)
can be

regarded as the unit circle of the vector plane C (u, v) := Ru+RJv (u) oriented
by (u, Jv (u)). Conversely, any oriented vector plane ξ in R4 determines an
oriented unit circle S1

ξ = S3 ∩ ξ and a pure unit quaternion vξ that is such that:
∀u ∈ S1

ξ , TuS1
ξ is oriented by the unit vector Jvξ (u).

Now, consider the integral

sξ (h) :=

∫
xh(S1ξ)

αvξ ,

where αvξ is the 1-form given by
(
αvξ
)
x

(dx) = 1
2ωvξ (x, dx), which is such that

dαvξ = ωvξ . This integral does not depend on the orientation of the plane ξ
(if we change the orientation of ξ, the orientation of the curve xh : S1

ξ → R4

changes as well and the 1-form αvξ is changed into its opposite). Therefore,
sξ (h) can be defined for any unoriented vector plane ξ in R4. It will be called

the symplectic area of xh
(
S1
ξ

)
relative to ξ.

Expression of the symplectic area of xh
(
S1
u,v

)
Let su,v (h) be this symplectic area:

su,v (h) :=

∫
xh(S1u,v)

αv,

where αv is the 1-form given by (αv)x (dx) := 1
2ωv (x, dx) = 1

2 〈x, (−Jv) (dx)〉.

Proposition 6.6.5. For all h ∈ C∞
(
S3;R

)
and (u, v) ∈ S3 × S2,

su,v (h) =
1

2

∫ 2π

0

〈xh (uθ) , Rh (uθ, v)uθ〉 dθ,

where uθ := (cos θ)u + (sin θ) Jv (u) and Rh (uθ, v) := −v (Tuθxh) (Jv (uθ))uθ,
with uθ being the quaternion conjugate of uθ.

Proof. By definition

su,v (h) :=

∫
xh(S1u,v)

αv =
1

2

∫ 2π

0

〈
xh (uθ) , (−Jv)

(
d

dθ
[xh (uθ)]

)〉
dθ.

Now
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d

dθ
[xh (uθ)] = (Tuθxh) (Jv (uθ))

and hence

(−Jv)
(
d

dθ
[xh (uθ)]

)
= −v (Tuθxh) (Jv (uθ)) = Rh (uθ, v)uθ.

Proposition 6.6.6. For all h ∈ C∞
(
S3;R

)
and (u, v) ∈ S3 × S2,

su,v (h) = au,v (h) + s⊥u,v (∇h)

where au,v (h) is the algebraic area of the hedgehog of C (u, v) = Ru + RJv (u)
whose support function is the restriction of h to S1

u,v, and where s
⊥
u,v (∇h) is

the symplectic area of ∇h
(
S1
u,v

)
in the Kähler vector space

(
R4, Jv, ωv

)
, that

is,

s⊥u,v (∇h) :=

∫
∇h(S1u,v)

αv =
1

2

∫
∇h(S1u,v)

ωv (x, dx) .

Proof. It is just the fact that the symplectic area of a closed curve in the Kähler
vector space

(
R4, Jv, ωv

)
is the sum of the algebraic areas of its projections onto

the planes C (u, v) and C (u, v)
⊥. In the present case, we can retrieve the result

as follows.
Let θ ∈ S1. We have xh (uθ) = h (uθ)uθ +∇h (uθ), and

Rh(uθ, v)uθ = (−Jv)(Tuθxh (Jv(uθ)))

= (−Jv)
(
h (uθ) Jv(uθ) +∇Jv(uθ)∇h (uθ)

)
= h (uθ)uθ + (−Jv)

(
∇Jv(uθ)∇h (uθ)

)
,

where ∇ is the Levi-Civita connection on S3. In addition,〈
uθ, (−Jv)

(
∇Jv(uθ)∇h (uθ)

)〉
=
〈
Jv (uθ) ,∇Jv(uθ)∇h (uθ)

〉
= d

dθ [〈Jv (uθ) ,∇h (uθ)〉] = d2

dθ2
[h (uθ)] ,

and 〈
∇h (uθ) , (−Jv)

(
∇Jv(uθ)∇h (uθ)

)〉
= ωv

(
∇h (uθ) ,

d

dθ
[∇h (uθ)]

)
since d

dθ [∇h (uθ)] = ∇Jv(uθ)∇h (uθ)− 〈∇h (uθ) , Jv (uθ)〉uθ. Hence〈
xh(uθ) , (−Jv)

(
d

dθ
[xh(uθ)]

)〉
= h(uθ)

(
h(uθ) +

d2

dθ2 [h(uθ)]

)
+ωv

(
∇h(uθ),

d

dθ
[∇h(uθ)]

)
The result is then an immediate consequence of the previous proposition.
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Mixed symplectic area

Proposition 6.6.7 (Symmetry) For all (f, g) ∈ C∞
(
S3;R

)2
, and (u, v) ∈

S3 × S2, we have∫ 2π

0

〈xf (uθ) , Rg (uθ, v)uθ〉 dθ =

∫ 2π

0

〈xg (uθ) , Rf (uθ, v)uθ〉 dθ.

Proof. For all θ ∈ S1,

d

dθ
[ωv (xf (uθ) , xg (uθ))] = ωv (Tuθxf (Jv (uθ)) , xg (uθ))+ωv (xf (uθ) , Tuθxg (Jv (uθ))) .

By integration, we deduce that∫ 2π

0

ωv (xf (uθ) , Tuθxg (Jv (uθ))) dθ =

∫ 2π

0

ωv (xg (uθ) , Tuθxf (Jv (uθ))) dθ,

which is the desired equality since

ωv (xh (uθ) , Tuθxh (Jv (uθ))) = 〈Jvxh (uθ) , Tuθxh (Jv (uθ))〉
= 〈xh (uθ) ,−Jv [Tuθxh (Jv (uθ))]〉
= 〈xh (uθ) , Rh (uθ, v)uθ〉

for h ∈ {f, g}.

Definition 6.6.2. Let (f, g) ∈ C∞
(
S3;R

)2
and (u, v) ∈ S3 × S2. We call

su,v (f, g) :=
1

2
(su,v(f + g)− su,v(f)− su,v(g)) =

1

2

∫ 2π

0

〈xf (uθ) , Rg(uθ, v)uθ〉 dθ

the mixed symplectic area of xf
(
S1
u,v

)
and xg

(
S1
u,v

)
.

A straightforward computation shows that

su,v (f, g) = au,v (f, g) + s⊥u,v (∇f,∇g) ,

where au,v (f, g) is the mixed symplectic area of the hedgehogs of C (u, v) with
support functions f|S1u,v and g|S1u,v , and where s

⊥
u,v (∇f,∇g) is the mixed sym-

plectic area of ∇f
(
S1
u,v

)
and ∇g

(
S1
u,v

)
in
(
R4, Jv, ωv

)
, that is,

s⊥u,v (∇f,∇g) := 1
2

(
s⊥u,v(∇ (f + g))− s⊥u,v(∇f)− s⊥u,v(∇g)

)
= 1

2

∫ 2π

0

ωv
(
∇f(uθ),

d
dθ [∇g(uθ)]

)
dθ

= 1
2

∫ 2π

0

ωv
(
∇g(uθ),

d
dθ [∇f(uθ)]

)
dθ.
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Symplectic area of Hh

Definition 6.6.3. Let h ∈ C∞
(
S3;R

)
. We define the symplectic area of

Hh to be
s (h) :=

v4

v2

∫
G4,2

sξ (h) dω4,2 (ξ) ,

where vn+1 is the volume of the unit ball in Rn+1, G4,2 the Grassman manifold
of 2-dimensional subspaces of R4 and ω4,2 the normalized Haar measure on
G4,2: ω4,2 (G4,2) = 1.

Recall that the mixed volume V :
(
K4
)4 → R extends to a symmetric

4−linear form on the vector space H4 of hedgehogs of R4. Besides, the algebraic
area of order 2 of a hedgehog Hh of R4, denoted by V2 (h), is defined to be the
mixed volume V (h, h, 1, 1).

Proposition 6.6.8 For any h ∈ C∞
(
S3;R

)
, the symplectic area of Hh is

equal to its algebraic area of order 2, that is, s (h) := V2 (h).

Proof. From Kubota’s formula

V2 (K) =
v4

v2

∫
G4,2

V (pξ (K)) dω4,2 (ξ) ,

for all convex body K in R4, where pξ (K) is the orthogonal projection of K
on ξ ∈ G4,2, V (pξ (K)) its area and V2 (K) the mixed volume V (K,K,B,B),
B denoting the unit ball in R4 (see [Sc3, Section 5.3]). This formula can be
extended to hedgehogs by multilinearity, so that:

v2 (h) =
v4

v2

∫
G4,2

a
(
h|S1ξ

)
dω4,2 (ξ) ,

for all h ∈ C∞
(
S3;R

)
. Note that the algebraic area of Hh|S1

ξ

does not depend

on a choice of orientation for ξ. Now, we have proved above that

su,v (h) = a
(
h|S1u,v

)
+ s⊥u,v (∇h)

for all (u, v) ∈ S3 × S2. So, it suffi ces to prove that for all u ∈ S3,∫
S2
ωv
(
∇h (u) ,∇Jv(u)∇h (u)

)
dσ (v) = 0,

where σ is the spherical Lebesgue measure.
Now, let (v1, v2, v3) ∈ S2 = S1

H∩Im (H) be such that (Jv1 (u) , Jv2 (u) , Jv3 (u))
is an orthonormal basis of TuS3 formed by eigenvectors of the Riemannian
Hessian

(
∇2h

)
u
, corresponding to eigenvalues (λ1, λ2, λ3). The product of two
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imaginary quaternions q1, q2 ∈ Im (H) = R3 is given by q1q2 = −〈q1, q2〉+q1×q2,
where 〈., .〉 is the Euclidean inner product and × the usual vector product on R3.
Since the orthonormal basis (v1, v2, v3) is formed by imaginary quaternions, we
thus have: vivj+vjvi = 0 for all (i, j) ∈ [|1, 3|]2 such that i 6= j. A straightforward
calculation then gives, for any v =

∑3
i=1 xivi ∈ S2,

(−Jv)
(
∇Jv(u)∇h (u)

)
= (−Jv)

 3∑
j=1

xjλjJvj (u)

 =

3∑
i,j=1

xixjλiλjvivju

=
∑

1≤i<j≤3

xixj (λi − λj) vivju

and hence∫
S2
ωv
(
∇h (u) ,∇Jv(u)∇h (u)

)
dσ (v) =

∫
S2

(−Jv)
(
∇Jv(u)∇h (u)

)
dσ (v)

=
∑

1≤i<j≤3

∫
S2
xixjdσ︸ ︷︷ ︸
=0

 (λi − λj) vivju.

= 0,

which achieves the proof.

Quaternionic curvature function

Let K be a convex body with class C∞+ in (n + 1)-Euclidean vector space
Rn+1. One says that K has the (C∞-smooth) curvature function RK : Sn → R
if its surface area measure Sn (K, .) has RK as density with respect to spherical
area measure σ or, equivalently, if

V (L,K, . . . ,K) = 1
n+1

∫
Sn
hL (u)RK (u) dσ (u)

= 1
n+1

∫
Sn
〈xhL (u) , RK (u)u〉 dσ (u) ,

for all convex body L with support function hL : Sn → R (see e.g. [Sc3, p.
545]). As we saw above, the notion of curvature function naturally extends
to C2-hedgehogs of Rn+1. The aim of this subsection is to use the notion of
the mixed symplectic area of xg

(
S1
u,v

)
and xh

(
S1
u,v

)
to introduce the notion

of the (quaternionic) curvature function of xh
(
S1
u,v

)
. As already mentioned,

the reason why the map θ 7−→ Rh
(
eiθ
)
is real for h ∈ C∞

(
S1;R

)
, whereas

u 7→ Rh (u, v) is quaternionic for h ∈ C∞
(
S3;R

)
, is because the product of two

purely imaginary complex numbers is a real number, whereas the product of two
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purely imaginary quaternions can have both nontrivial real and imaginary parts.

Proposition 6.6.9. Let h ∈ C∞
(
S3;R

)
, and (u, v) ∈ S3 × S2. There exists

one and only one C∞-smooth quaternionic function R (., v) : S1
u,v → H that is

of the form

uθ := (cos θ)u+ (sin θ) vu 7−→ R (uθ, v) = −vTuθ (v) ,

where Tuθ (v) denotes a pure quaternion, and such that:

∀g ∈ C∞
(
S3;R

)
, su,v (g, h) :=

1

2

∫ 2π

0

〈xg (uθ) , R (uθ, v)uθ〉 dθ,

where uθ := (cos θ)u + (sin θ) vu. Namely, the quaternionic function given by:
Rh (uθ, v) := −v (Tuθxh) (vuθ)uθ for all θ ∈ S1.

Proof. For all θ ∈ S1, TuθS3 = Im (H)uθ and hence (Tuθxh) (vuθ)uθ ∈ Im (H).
Thus, Rh (., v) : uθ 7−→ Rh (uθ, v) = −v (Tuθxh) (vuθ)uθ is of the required form
since

∀g ∈ C∞
(
S3;R

)
, su,v (g, h) :=

1

2

∫ 2π

0

〈xg (uθ) , Rh (uθ, v)uθ〉 dθ.

Conversely, let R (., v) be any function satisfying the required conditions.
Note that the map uθ 7→ R (uθ, v)uθ has then the form uθ 7→ ρ (uθ)uθ+ρ⊥ (uθ),

where ρ ∈ C∞
(
S1
u,v;R

)
and ρ⊥ ∈ C∞

(
S1
u,v;C (u, v)

⊥
)
. Indeed, we have

〈R (uθ, v)uθ, Jv (uθ)〉 = 〈Jv (−Tuθ (v)uθ) , Jv (uθ)〉 = 〈−Tuθ (v)uθ, uθ〉 = 0

for all θ ∈ S1, since −Tuθ (v)uθ ∈ Im (H)uθ = TuθS3. Besides, in the case where
R (., v) = Rh (., v), we have R (uθ, v)uθ = Rh (uθ, vuθ)uθ−vπ⊥u,v [∇vuθ∇h (uθ)],
where Rh (uθ, vuθ) is the radius of curvature of xh|S1u,v

: S1
u,v → C (u, v) at

xh|S1u,v
(uθ) (or, equivalently, the tangential radius of curvature of Hh at xh (uθ)

in the direction vuθ, which is given by: Rh (uθ, vuθ) := 〈Tuθxh (vuθ) , vuθ〉 =
h (uθ) +

(
∇2h

)
uθ

(vuθ, vuθ); see e.g. Subsect. 4.3), and π⊥u,v the orthogonal
projection onto the subspace of R4 that is orthogonal to C (u, v). Indeed,

Rh (uθ, v)uθ = −v (Tuθxh) (vuθ)

= −v (h (uθ) vuθ +∇vuθ∇h (uθ))

= −v
((
h (uθ) +

(
∇2h

)
uθ

(vuθ, vuθ)
)
vuθ + π⊥u,v [∇vuθ∇h (uθ)]

)
We already know that S1

u,v → R, uθ 7→ Rh (uθ, vuθ) is the unique C∞-smooth
function R : S1

u,v → R that satisfies:

∀g ∈ C∞
(
S1
u,v;R

)
, au,v (g, h) :=

1

2

∫ 2π

0

g (uθ)R (uθ) dθ.
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Now, any g ∈ C∞
(
S1
u,v;R

)
can be extended into a function gS ∈ C∞

(
S3;R

)
that is such that π⊥u,v

[
(∇gS)|S1u,v

]
= 0: it suffi ces, for instance, to define gS by

∀q ∈ S3, gS (q) :=


0 if ‖p‖ = 0

z (‖p‖) g
(

p
‖p‖

)
if ‖p‖ 6= 0,

where p is the orthogonal projection of q onto C (u, v) and,

z (t) :=

∫ t

0

ϕ (τ)ϕ (1− τ) dτ∫ 1

0

ϕ (τ)ϕ (1− τ) dτ

,

where ϕ is the function defined on R by

ϕ (t) :=


0 if τ ≤ 0

e−
1
t2 if τ > 0.

.

(F : R → R is C∞-smooth, and such that F (0) = 0, F (1) = 1, and: ∀n ∈ N∗,
F (n) (0) = F (n) (1) = 0). For any g ∈ C∞

(
S1
u,v;R

)
, such an extension gS is

such that

su,v (gS , h) = au,v (g, h) =
1

2

∫ 2π

0

g (uθ) ρ (uθ) dθ,

since s⊥u,v (∇gS ,∇h) = 0. Therefore ρ (uθ) = Rh (uθ, vuθ) for all θ ∈ S1.
Now, it remains to prove that ρ⊥ (uθ) = −vπ⊥u,v [∇vuθ∇h (uθ)] for all θ ∈ S1.

Since ρ (uθ) = Rh (uθ, vuθ) for all θ ∈ S1, the integral condition can be rewritten
as follows:

∀g ∈ C∞
(
S3;R

)
, s⊥u,v (∇g,∇h) :=

1

2

∫ 2π

0

〈
∇g (uθ)

⊥
, ρ⊥ (uθ)

〉
dθ,

where ∇g (uθ)
⊥

:= π⊥u,v [∇g (uθ)], that is,

∀g ∈ C∞
(
S3;R

)
,
∫ 2π

0

〈
∇g (uθ)

⊥
, ρ⊥ (uθ) + vπ⊥u,v [∇vuθ∇h (uθ)]

〉
dθ = 0.

Note that ∇g (uθ)
⊥ has the form

∇g (uθ)
⊥

= (〈∇g (uθ) , wuθ〉+ 〈∇g (uθ) , vwuθ〉 v)wuθ,

where w is a pure unit quaternion that is 〈., .〉−orthogonal to v, so that (v, w, vw)
is an orthonormal basis of Im (H). Moreover, ρ⊥ (uθ) + vπ⊥u,v [∇vuθ∇h (uθ)] has
the form (λ (uθ) + µ (uθ) v)wuθ, where λ and µ are real, since it belongs to
Rwuθ + Rvwuθ = C (u, v)

⊥. Thus, the integral condition is that the function
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S1
u,v → C (u, v)

⊥, uθ 7−→ ρ⊥ (uθ) + vπ⊥u,v [∇vuθ∇h (uθ)] is L2-orthogonal to all

the functions S1
u,v → C (u, v)

⊥, uθ 7−→ ∇g (uθ)
⊥ where g ∈ C∞

(
S3;R

)
. Now,

for any two real C∞-functions a,b on S1
u,v, let us define g : S3 → H by:

g (q (θ, β, γ)) := [a (uθ) 〈q (θ, β, γ) , wuθ〉+ b (uθ) 〈q (θ, β, γ) , vwuθ〉]F (cosβ) ,

where

q (θ, β, γ) = (cosβ)uθ + (sinβ) ((cos γ)wuθ + (sin γ) vwuθ) ∈ S3

= (cosβ) (cos θ)u+ (cosβ) (sin θ) vu+
(cos (γ − θ) (sinβ))wu+ (sin (γ − θ)) (sinβ) vwu.

We then obtain

∂
∂β [g (q (θ, β, γ))]|β=0 =

〈
∇g (q (θ, 0, γ)) , ∂q∂β (θ, 0, γ)

〉
= 〈∇g (uθ) , (cos γ)wuθ + (sin γ) vwuθ〉
= a (uθ) cos γ + b (uθ) sin γ,

and thus, for γ = 0 and γ = π/2, we have respectively a (uθ) = 〈∇g (uθ) , wuθ〉
and b (uθ) = 〈∇g (uθ) , vwuθ〉 . In other words, all the functions of the form
S1
u,v → C (u, v)

⊥, uθ 7−→ (a (uθ) + b (uθ) v)wuθ can be written in the form

S1
u,v → C (u, v)

⊥, uθ 7−→ ∇g (uθ)
⊥ where g ∈ C∞

(
S3;R

)
.

Therefore, ρ⊥ (uθ) = −vπ⊥u,v [∇vuθ∇h (uθ)] for all θ ∈ S1.

Definition 6.6.4. For every h ∈ C∞
(
S3;R

)
, we say that Rh (., v) : S1

u,v →
H, uθ 7−→ −v (Tuθxh) (vuθ)uθ is the quaternionic curvature function of
xh
(
S1
u,v

)
.

Evolutes of hedgehogs hypersurfaces in Hn ∼= R4n

We identify R4n with the hyperkähler vector space (Hn, 〈., .〉 , I, J,K), where
〈., .〉 is the standard Euclidean metric on R4n ∼= Hn, (n ≥ 1), and, the triple
of complex structures (I, J,K) on Hn is given by left multiplication by i, j, k
respectively. On this hyperkähler vector space, we have a whole S2 family of
linear Kähler structures given by:

Ia := a1I + a2J + a3K and ωa (X,Y ) = 〈Ia (X) , Y 〉 ,

for all a = (a1, a2, a3) ∈ S2 ⊂ R3 and, (X,Y ) ∈ (TqHn)
2. Most of the results we

saw for evolutes of hedgehogs in R4 ∼= H can be extended to (Hn, 〈., .〉 , I, J,K)
with a few adaptations. In particular, for all h ∈ C∞

(
S4n−1;R

)
, the evolute

of the hedgehog Hh in the Kähler vector space
(
R4, Ia, ωa

)
is defined to be the

envelope of the family of normal hyperplanes (Na
h (u))u∈S4n−1 with equation

〈x− xh (u) , Ia (u)〉 = 0.
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Proposition 6.6.10. Let h ∈ C∞
(
S4n−1;R

)
. The evolute of Hh in (Hn, Ia, ωa)

is the hedgehog H∂ah with support function

∂ah : S4n−1 → R, u 7−→ 〈∇h (−Ia (u)) , u〉 ,

where 〈., .〉 is the standard Euclidean metric on R4n ∼= Hn, and ∇h the gradient
of h. Thus, ∂ah is such that: ∀u ∈ S

′n−1,

(∂ah) (Ia (u)) = 〈∇h (u) , Ia (u)〉 = (dh)u (Ia (u)) .

The proof (very similar to that of the proposition concerning evolutes of
hedgehogs in (H, Jv, ωv),

(
v ∈ S2 = S3 ∩ Im (H)

))
is left to the reader.
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7 Hedgehogs in non-Euclidean spaces

7.1 Introduction and basics on non-Euclidean hedgehogs.

Of course, the classical hedgehog theory is not restricted to Euclidean spaces. In
[FFi], F. Fillastre introduced and studied ‘Γ-convex bodies’(or, ‘Fuchsian con-
vex bodies’), which are the closed convex sets of the Lorentz-Minkowski space
Ln+1 that are globally invariant under the action of some Fuchsian group Γ. In
this paper, F. Fillastre gave a ‘reversed Alexandrov—Fenchel inequality’and thus
a ‘reversed Brunn-Minkowski inequality’. This work permits to introduce ‘Fuch-
sian hedgehogs’whose ‘support functions’are differences of support functions of
two Γ-convex bodies (see the remark on page 314 in [FFi]). In [M16], the author
gave a detailed study of plane Lorentzian and Fuchsian hedgehogs, including a
series of Fuchsian analogues of classical geometrical inequalities (which are also
reversed as compared to classical ones). These plane Lorentzian and Fuchsian
hedgehogs will be introduced and studied in Subsect. 7.2. For an application to
marginally trapped surfaces, we will also give a short introduction to hedgehogs
of L3 in Subsubsect. 8.2.1. This brief introduction of Lorentzian hedgehogs of
L3 can be easily extended to higher dimensions.
On another note, as we have already glimpsed when we spoke about projec-

tive duality in Subsect. 2.7, it is possible to consider the notion of a hedgehog
in real projective space RPn+1 = P

(
Rn+2

)
(which we will denote by Pn+1

)
.

As we will see, the notion of a hedgehog is affi ne : we can define the notion
of a hedgehog of Rn+1 regarded as an affi ne space over itself. Extending the
Euclidean or affi ne space Rn+1 by adding points at infinity (which we regard
as corresponding to families of parallel lines, and which together make up a
hyperplane at infinity), it will appear that we can define a hedgehog of Pn+1

as a hedgehog of Rn+1 regarded as the complement of any projective hyper-
plane of Pn+1, and thus a hedgehog of Rn+1 as a hedgehog of Pn+1. Now, let
us see Pn+1 as an extension of the Euclidean space Rn+1. Any hedgehog of
Pn+1 = Sn+1/ {−Id, Id} is contained in the complement of a projective hyper-
plane of Pn+1, and can thus be regarded as a hedgehog of Sn+1 contained in an
open hemisphere of Sn+1, say the open hemisphere with center p ∈ Sn+1 which
we will denote by Sn+1

p . Using the gnomonic projection from Sn+1
p onto the tan-

gent hyperplane to Sn+1 at p, we then retrieve hedgehogs of Rn+1. Here, we of
course identify the tangent hyperplane p+TpSn+1 with Rn+1 via the orthogonal
projection from p + TpSn+1 onto the linear subspace orthogonal to p in Rn+2,
which we identify with Rn+1. Recall that the image of a point m ∈ Sn+1

p under
the gnomonic projection gp : Sn+1

p → p + TpSn+1 ' Rn+1 is the intersection
point of the linear line Rm with p+ TpSn+1.

Similarly, regarding the hyperbolic space Hn+1 as the upper sheet of the
hyperboloid with equation 〈x, x〉L = −1 in Rn+2 endowed with the Lorentzian
inner product given by

〈x, y〉L =

n+1∑
i=1

xiyi − xn+2yn+2,
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for x = (x1, . . . , xn+2) and y = (y1, . . . , yn+2), that is,

Hn+1 =
{
x ∈ Rn+2 |〈x, x〉L = −1, xn+2 > 0

}
,

we can make a gnomonic projection (which preserves geodesics) from Hn+1

onto the interior Bn+1 of the (Euclidean) unit ball of Rn+1 (identified with
the affi ne hyperplane Rn+1 × {1} of Rn+2

)
. This gnomonic projection g :

Hn+1 → Bn+1 sends m ∈ Hn+1 to the intersection point of the linear line Rm
with Rn+1 ' Rn+1 × {1}. Considering hedgehogs of Rn+1 that are included in
Bn+1 ⊂ Rn+1 × {1}, and taking their images under the radial projection

ρ : Bn+1 → Hn+1 ⊂ Rn+2

x 7→ x/
√
|〈x, x〉L|

,

which is the inverse g−1 of the gnomonic projection, we can then introduce
hedgehogs of Hn+1. These hedgehog hypersurfaces, which are envelopes of
smooth families of cooriented (totally geodesic) hyperplanes of Hn+1, will be
called ‘g-hedgehogs’ of Hn+1, where the letter g stands for indicating that
these hypersurfaces are ‘geodesically hedgehog hypersurfaces’ (recall that hy-
perplanes of Hn+1 are the complete totally geodesic hypersurfaces of Hn+1

)
This change of names (‘g-hedgehogs’instead of ‘hedgehogs’) aims to differenti-
ate these g-hedgehogs from another class of hedgehogs that we will introduce in
Subsection 7.4, namely ‘h-hedgehogs’ of Hn+1, for which geodesic hyperplanes
will be replaced by horospheres (as we will see, the best analogue to Euclidean
hyperplanes in Hn+1 are not actually the totally geodesic hyperplanes of Hn+1,
but the horospheres).

7.2 Plane Lorentzian and Fuchsian hedgehogs

In this subsection, we follow more or less [M16]. Our main results consist in the
Fuchsian analogues of some classical geometrical inequalities that are presented
below. For the convenience of the reader, we will begin by recalling very briefly
some basic definitions and results about plane Euclidean hedgehogs. Then we
will give a short introduction to plane Lorentzian hedgehogs and first results
concerning evolutes and duality in the Lorentz-Minkowski plane L2. Finally,
we will present a study of plane Fuchsian hedgehogs (convolution of Fuchsian
hedgehogs, Brunn-Minkowski and Minkowski type inequalities, reversed isoperi-
metric inequality, isometric excess and area of the evolute, reversed Bonnesen
inequality).

7.2.1 Introduction and first results

We begin by recalling some basic facts of plane Euclidean hedgehogs. In the
Euclidean plane R2, a hedgehog is the envelope of a family of cooriented lines
L (θ) parametrized by the oriented angle θ ∈ S1 = R/2πZ from e1 = (1, 0)
to their coorienting normal vector u (θ) = (cos θ, sin θ). These cooriented lines
L (θ) have equations
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〈x, u (θ)〉 = h (θ) , (7.2.1)

where 〈., .〉 is the usual inner product on R2 and where h ∈ C1
(
S1;R

)
. Partial

differentiation of (7.2.1) with respect to θ yields

〈x, u′ (θ)〉 = h′ (θ) . (7.2.2)

From (7.2.1) and (7.2.2), the parametrization of the corresponding hedgehog is

xh : S1 → R2, θ 7→ h (θ)u (θ) + h′ (θ)u′ (θ) .

This envelope Hh := xh
(
S1
)
is called the (Euclidean) hedgehog with support

function h. In this section, we are mainly interested in C2-hedgehogs, that is,
hedgehogs with a C2-support function. Recall that regular C2-hedgehogs of R2

are strictly convex smooth curves and that any C2-hedgehog can be regarded
as the Minkowski difference of two such convex curves (see Subsect 2.2).

H. Geppert was the first to introduce hedgehogs in R2 and R3 (under the
German names stützbare Bereiche in R2 and stützbare Flächen in R3

)
in an

attempt to extend certain parts of the Brunn-Minkowski theory [Ge]. As we
saw in Section 3, many classical inequalities for convex curves find their coun-
terparts in the setting of hedgehogs. Of course, a few adaptations are necessary.
In particular, lengths and areas have to be replaced by their algebraic versions.
For instance, we have seen above the following.

Proposition 3.2.4. For any h ∈ C3
(
S1;R

)
, we have:

0 ≤ l(h)2 − 4πa(h) ≤ −4πa(h′) = −4πa(∂h), (7.2.3)

where l (h) and a (h) are respectively the signed length and area of Hh and where
a(h′) is the signed area of its evolute, which is the hedgehog with support function
(∂h) (θ) = h′

(
θ − π

2

)
,
(
θ ∈ S1 = R/2πZ

)
. In each inequality of (7.2.3), the

equality holds if, and only if, Hh is a circle or a point.

In Subsubsect. 7.2.6, we will prove an analogous of Proposition 3.2.4 for Fuch-
sian hedgehogs.

Plane Lorentzian hedgehogs

In this subsection, we will undertake a similar study replacing the Euclid-
ean plane R2 by the Lorentzian plane L2, and the unit circle S1 of R2 by the
hyperbolic line H1. In the Lorentzian plane L2, a spacelike hedgehog is similarly
defined to be the envelope of a family of cooriented spacelike lines L (t) para-
metrized by the oriented hyperbolic angle t ∈ H1 ' R from e2 = (0, 1) to their
coorienting normal vector v (t) = (sinh t, cosh t), (see Subsubsect. 7.2.2). These
cooriented lines L (t) have equations

〈x, v (t)〉L := h (t) , (7.2.4)
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where 〈x, y〉L := x1y1 − x2y2 is the Lorentzian inner product of the vectors
x = (x1, x2) and y = (y1, y2) in L2, and where h ∈ C1 (R;R). Note that h (t)
is the signed distance from the origin to the support line with coorienting unit
normal v (t). Partial differentiation of (7.2.4) with respect to t yields

〈x, v′ (t)〉L := h′ (t) . (7.2.5)

From (7.2.4) and (7.2.5), the parametrization of the corresponding hedgehog is

xh : H1 → L2, t 7→ h′ (t) v′ (t)− h (t) v (t) .

This envelope Sh := xh
(
H1
)
is called the spacelike hedgehog of L2 with

support function h ∈ C1
(
H1;R

)
. As in the Euclidean case, we will generally

restrict our discussion to C2-hedgehogs (i.e., with a C2-support function). In
Subsubsect. 7.2.2, we will give a study of their evolutes. In particular, we will
prove the following.

Theorem 7.2.1. For any h ∈ C3 (R;R), the second evolute of Sh is the space-
like hedgehog with support function h′′:

D (D (Sh)) = Sh′′ ,

where D (E) denotes the evolute of the envelope E ⊂ L2 of a family of nonlight-
like lines with a C3-support function and no inflection point .

In Subsubsect. 7.2.3, we will also introduce timelike hedgehogs of L2, and
in Subsubsect. 7.2.4, we will give explicit formulas describing a natural duality
relationship between spacelike hedgehogs and timelike hedgehogs.

For a systematic study of curves and surfaces in Lorentz-Minkowski plane
and space, we refer the reader to [Lp, Subsection 2.3 for a study of curves in
Lorentz-Minkowski plane].

Plane Fuchsian hedgehogs

Of course, a spacelike hedgehog Sh of L2 has no reason to be a compact curve.
So, in order to develop a Brunn-Minkowski theory, we are going to replace H1

by its quotient by a Fuchsian group Γ. In other words: (i) we identify

SO (1, 1) =

{
M =

(
x2 x1

x1 x2

)
∈M2 (R)

∣∣x2
2 − x2

1 = 1

}
with the hyperbola

H =
{

(x1, x2) ∈ L2
∣∣x2

2 − x2
1 = 1

}
;

(ii) we take the subgroup Γ of SO (1, 1) generated by (sinhT, coshT ) ∈ H1 =
{(x1, x2) ∈ H |x2 > 0} for some T ∈ R∗+; and (iii) we replace H1 by H1/Γ '
R/TZ. In practice, any h ∈ C1

(
H1/Γ;R

)
will be regarded as a T -periodic
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function h : R 7−→ R of class C1. The Γ-hedgehog with support function
h ∈ C1

(
H1/Γ;R

)
is then defined to be the curve Γh parametrized by

γh : R→ L2, t 7→ h′ (t) v′ (t)− h (t) v (t) .

Note that, for any t ∈ R, we have γh (t+ T ) = g (T ) [γh (t)], where g (T ) denotes
the linear isometry of L2 whose matrix in the canonical basis is(

coshT sinhT
sinhT coshT

)
.

Minkowski differences of convex bodies of the Euclidean plane R2 do not only
constitute a real vector space

(
H2,+, .

)
but also a commutative and associative

R-algebra. Indeed, H. Görtler [Go1, Go2] defined the convolution product of
two hedgehogs Hf and Hg of R2 as the hedgehog whose support function is
given by

(f ∗ g) (θ) =
1

2π

∫ 2π

0

f (θ − α) g (α) dα,

for all θ ∈ S1 = R/2πZ and we can check at once that
(
H2,+, ., ∗

)
is then a

commutative and associative algebra. The point of interest is of course that
the convolution product of two Euclidean hedgehogs inherits many properties
of the factors. In particular, H. Görtler noticed that the convolution product
of two convex bodies of R2 is still a plane convex body of R2. The purpose of
Subsubsect. 7.1.5 will be to give a Fuchsian analogue of Görtler’s theorem.

For every h ∈ C2
(
H1/Γ;R

)
, the C1-curve γh : [0, T ] → L2/Γ,

t 7→ h′ (t) v′ (t)− h (t) v (t) is rectifiable, and its length is given by

L (h) :=

∫ T

0

‖x′h (t)‖L dt,

where ‖x‖L :=
√
|〈x, x〉|L for all x ∈ L2. Note that x′h = Rhv

′, where Rh :=
h′′ − h is the so-called curvature function of Γh. Therefore

L (h) :=

∫ T

0

|Rh (t)| dt.

If in this last integral we remove the absolute value to take into account the sign
of the curvature function of Γh, we obtain the so-called algebraic (or signed)
length of Γh, which is thus given by

l (h) :=

∫ T

0

Rh (t) dt = −
∫ T

0

h (t) dt.

Given any h ∈ C2
(
H1/Γ;R

)
, let ∆h be the oriented closed curve of L2

consisting of the oriented line segment joining the origin to γh (0), followed by
the oriented curve Γh, and finally the oriented line segment joining γh (T ) to the
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origin. Denote by (∆h)
− the curve obtained from ∆h by taking the opposite

orientation (see Figure 7.2.1). Define the algebraic (or signed) area of the Γ-
hedgehog Γh to be the algebraic area bounded by (∆h)

−, that is,

a (h) :=

∫
L2
ih (x) dλ(x),

where λ is the Lebesgue measure and ih (x) the winding number of x with

respect to (∆h)
− for x ∈ L2 − (∆h)

− (we let ih (x) = 0 for x ∈ (∆h)
−
)
. An

easy straightforward calculation gives

a (h) =
1

2

∫
(∆h)−

x1dx2−x2dx1 =
1

2

∫ T

0

h (t)Rh (t) dt =
1

2

∫ T

0

(
h2 + (h′)

2
)

(t) dt.

h T

h 0

h

0

x1

x2

Figure 7.2.1. The oriented closed curve (∆h)
− when h (t) := 1 + cos (2πt)

In the Fuchsian case, many geometric inequalities will be reversed. A first
example is given by the following obvious result.
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Proposition 7.2.1. The map
√
a : C2

(
H1/Γ;R

)
→ R+, h 7−→

√
a(h) is a

norm associated with a scalar product (h, k) 7−→ a (h, k). In particular, for any
(h, k) ∈ C2

(
H1/Γ;R

)2
, we have√

a(h+ k) ≤
√
a(h) +

√
a(k) (7.2.6)

and

a(h, k)2 ≤ a(h) a(k), (7.2.7)

with equalities if, and only if, Γh and Γk are homothetic (here,“homothetic”
means that there exists (λ, µ) ∈ R2 − {(0, 0)} such that λh+ µk = 0).

Indeed, Inequality (7.2.6) (resp. (7.2.7)) has to be compared with the Brunn-
Minkowski inequality (resp. Minkowski inequality) in R2 (e.g., see [Sc3, Section
7]): for any pair (H,K) of convex bodies of R2, we have

√
a(H +K) ≥

√
a(H) +

√
a(K) (7.2.8)

and
a(H,K)2 ≥ a(H) a(K), (7.2.9)

where a(L) (resp. a(H,K)) is the area (resp. the mixed area) of L (resp.
(H,K)). By taking k = −1 (that is, Γk = H1

)
in (7.2.7), we obtain the following

reversed isoperimetric inequality

a (h) ≥ l (h)
2

2T
, (7.2.10)

with equality if, and only if, Γh and H1 are homothetic (that is, h is constant).
In Section 6, we will prove an other reversed geometric inequality given by the
following analogous of Proposition 3.2.4 for Fuchsian hedgehogs.

Theorem 7.2.2. Let T ∈ ]0, 2π]. For any T -periodic function h : R → R of
class C3 , we have:

0 ≤ 2Ta(h)− l(h)2 ≤ 2Ta (h′) , (7.2.11)

where l (h) and a (h) are respectively the signed length and area of Γh and a(h′)
the signed area of its evolute.

Note that 2Ta(h) − l(h)2 provides a measure of how far Γh deviates from a
Γ-hedgehog given by a spacelike branch of a hyperbola. A lower bound of the
isoperimetric excess a(h)− l(h)2/2T is given by the following reversed Bonnesen
inequality, which we will prove in Subsubsect. 7.2.7.
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Theorem 7.2.3 (Reversed Bonnesen inequality). For any T -periodic
function h : R→ R of class C2, we have:

1

2T
(R− r)2 ≤ a (h)− l (h)

2

2T
,

where l (h) and a (h) are respectively the signed length and area of Γh, and
where r := min

0≤t≤T
(−h (t)) and R := max

0≤t≤T
(−h (t)). Furthermore, the equality

holds if and only if R = r.

Recall that Bonnesen’s sharpening of the isoperimetric inequality for a convex
body K with non-empty interior in R2 reads as follows:

L2 − 4πA ≥ π2 (R− r)2 ,

where L and A are respectively the perimeter and the area of K and where r
and R stand respectively for the inradius and the circumradius of K (e.g., see
[Eg, pp. 108-110]).

For geometric inequalities involving hedgehogs in higher dimensions in the
Fuchsian case, we refer the reader to [FFi].

7.2.2 Preliminaries

In this subsection, the notation x = (x1, x2) means that (x1, x2) are the coordi-
nates of x ∈ R2 with respect to the canonical basis of R2. The Lorentzian plane
L2 is the vector space R2 endowed with the pseudo-scalar product 〈x, y〉L :=
x1y1 − x2y2, for any x = (x1, x2) and y = (y1, y2). For any x ∈ L2, define the
norm of x by ‖x‖L =

√
|〈x, x〉L| and the sign of x by ε (x) = sgn (〈x, x〉L),

where sgn denotes the signum function: sgn (t) is 1, 0, or −1 if t is positive,
zero, or negative, respectively. A nonzero vector x ∈ L2 is said to be spacelike
if ε (x) = 1, lightlike if ε (x) = 0 and timelike if ε (x) = −1. Let e2 = (0, 1). A
timelike vector x = (x1, x2) ∈ L2 is said to be a future vector if 〈x, e2〉L < 0,
that is, if x2 > 0. We will denote by F the set of all future timelike vectors:

F =
{
x = (x1, x2) ∈ L2 |〈x, x〉L < 0 and x2 > 0

}
.

The hyperbolic line H1 is the set of all unit future timelike vectors:

H1 :=
{
x = (x1, x2) ∈ L2 |〈x, x〉L = −1 and x2 > 0

}
.

In other words, H1 is the upper branch of the hyperbola x2
2 = x2

1 + 1. It will
play in L2 the same role as the one the unit circle S1 plays in the Euclidean
plane R2. For any t ∈ R, let g (t) be the linear isometry of the Lorentzian plane
whose matrix in the canonical basis of R2 is(

cosh t sinh t
sinh t cosh t

)
.

229



These isometries g (t) constitute the group G of hyperbolic translations of L2.
Note that G is an abelian subgroup of O (1, 1) and that g : R → G, t 7→ g (t)
is a group isomorphism: g (s+ t) = g (s) g (t) for all s, t ∈ R. The hyperbolic
line H1 can be regarded as the orbit of e2 under the action of G. Any v (t) =
(sinh t, cosh t) ∈ H1 is identified with the unique t ∈ R such that g (t) (e2) =
v (t). For any x, y ∈ H1, the oriented hyperbolic angle from x to y is the unique
t such that g (t) (x) = y.
A (smooth) curve of L2 is a differentiable map c : I ⊂ R → L2, where I is

an open interval. A curve c : I → L2 is said to be regular at t if c′ (t) 6= 0. The
curve is said to be regular if it is regular at every t ∈ I. A curve c : I → L2 is
said to be spacelike (resp. lightlike, timelike) at t if c′ (t) is a spacelike (resp. null
or lightlike, timelike) vector. The curve is said to be spacelike (resp. timelike)
if it is spacelike (resp. timelike) at every t ∈ I.
Let σ be the anti-isometric involutive operator of L2 given by σ (x1, x2) =

(x2, x1) for all (x1, x2) ∈ L2. For any nonzero vector x of L2, let x⊥ :=
ε (x)σ (x). Note that, for any nonlightlike x ∈ L2 − {(0, 0)},

(
x, x⊥

)
is a posi-

tively oriented basis of L2. Here, « positively oriented » means « endowed with
the orientation of the canonical basis of R2 » .

Let c : I → L2 be a spacelike (resp. timelike) curve of class C2. At any point
of c : I → L2, we can define the oriented Frenet frame (T (t) , N (t)) consisting
of Frenet vectors

T (t) :=
c′ (t)

‖c′ (t)‖L
and N (t) := T (t)

⊥ .

If c : I → L2 is parametrized by the pseudo arc length s (that is, if ‖c′ (s)‖L = 1
for all s ∈ I), then the algebraic curvature of c is defined to be the function κ
such that T ′ (s) = κ (s)N (s). If it is not the case, a straightforward computa-
tion using the fact that ds/dt = ‖c′ (t)‖L shows that the algebraic curvature is
given by

κ (t) :=
〈c′ (t) , σ (c′′ (t))〉L

‖c′ (t)‖3L
.

If c : I → L2 is a spacelike hedgehog xh : H1 → L2 with support function
h ∈ C3 (R;R), then c′ = x′h = Rhv

′, where Rh := h′′ − h is the so-called
curvature function of Sh. In this case, we hence obtain

T = sgn (Rh) v′, N = sgn (Rh) v and κ (t) =
1

|Rh|
.

7.2.3 Evolute

Evolute of a spacelike hedgehog Sh of L2

In this subsubsection, h will denote any C3-function from R to R. As in the
Euclidean case, the evolute of the spacelike hedgehog Sh can be defined in two
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different but equivalent ways: as an envelope or as a locus.

Evolute of Sh as the envelope of its normal lines

For every t ∈ R, the support line Lh (t), with coorienting unit normal vector
v (t) := (sinh t, cosh t), has equation

〈x, v (t)〉L := h (t) . (7.2.5)

LetNh (t) be the line through x that is orthogonal (with respect to the Lorentzian
metric 〈., .〉L) to Lh (t) in L2. We will say that Nh (t) is the normal line to Hh
at xh (t). This normal line Nh (t) has equation

〈x, v′ (t)〉L := h′ (t) .

Define the evolute D (Sh) of the spacelike hedgehog Sh of L2 to be the envelope
of the family (Nh (t))t∈R of its normal lines. This evolute D (Sh) is thus the curve
of L2 parametrized by

ch : R→ L2, t 7−→ ch (t) ,

where ch (t) is the unique solution of the system{
〈x, v′ (t)〉L := h′ (t)
〈x, v (t)〉L := h′′ (t) ,

that is, ch (t) = h′ (t) v′ (t)− h′′ (t) v (t).

Evolute of Sh as the locus of its centers of curvature

The evolute D (Sh) of the spacelike hedgehog Sh of L2 can also be defined
as the locus of all its centers of curvature. First recall that

x′h (t) = Rh (t) v′ (t) ,

for all t ∈ H1 ' R. Since Sh := xh
(
H1
)
is an envelope parametrized by its

coorienting unit normal vector field, the center of curvature of Sh at xh (t) is
defined to be

ch (t) := xh (t)−Rh (t) v (t) ,

that is

ch (t) = h′ (t) v′ (t)− h′′ (t) v (t) ,

for all t ∈ H1 ' R. Of course, if xh is regular at t then

ch (t) = xh (t)− 1

κ (t)
N (t) ,
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but the « center of curvature » ch (t) is well defined even if x′h (t) = 0.

Timelike hedgehogs of L2 and their evolutes

Definitions. We can also define timelike hedgehogs of L2. The timelike
hedgehog with support function h ∈ C1 (R;R) is defined to be the envelope Th
of the family (L′h (t))t∈R of cooriented timelike lines with equation

〈x, v′ (t)〉L := h (t) , (7.2.12)

v′ (t) = (cosh t, sinh t) being the unit coorienting normal vector of L′h (t). Partial
differentiation of (7.2.12) with respect to t yields

〈x, v (t)〉L := h′ (t) . (7.2.13)

From (7.2.12) and (7.2.13), the parametrization of the timelike hedgehog Th is

yh : R→ L2, t 7→ h (t) v′ (t)− h′ (t) v (t) .

Note that for every t ∈ R, we have

y′h (t) = −Rh (t) v (t) ,

where Rh := h′′ − h.
The evolute D (Th) of a timelike hedgehog Th of L2 is defined to be the

envelope of the family of its normal lines (i.e., the envelope of the family of lines
with equation 〈x, v (t)〉L := h′ (t)) or, equivalently, the locus of its centers of
curvature

dh (t) := yh (t)− (−Rh (t) v′ (t)) = h′′ (t) v′ (t)− h′ (t) v (t) ,

(t ∈ R).

Relationship between Sh = xh (R) and Th = yh (R)

Let Σ be the anti-isometric involutive operator of L2 that is given by Σ (x) =
−σ (x) for all x ∈ L2. Note that Σ ◦ v = −v′ and Σ ◦ v′ = −v.

Proposition 7.2.2. For any h ∈ C1 (R;R), the spacelike hedgehog Sh and the
timelike hedgehog Th are related by

Th = Σ (Sh) and Sh = Σ (Th) .

Proof. Indeed, their respective parametrizations xh := h′v′ − hv and yh :=
hv′ − h′v are such that yh = Σ ◦ xh and xh = Σ ◦ yh. �
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Second evolute

Proposition 7.2.3. For any h ∈ C2 (R;R), the evolute of the spacelike hedge-
hog Sh (resp. of the timelike hedgehog Th) can be given by

D (Sh) = Σ (Sh′) (resp. D (Th) = Σ (Th′))

and hence by

D (Sh) = Th′ (resp. D (Th) = Sh′)

from the previous proposition.

Proof. Indeed, ch := h′v′ − h′′v (resp. dh := h′′v′ − h′v) satisfies Σ ◦ ch =
−h′v + h′′v′ = xh′ (resp. Σ ◦ dh = −h′′v + h′v′ = yh′) and hence ch = Σ ◦ xh′
(resp. dh = Σ ◦ yh′). �

See Figure 7.2.2 for an illustration.

Figure 7.2.2. Sh and its evolute Th′ if h (t) := cosh(2t)

A straightforward consequence is the following.
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Corollary 7.2.1. For any h ∈ C3 (R;R), the second evolute of the spacelike
hedgehog Sh (resp. of the timelike hedgehog Th) is simply the spacelike (resp.
timelike hedgehog) with support function h′′:

D2 (Sh) := D (D (Sh)) = Sh′′
(
resp. D2 (Th) = D (D (Th)) = Th′′

)
.

7.2.4 Duality

Let c : I ⊂ R → L2 be a spacelike or timelike curve of L2 and let pc : I → L2

be its pedal curve: for any t ∈ I, pc (t) is the foot of the perpendicular from
the origin to the tangent line to c at c (t). Note that, replacing tangent lines
by support lines, we can define the pedal curve of a spacelike (resp. timelike)
hedgehog even if xh (resp. yh) is not regular. Assume that ‖c (t)‖L . ‖pc (t)‖L 6=
0 for all t ∈ I. Define the star curve of c to be the curve c∗ : I ⊂ R→ L2 given
by c∗ := i ◦ pC , where

i (x) := ε (x)
x

‖x‖2L
for all x ∈ L2 such that ‖x‖L 6= 0,

(recall that ε (x) := sgn (〈x, x〉L)). If c : I → L2 is the restriction of a space-
like hedgehog xh (resp. a timelike hedgehog yh) to some open interval I,
then pc = −hv (resp. pc = hv′) and, assuming that h. ‖xh‖L 6= 0 (resp.
h. ‖yh‖L 6= 0), we can define its star curve in the same way.

Proposition 7.2.4. Let I be an open interval of R. If c : I → L2 is the
restriction to I of a spacelike hedgehog xh (resp. a timelike hedgehog yh) such
that h. ‖xh‖L 6= 0 (resp. h. ‖yh‖L 6= 0) on I, then (c∗)

∗
= c.

Proof. If c = xh (resp. c = yh), then pc = −hv (resp. pc = hv′). Thus,

x∗h =
v

h

(
resp. y∗h =

v′

h

)
.

Differentiation gives

(x∗h)
′

=
yh
h2

(
resp. (y∗h)

′
= −xh

h2

)
.

Now

x∗h =
h′yh − hxh

h
(
h2 − (h′)

2
)

resp. y∗h =
hyh − h′xh

h
(
h2 − (h′)

2
)
 .

Therefore

px∗h =
xh

(h′)
2 − h2

(
resp. py∗h =

yh

h2 − (h′)
2

)
,
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and hence

(x∗h)
∗

= xh
(
resp. (y∗h)

∗
= yh

)
.

�

Definition. For any h ∈ C1 (R;R) such that h. ‖xh‖L 6= 0 (resp. h. ‖yh‖L 6= 0),
we will say that S∗h := x∗h (R) (resp. T ∗h := y∗h (R)) is the dual curve of the
spacelike (resp. timelike) hedgehog Sh (resp. Th).

7.2.5 Convolution

Differences of convex bodies of the Euclidean plane R2 do not only constitute a
real vector space

(
H2,+, .

)
, but also a commutative and associative R-algebra.

Indeed, as noticed by H. Görtler [Go1, Go2], we can define the convolution
product of two hedgehogs Hf and Hg of R2 as the hedgehog whose support
function is given by

(f ∗ g) (θ) =
1

2π

∫ 2π

0

f (θ − α) g (α) dα,

for all θ ∈ S1 = R/2πZ and we can check at once that
(
H2,+, ., ∗

)
is then a

commutative and associative algebra. The point of interest is, of course, that
the convolution product of two Euclidean hedgehogs inherits many properties
of the factors. In particular, H. Görtler noticed that the convolution product of
two plane convex bodies is still a plane convex body. The purpose of the present
section is to give a similar result for Fuchsian hedgehogs.

Let h ∈ C2
(
H1;R

)
. Recall that, for all t ∈ H1 ' R, we have:

x′h (t) = Rh (t) v′ (t) ,

where Rh := h′′ − h. Therefore, the spacelike hedgehog Sh = xh
(
H1
)
is a reg-

ular curve if, and only if, its curvature function Rh is everywhere nonzero. In
that case, Sh will be said to be convex.

Definition. Let h ∈ C2
(
H1;R

)
. The spacelike hedgehog Sh is said to be convex

if its curvature function Rh := h′′ − h is everywhere nonzero on H1. It is said
to be future convex (resp. past convex) if its curvature function is everywhere
positive (resp. negative) on H1.

Definition. Let h ∈ C2
(
H1/Γ;R

)
. The Γ-hedgehog Γh is said to be a Γ-

hedgehog of class C2
+ of F =

{
x = (x1, x2) ∈ L2 |〈x, x〉L < 0 and x2 > 0

}
if

h < 0 and Rh > 0.
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Remark. A Γ-hedgehog of class C2
+ of F can indifferently be regarded as a

convex curve of F or as a convex closed curve of F/Γ.

Definition. Let Γf and Γg be Γ-hedgehogs whose respective support functions
f and g are in C1

(
H1/Γ;R

)
. The convolution of Γf and Γg is the Γ-hedgehog

Γf∗g whose support function is defined by

(f ∗ g) (t) = −
∫ T

0

f (t− s) g (s) ds for all t ∈ [0, T ] .

The operation of convolution of Γ-hedgehogs is of course commutative, asso-
ciative and distributive over addition. Here is an analogous result of Görtler’s
theorem.

Proposition 7.2.5. Let Γf and Γg be Γ-hedgehogs whose respective support
functions f and g are in C2

(
H1/Γ;R

)
. If Γg is a Γ-hedgehog of class C2

+ of
F and if f is negative, then Γf∗g is a Γ-hedgehog of class C2

+ of F .

Proof. If f < 0, g < 0 and Rg > 0, then (f ∗ g) < 0 and Rf∗g > 0. Indeed, the
first inequality is trivial and a simple computation shows that

Rf∗g (t) = (f ∗ g)
′′

(t)− (f ∗ g) (t) = (f ∗ g′′) (t)− (f ∗ g) (t)

= (f ∗ (g′′ − g)) (t) = (f ∗Rg) (t) = −
∫ T

0
f (t− s)Rg (s) ds

is positive for all t ∈ [0, T ] since f < 0 and Rg > 0. �

In particular:

Corollary 7.2.2. If Γf and Γg are Γ-hedgehogs of class C2
+ of F , then Γf∗g

is also a Γ-hedgehog of class C2
+ of F .

7.2.6 Isometric excess and area of the evolute

The following theorem is analogous to Proposition 3.2.4 for Fuchsian hedgehogs.

Theorem 7.2.2. Let T ∈ ]0, 2π]. For any T -periodic function h : R → R of
class C3 , we have:

0 ≤ 2Ta(h)− l(h)2 ≤ 2Ta (h′) ,

where l (h) and a (h) are respectively the signed length and area of Γh, and a(h′)
the signed area of its evolute.

Proof. The first inequality is simply the isoperimetric inequality (7.2.10). Let
us prove the second one. First note that:

a (h)− a (h′) =
1

2

(∫ T

0

h2dt−
∫ T

0

(h′′)
2
dt

)
.
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Let an (f) and bn (f) denote the Fourier coeffi cients of a T -periodic differentiable
function f : R→ R:

a0 (f) :=
1

T

∫ T

0

f (t) dt,

an (f) :=
2

T

∫ T

0

f (t) cosnωt dt

and bn (f) :=
2

T

∫ T

0

f (t) sinnωt dt

where ω := 2π/T and n ∈ N∗. Recall that an (h′′) = − (nω)
2
an (h) and

bn (h′′) = − (nω)
2
bn (h) for all n ∈ N∗. By applying the Parseval equality,

we thus obtain

1

2

∫ T

0

(
h2 − (h′′)

2
)

(t) dt =
T

2
a0 (h)

2
+
T

4

+∞∑
n=1

(
1− (nω)

4
)(

an (h)
2

+ bn (h)
2
)
.

Since the sum in the right-hand side is obviously nonpositive, we deduce that

1

2

∫ T

0

(
h2 − (h′′)

2
)

(t) dt ≤ T

2
a0 (h)

2
=
l (h)

2

2T
.

Therefore

a (h)− l (h)
2

2T
≤ a (h′) ,

which achieves the proof. �

Remarks. 1. For T ∈ ]0, 2π[, the equality 2Ta(h)− l(h)2 = 2Ta (h′) holds if,
and only if, h is constant.

2. For T = 2π, the equality 2Ta(h)−l(h)2 = 2Ta (h′) may hold for nonconstant
h ∈ C3

(
H1/Γ;R

)
. Consider for instance h (t) := cos t.

3. The assumption T ∈ ]0, 2π] is necessary even if we restrict to Γ-hedgehogs
that are Γ-hedgehogs of class C2

+ of F . Consider for instance h (t) := −2 +
cos
(

2π
7 t
)
, which is such that h < 0 and Rh > 0.

7.2.7 Reversed Bonnesen inequality

Let K be a convex body with non-empty interior in R2. In the 1920s, T. Bon-
nesen gave various sharpenings of the classical isoperimetric inequality

A ≤ L2

4π
,
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where L and A denote respectively the perimeter and the area of K. In partic-
ular, he proved the inequality

L2 − 4πA ≥ π2 (R− r)2 , (7.2.14)

where r and R are respectively the inradius and the circumradius of K (i.e.,
the radii of the largest inscribed and the smallest circumscribed circles of the
boundary of K, respectively). He further proved that the equality holds in
(7.2.14) if and only if R = r, i.e., if K is a disc. The proof by Bonnesen is
reproduced in [Eg, pp. 108-110]. For a survey of Bonnesen-type inequalities
in Euclidean spaces, we refer the reader to [Os1]. Let us prove the following
reversed Bonnesen inequality for Fuchsian hedgehogs.

Theorem 7.2.3. For any T -periodic function h : R→ R of class C2 , we have:

1

2T
(R− r)2 ≤ a (h)− l (h)

2

2T
,

where l (h) and a (h) are respectively the signed length and area of Γh and where
r := min

0≤t≤T
(−h (t)) and R := max

0≤t≤T
(−h (t)). Furthermore, the equality holds if,

and only, if R = r.

Proof. Since −h : R→ R is continuous, there exists (t0, t1) ∈ [0, T ]
2 such that

r = −h (t0) and R = −h (t1). Thus we have

(R− r)2
= (h (t1)− h (t0))

2
=

(∫ t1

t0

h′ (t) dt

)2

.

By the Cauchy-Schwarz inequality, we deduce that

(R− r)2 ≤ |t1 − t0| .
∫ max(t0,t1)

min(t0,t1)

h′ (t)
2
dt ≤ T

∫ T

0

h′ (t)
2
dt.

Now ∫ T

0

h′ (t)
2
dt = 2a (h)−

∫ T

0

h (t)
2
dt,

and again by the Cauchy-Schwarz inequality

l (h)
2

=

(∫ T

0

h (t) dt

)2

≤ T
∫ T

0

h (t)
2
dt.

Therefore

(R− r)2 ≤ 2Ta (h)− l (h)
2 ,

which achieves the proof of the reversed Bonnesen inequality.
Finally, considering equality cases at each step of the reasoning, we immedi-

ately see that the equality holds if, and only if, h is constant, which completes
the proof. �
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7.3 C2-hedgehogs in real affi ne or projective space

7.3.1 The two dimensional case

Let us begin with the two dimensional case. The following remark reveals the
projective nature of the notion of a hedgehog.

Remark 7.3.1. Consider any C2-hedgehog curve, say C, in the Euclidean plane
R2, and any line, say L, that does not meet C in R2. We know by Theorem 2.8.1
that there are exactly two cooriented support lines of C through any point of
L. Therefore, if we send the line L to infinity, the curve C remains a hedgehog
curve since it still has exactly two cooriented support lines that are parallel to
any given line direction (see Figure 7.3.1).

Figure 7.3.1. Sending L to infinity does not affect the hedgehog nature of C

Figure 7.3.2. A cooriented line of R2

In fact, like convexity, the notion of a hedgehog is affi ne (i.e. invariant under
any affi ne transformation: see Figure 7.3.3). We can indeed introduce the notion
of a hedgehog of R2 regarded as an affi ne space over itself (without any metric
structure) as follows. First, we define the notion of a cooriented line of R2: a
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cooriented line of the affi ne plane R2 is a straight line of R2 together with a
transverse orientation given by a crossing transverse direction indicated by an
arrow (or by the half-plane where the arrow is pointing to): see Figure 7.3.2.
The orientation of a line (that is, of a contact element) of R2 is thus the choice
of one of the two half-planes into which it divides the (tangent) plane.
Fixing an orientation of R2, we may identify the set, say S, of cooriented

lines through the origin of R2 with the set of oriented lines through the origin of
R2, in order that, for each line, (a coorienting vector, an orienting vector) gives
the positive orientation of R2. Then S is naturally equipped with the structure
of a compact smooth 1-manifold, which is diffeomorphic to S1. So, we can state
the following.

Definition 7.3.1. If H in R2, regarded as an affi ne space over itself, is the en-
velope of a C∞-smooth family of cooriented lines (Ll)l∈S , where Ll is an affi ne
line that is parallel to l and whose coorientation corresponds to that of l, then
we will say that H is a C∞-hedgehog of the affi ne plane R2.

Another way of presenting C∞-hedgehogs of the affi ne plane R2 is of course
by making use of contact geometry. Consider R2 as an affi ne space over itself.
Fix an orientation of the vector space R2 by choosing a basis B = (e1, e2) of R2,
and let (x1, x2) denote the coordinates of a point x in B. For all θ ∈ S1 = R/2πZ,
identify the cooriented line that is spanned and oriented by the vector u′ (θ) =
− (sin θ) e1 + (cos θ) e2 with the coorienting vector u (θ) = (cos θ) e1 + (sin θ) e2

of the line Ru′ (θ). Then, the set S of all of cooriented lines through the origin
of R2 is identified with

{
u (θ) = (cos θ) e1 + (sin θ) e2

∣∣θ ∈ S1 = R/2πZ
}
. Now

equip R2 × S with the contact form ω = u1dx1 + u2dx2, where (u1, u2) are the
coordinates of u ∈ S ⊂ R2. Consider a C∞-immersion of the form

i : S1 → R2 × S, θ 7→ (x (θ) , u (θ)) .

This immersion is Legendrian if, and only if, we have x′1 (θ) cos θ+x′2 (θ) sin θ =
0 for all θ ∈ S1. Let h (θ) = x1 (θ) cos θ + x2 (θ) sin θ for all θ ∈ S1. If
i : S1 → R2 × S is Legendrian, then h′ (θ) = −x1 (θ) sin θ + x2 (θ) cos θ, and
from {

h (θ) = x1 (θ) cos θ + x2 (θ) sin θ
h′ (θ) = −x1 (θ) sin θ + x2 (θ) cos θ

we deduce that

x (θ) = x1 (θ) e1 + x2 (θ) e2

= (h (θ) cos θ − h′ (θ) sin θ) e1 + (h (θ) sin θ + h′ (θ) cos θ) e2

= h (θ)u (θ) + h′ (θ)u′ (θ)

Thus, for any Legendrian immersion of the form i : S1 → R2 × S, θ 7→
(x (θ) , u (θ)), there exists h ∈ C∞

(
S1;R

)
, such that x : S1 → R2 is given by

x (θ) = xh (θ), where xh (θ) = h (θ)u (θ)+h′ (θ)u′ (θ) for all θ. Then we will say
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that the Legendrian front xh : S1 → R2 parametrizes an affi ne C∞-hedgehog
Hh = xh

(
S1
)
of R2. For all integer k ≥ 2, we may of course define affi ne

Ck-hedgehogs of R2 in the same way.
Note however that given such an affi ne hedgehog Hh of R2, we can endow

R2 with a scalar product 〈., .〉 so that Hh be a Euclidean hedgehog of
(
R2, 〈., .〉

)
.

Figure 7.3.3. The hedgehog Hh with h (θ) = cos (2θ), and its image under
the affi ne transformation f : R2 → R2, (x, y) 7→

(
7− 2x− y

2 ,−x− 2y
)
.

The curve shown on the right side of Figure 7.3.3 is an example of a hedgehog
of the affi ne plane R2. Extending the Euclidean or affi ne plane R2 by adding
points at infinity (which may be regarded as corresponding to families of parallel
lines, and which together make up a line at infinity), we can consider such a
curve H in the real projective plane P2. Now we know from the previous remark
that for any straight line L not meeting H, the curve H can still be viewed as a
hedgehog of the affi ne plane R2 regarded as the complement of L in P2. We will
therefore define the notion of a hedgehog of the projective plane P2 as follows.

Definition 7.3.2. If H in the real projective plane P2, is such that, for any
projective line L that does not meet H, H is a hedgehog of the real affi ne plane
deduced from P2 by removing the line L, then we will say that H is a hedgehog
of P2.

Remarks. 1. It is worth noting that, by Remark 7.3.1, H in P2 is a hedgehog
of P2 provided there exists some line L of P2 that does not meet H, and such
that H is an affi ne hedgehog of P2�L.
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2. The above definition is coherent with the one gave in Subsect. 2.7 for a
convex body of P = P

(
Rn+2

)
.

Note that if L is a projective line that does not meet H, then any projective
line distinct from L, say L′, can be cooriented by the choice of a component
of the complement of L ∪ L′ in P2. Now, if we consider P2 as the extension of
the Euclidean plane R2 obtained by adding points at infinity which correspond
to families of parallel lines, then we can see P2 as a closed hemisphere of S2

of which antipodal points of the boundary great circle are identified to form
the projective line L = P1. In that case, any projective line L′, distinct from
L, can be cooriented by the choice of one of the two open lunes that are the
components of the complement of L ∪ L′ in P2.

7.3.2 C2-hedgehogs in real affi ne or projective space

The above remarks and definitions can be extended to higher dimensions. As
in the plane, the following remark reveals the projective nature of the notion
of a hedgehog. Given any C2-hedgehog H = Hh in the Euclidean space Rn+1,
and any hyperplane H that does not meet H in Rn+1, there are exactly two
cooriented support hyperplanes of H through any (n− 1)-plane P of H. To see
this, it suffi ces to apply Theorem 2.8.1 to the plane hedgehog whose support
function is the restriction of h to Sn ∩−→P ⊥, where −→P ⊥ is the linear 2-plane that
is orthogonal to the direction

−→
P of P . Therefore, if we send the hyperplane H

to infinity, the hypersurface H remains a hedgehog since it still has exactly two
cooriented hyperplanes that are parallel to any given hyperplane direction.
Of course, we can still introduce the notion of a hedgehog of Rn+1 regarded

as an affi ne space over itself (without any metric structure). We still define a
cooriented hyperplane of the affi ne space Rn+1 as an affi ne hyperplane of Rn+1

together with a transverse orientation given by a crossing transverse direction
indicated by an arrow (or by the half-space where the arrow is pointing to).

7.4 From h-convexity to h-hedgehogs in Hn+1

7.4.1 Introduction and definitions

We will make use of the Poincaré ball model of Hn+1, which is the open unit
ball Bn+1 in Rn+1 equipped with the Poincaré metric given by:

ds2 =
4(

1− ‖x‖2
)2

n+1∑
i=1

dx2
i ,

where x = (x1, ..., xn+1), and ‖x‖2 =
∑n+1
i=1 x

2
i . A horoball of Hn+1 is the limit

of a sequence of increasing balls sharing a tangent hyperplane in a given point, as
the corresponding sequence of their radii go towards the infinity. A horosphere
is the boundary of a horoball. As already mentioned in the introduction, the best
analogue to Euclidean hyperplanes in Hn+1 are not actually the totally geodesic
hyperplanes of Hn+1: indeed, horospheres can also be regarded as ‘hyperplanes’,
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and they are in some sense closer to Euclidean hyperplanes, even though they
are not totally geodesic hypersurfaces. In the Poincaré model, horospheres
are represented by Euclidean spheres internally tangent to ∂∞Hn+1 (the ideal
boundary sphere at infinity of Hn+1, also denoted by Sn∞

)
, minus the point of

tangency. A horosphere can be regarded as a sphere of infinite radius whose
center at infinity is none other than the ideal point where the corresponding
Euclidean sphere is tangent to the sphere at infinity: it can also be regarded as
a hypersurface of Hn+1 whose normal geodesics all converge asymptotically to
the same ideal point. Note that if such a ‘limit sphere’is a horosphere in Hn+1,
it would be a hyperplane in the Euclidean space Rn+1. It is also important to
recall that the intrinsic geometry of horospheres of Hn+1 is Euclidean, whereas
totally geodesic hyperplanes of Hn+1 are isometric to Hn. In our definition
of h-hedgehogs, horospheres will play in Hn+1 the role assigned to cooriented
hyperplanes in Rn+1, and the corresponding ideal points the one of the unit
normal vectors (unless explicitly stated otherwise).
Before going any further, we must also recall that there are likewise two

natural notions of convexity in hyperbolic space: geodesical convexity and
horospherical convexity, which is stronger. A body K of Hn+1 is said to be
g-convex (geodesically convex), or convex, if for every pair of points in K, the
geodesic segment joining them is completely contained in K. Given any pair
of points in Hn+1, there is a whole family of horocycle segments joining them.
Here, a horocycle segment is a segment of a (Euclidean) circle internally tangent
to Sn∞. A body K of Hn+1 is said to be h-convex (horospherically convex) if for
every pair of points in K, every horocycle segment joining them is completely
contained in K. Equivalently, a body K is said to be h-convex (horospherically
convex) if every point p of its boundary ∂K has a support horoball , that is, a
horoball B such that K ⊂ B and p belongs to the horosphere that bounds B.
If ∂K is a smooth hypersurface, this implies that all its principal curvatures are
greater than or equal to 1. Of course, any h-convex body in Hn+1 is a also a
g-convex body, but the converse is not true: for instance, g-convex polygons of
H2

are not h-convex bodies.
In Euclidean space Rn+1, convex bodies can be regarded as intersections of

their support halfspaces, and the support function of a given convex body K is
determined by the signed distance from the origin to its support hyperplanes
(cooriented towards the exterior). Similarly, h-convex bodies can be regarded
as intersections of their support horoballs, and the support function of a given
h-convex body K is determined by the signed distance from a fixed origin to the
horospheres (cooriented towards the corresponding ideal points) that bounds its
support horoballs.
In [MR2], D. Rochera and the author introduced h-hedgehogs as envelopes

of smooth families of horospheres in such a way that regular h-hedgehogs of
Hn+1 be h-convex hypersurfaces (that is, boundaries of h-convex bodies). Our
aim was essentially to define h-hedgehogs of H2 in order to study those that are
of constant width. But a large part of our introduction of h-hedgehogs extends
naturally to higher dimensions.
In a preprint and two papers dating back to the 1980s [Ep1, Ep2, Ep3], C. L.
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Epstein introduced a hyperbolic analogue for the Gauss map, and he associated
to any C∞-smooth function ρ on Sn∞ ≡ Sn, the envelope (which can be regarded
in some sense as ‘parametrized by its hyperbolic Gauss map’) Σρ of the smooth
family of horospheres (H (u; ρ (u)))u∈Sn∞ , where H (u; ρ (u)) is the horosphere
with center (ideal point) u such that ρ (u) is the signed hyperbolic distance
from 0 in Bn+1 to H (u; ρ (u)) (cooriented by u, so that ρ (u) < 0 if 0 lies in
the ‘interior’to the horosphere, and nonnegative otherwise). In [Ep1], Epstein
proved the hypersurface Σρ determined by the smooth function ρ admits the
following parametrization

xρ : Sn = Sn∞ → Σρ ⊂ Bn+1

u 7→

(
‖∇ρ (u)‖2 − 1 + e2ρ(u)

)
u+ 2∇ρ (u)

‖∇ρ (u)‖2 +
(
eρ(u) + 1

)2
,
where ∇ρ (u) is the gradient of ρ at u on Sn with respect the round metric, and
‖∇ρ (u)‖2 is its scalar square.
For a smoothly immersed, oriented hypersurface Σ in the Poincaré ball model

of Hn+1, Epstein introduced two hyperbolic Gauss maps as follows: for each
p ∈ Σ, there exists an ordered pair (G− (p) , G+ (p)) of distinct points of Sn∞
such that the geodesic line starting from G− (p) towards G+ (p) is the oriented
normal line to Σ at p; the maps G− and G+ from Σ to S2

∞ are respectively called
the negative and positive hyperbolic Gauss maps of Σ. Recall that in the
Poincaré ball model of Hn+1: (i) the geodesic lines are all arcs of Euclidean
circles in Bn+1 that are orthogonal to Sn∞, plus all diameters of the ball; (ii)
every pair of points of Sn∞ uniquely determines a geodesic line and vice versa.
Note that for ε ∈ {−,+} there is a uniquely determined horosphere centered at
Gε (p) ∈ S2

∞ that is tangent to Σ, and that a reversal of the orientation of Σ
changes each of the hyperbolic Gauss maps into the other.
If an envelope Σρ = xρ (Sn) determined by a smooth function ρ : Sn → R

fails to be a smooth hypersurface, then for any u ∈ Sn we will say that the
geodesic line oriented towards u that is orthogonal to H (u; ρ (u)) at Xρ (u) is
the oriented normal line to Σρ at xρ (u). This allows us to define the negative
and positive hyperbolic Gauss maps, G− and G+, of such an envelope Σρ. We
will distinguish between pair of oriented normal lines of Σρ = xρ (Sn) that does
not meet in Bn+1, and pair of distinct oriented normal lines that are coming from
a same ideal point v ∈ Sn∞. The first ones will be said pair of nonintersecting
normal lines and the second ones will be said to be parallel. Even if an
envelope Σρ = xρ (Sn) is a smooth convex hypersurface, it may have parallel
normal lines if it fails to be a h-convex hypersurface (see Figure 7.4.1). In order
to qualify an envelope Σρ = xρ (Sn) as a h-hedgehog, we naturally want that it
has no pair of distinct oriented normal lines that are parallel. In fact, we will
require that the map sending every u = G+ (xρ (u)) to the other ideal endpoint
v (u) of the oriented normal line to Σρ at xρ (u) be a C∞-diffeomorphism v =
G− ◦G−1

+ : Sn∞ → Sn∞, which is a stronger condition.
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Figure 7.4.1. Smooth Σρ with parallel oriented normal lines

Definition 7.4.1. Let h ∈ C∞ (Sn;R), and let Σh be the hypersurface of
the Poincaré ball model of Hn+1 that is the envelope of the smooth family of
horospheres (H (u;h (u)))u∈Sn∞ , where H (u;h (u)) is the horosphere with center
(ideal point) u such that h (u) is the signed hyperbolic distance from 0 in Bn+1

to H (u;h (u)) (cooriented by u, so that h (u) < 0 if 0 lies in the ‘interior’to the
horosphere, and nonnegative otherwise). We will say that Σh = xh (Sn) is the
h-hedgehog Hh of Hn+1 with support function h if the map sending every
u = G+ (xρ (u)) to the other ideal endpoint v (u) of the oriented normal line to
Hh at xh (u) is a C∞-diffeomorphism v : Sn∞ → Sn∞.

Note that a reversal of the orientation of normal lines of a h-hedgehog Hh
amounts to changeHh into another h-hedgehogHh̃ such that xh̃ (Sn∞) = xh (Sn∞)
since the initial family of horospheres (H (u, h (u)))u∈Sn∞ is then replaced by the
family of horospheres(

H
(
v; h̃ (v)

))
v∈Sn∞

= (H (xh (u) ; v(u)))u∈Sn∞
,

where H (xh (u) ; v(u)) is the horosphere with center (ideal point)

v := v (u) =

(
‖∇h (u)‖2 − 1

)
u+ 2∇h (u)

‖∇h (u)‖2 + 1
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passing through xh (u) (see [Ep3, Proposition 3.2]). Here, v : Sn∞ → Sn∞ is the
diffeomorphism sending any u ∈ Sn∞ to the other ideal endpoint of the oriented
normal line to Hh at xh (u). If Hh is a Euclidean hedgehog of Rn+1, then for
all u ∈ Sn, xh (u) lies at the intersection of the support hyperplane Hh (u) ,
with equation 〈x, u〉 = h (u) , with the normal line N∇h (u) := {∇h (u)} + Ru.
Similarly, If Hh is a h-hedgehog of Hn+1, then for all u ∈ Sn∞, xh (u) lies at
the intersection of the support horosphere H (u;h (u)) with the geodesic normal
line N (∇h (u)) joining u and v = v (u) (see Figure 7.4.2).

Figure 7.4.2. Determination of Hh by h

It is an easy exercise to deduce from above formulas that the support function
h̃ is in fact determined by

h̃ (v) = ln
(

1 + ‖∇h (u)‖2
)
− h(u), where v = v (u) ,

and that we have

∇h̃ (v) =
2 ‖∇h (u)‖2 u+

(
1− ‖∇h (u)‖2

)
∇h (u)(

1 + ‖∇h (u)‖2
) and thus

∥∥∥∇h̃ (v)
∥∥∥ = ‖∇h (u)‖ .
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From the expression of v : Sn∞ → Sn∞, we can deduce, in passing, that ∇h (u)
can also be expressed as follows

∇h (u) =
v (u)− 〈u, v (u)〉u

1− 〈u, v (u)〉 ,

where u and v (u) are considered as being in Rn+1, and 〈., .〉 is the standard
Euclidean inner product on Rn+1.

7.4.2 On the h-width of h-hedgehogs in Hn+1

Given a g-convex or h-convex body K in Hn+1, there have been many different
attempts to define the width function of K, among which the Santaló width
function [San], the Fillmore width function [Fil], and the Leichtweiss width
function [Lei] (the first two width functions were introduced by their authors
only in H2, but they have a natural extension to higher dimensions). There are
two more recent attempts in H2 [JJ, Hor]. In the last one, the reader can find
a comparison of these different widths in the hyperbolic plane.

The notion of h-width of a h-hedgehog in Hn+1, which we are going to
introduce below by inspiring us of our approach to define the width function
of a Euclidean hedgehog, is closely related to the the Santaló width function
(excepted that our hypersurfaces are hedgehogs, and that they came with their
hyperbolic Gauss map).

In the Euclidean space Rn+1, we saw that a reversal of the orientation of
normal lines of a hedgehog Hh amounts to change Hh into the hedgehog Hh̃,
where h̃ (u) = −h (u) for all u ∈ Sn, and that xh̃ (Sn∞) = xh (Sn∞). We defined
for all u ∈ Sn, the signed width in direction u of such a Euclidean hedgehog Hh
in Rn+1 to be the signed distance wh (u) = h (u)+h (−u) =

(
h− h̃

)
(u) between

the two cooriented support hyperplanes orthogonal to u (see Section 4). In the
hyperbolic space Hn+1, we will define the signed h-width of a h-hedgehog Hh
in direction u ∈ Sn = Sn∞ in the same way. The h-width of Hh in direction u
is defined to be the signed hyperbolic distance wh (u) between the two parallel
horospheres Hh (u) := H (u;h (u)) (whose normal lines are oriented towards
u) and Hh̃ (u) := H

(
xh̃ (u) ;u

)
(the horosphere with center u passing through

xh̃ (u) whose normal lines are coming from u), that is, wh (u) =
(
h− h̃

)
(u)

since the geodesic line passing through 0 and going towards u is orthogonal to
both horospheres (see Figure 7.4.3). Therefore, a h-hedgehog Hh is of constant
h-width 2r, (r ∈ R) if, and only if, it satisfies

h (u)− h̃ (u) = 2r for all u ∈ Sn∞,

or equivalently

h (v (u)) + h (u)− ln
(

1 + ‖∇h (u)‖2
)

= 2r for all u ∈ Sn∞.
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Figure 7.4.3. The h-width of a regular h-hedgehog.

It is worth to note following C. L. Epstein that the parallel hypersurface at
hyperbolic distance r from a h-hedgehog Hh is none other that the h-hedgehog
Hh+r, (r ∈ R). Moreover, for all u ∈ Sn∞, r 7→ xh+r (u) is the unit speed para-
metrization of a hyperbolic geodesic normal to the family of parallel horospheres
(H (u; (h+ r) (u)))r∈R.
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8 Marginally trapped hedgehogs

Unless explicitly states otherwise, the results of this section are essentially taken
from [M19]. In this section, we will try to argue and to show through funda-
mental examples that (a very huge class of) marginally trapped surfaces arise
naturally from a ‘lightlike co-contact structure’, exactly in the same way as
Legendrian fronts arise from a contact one (by projection of a Legendrian sub-
manifold to the base of a Legendrian fibration), and that there is an adjunction
relationship between both notions. We especially focus on marginally trapped
hedgehogs and study their relationships with Laguerre geometry and Brunn-
Minkowski theory.

8.1 Introduction and statement of main results

Trapped surfaces were introduced in general relativity by R. Penrose [Pe] to
study singularities of spacetimes. They appeared in a natural way earlier in
the work of Blaschke, in the context of conformal and Laguerre geometry [Bl2].
These surfaces play an extremely important role in general relativity where
they are of central importance in the study of black holes, those regions of
spacetime where everything is trapped, and nothing can escape, even light. A
closed embedded spacelike 2-surface of a 4-dimensional spacetime is said to be
trapped if its mean curvature vector is everywhere timelike. The limiting case
of marginally trapped surfaces (i.e., surfaces whose mean curvature vector
is everywhere lightlike) plays the role of apparent horizons of black holes. Math-
ematically, marginally trapped surfaces are regarded as spacetime analogues of
minimal surfaces in Riemannian geometry. Even though they received consider-
able attention both from mathematicians and physicists, these surfaces are still
not very well understood. For a recent survey on marginally trapped surfaces,
see the book by B.Y. Chen [Ch].
What we will try to argue in this section, and to show through fundamental

examples, is that:
(A very huge class of) marginally trapped surfaces arise naturally from a

‘lightlike co-contact structure’, exactly in the same way as Legendrian fronts
arise from a contact one (by projection of a Legendrian submanifold to the base
of a Legendrian fibration), and there is an adjunction relationship between both
notions.
In addition, a huge class of marginally trapped surfaces correspond by ad-

junction to hedgehogs (envelopes parametrized by their Gauss map) and can
thus benefit directly from contributions of hedgehog theory, which can be seen
as an extension of the Brunn-Minkowski one. This correspondence is naturally
promising in terms of new geometric inequalities, and we know how important
geometric inequalities are in gravitation. We will give examples of geometric
inequalities involving hedgehogs and marginally trapped surfaces in Subsubsect.
8.1.2.
In order to explain precisely what we mean here by a ‘lightlike co-contact

structure’, let us begin by the presentation of a fundamental example in the
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4-dimensional Lorentz-Minkowski space L4. This example will be detailed in
Subsubsect. 8.1.3.

8.1.1 Marginally trapped hedgehogs or co-hedgehogs in L4

Characterization and definitions in L4

For simplicity, we will restrict our presentation to surfaces in L4 but our re-
sults extend, without much change, to higher dimensions. To any h ∈ C∞

(
S2;R

)
corresponds the envelope Hh of the family (Ph (u))u∈S2 of cooriented planes of
R3 with equation (E) 〈x, u〉 = h (u), where 〈., .〉 is the standard scalar product
on R3. We say that Hh is the hedgehog with support function h. From (E) and
the contact condition 〈dx, u〉 = 0, we deduce{

〈x, u〉 = h (u)

〈x, du〉 = dhu,

for all u ∈ S2. Thus, it appears that Hh can be parametrized by xh : S2 → R3,
u 7→ h(u)u + (∇h) (u), where (∇h) (u) stands for the gradient of h at u. The
parametrization xh can be interpreted as the inverse of its Gauss map (if u is a
regular point of xh, then u is normal to Hh at xh (u)). Note that (Hh+t)t∈R is a
family of parallel hedgehogs in R3: for all (u, t) ∈ S2×R, xh+t (u) = xh (u)+ tu.
Now, we claim that:

To the differential dh of h corresponds naturally a ‘marginally trapped hedgehog’
of the Lorentz Minkowski 4-space L4 =

(
R4, 〈., .〉L

)
via a ‘lightlike co-contact

condition’.

Here, the pseudo-scalar product 〈., .〉L is defined by

〈(x, t) , (x′, t′)〉L := x1x
′
1 + x2x

′
2 + x3x

′
3 − tt′,

for all (x, t) := ((x1,x2, x3) , t) and (x′, t′) :=
((
x′1,x

′
2, x
′
3

)
, t′
)
in R4 = R3 × R.

Indeed, dh determines the family (Lh+t (u))(u,t)∈S2×R of oriented null lines of L4

defined by:

∀ (u, t) ∈ S2 × R, Lh+t (u) = {lh+t (u)}+ R (u,−1) ,

where lh+t (u) := (∇h (u) , h (u) + t); and this family of null lines determines a
‘marginally trapped hedgehog’, which is unique up to translations parallel to
the time axis, via a ‘lightlike co-contact condition’:

Theorem 8.1.1 (Determination of marginally trapped hedgehogs of
L4 by 1-jet and co-contact condition). For all t ∈ R, (i) there is a unique
map x : S2 → L4 of class C∞ satisfying x (u) ∈ Lh+t (u) for all u ∈ S2 together
with the ‘lightlike co-contact condition‘

〈δ (dx) , uL〉L = 0,
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where δ is the Hodge codifferential on S2 (i.e., the formal adjoint to the exterior
differentiation d) and uL := 1√

2
(u,−1), namely

x = xlh+t : S2 → L4, u 7→ lh+t (u) + δ (∂h) (u)uL,

where ∂h (u) := dh/
√

2;

(ii) this map x : S2 → L4 is such that x∗g = 1
4 (R1 −R2)

2
gS, where gS

is the standard metric on S2, g the first fundamental form on x
(
S2
)
, x∗g the

pullback of g along x, and R1 (u) , R2 (u) the principal radii of curvature of Hh
at xh (u);

(iii) for all u ∈ S2, ∆x (u) ∈ RuL, where ∆ is the Hodge Laplacian on S2,
so that the mean curvature vector of x

(
S2
)
at x (u), say

−→
Hx (u), is parallel to

the lightlike vector −→uL whenever xh (u) is not an umbilical point of Hh, that is:

∀u ∈ S2�
{
u ∈ S2 |R1 (u) = R2 (u)

}
,
−→
Hx (u) ∈ R−→uL

Of course, the Hodge-Laplacian of a C∞−map x : S2 → L4, u 7→ (xi (u))
4
i=1

is understood to be the vector function ∆X : S2 → L4, u 7→ (∆xi (u))
4
i=1, where

∆xi is the Hodge-Laplacian of the coordinate function xi in the intrinsic metric
on S2, (1 ≤ i ≤ 4).

Definition 8.1.1. For all t ∈ R, we call Hlh+t := xlh+t
(
S2
)
the (marginally

trapped) hedgehog with support 1-jet lh+t : S2 → J1
(
S2
)
, u 7→ (∇h (u) , h (u) + t).

Note that
√

2 ∂ stands for the Hodge-Dirac operator D = d + δ on S2 and
that the datum of ∂h := dh/

√
2 is equivalent to the one of the family of 1-jets

(lh+t)t∈R, where lh+t := (∇h, h+ t). All the marginally trapped hedgehogs of

the family
(
Hlh+t

)
t∈R are equal up to translations parallel to the time axis R

−→
∂t

in L4, where
−→
∂t :=

(−→
0R3 , 1

)
, since: for all (u, t) ∈ S2×R, xlh+t (u) = xlh (u)+t

−→
∂t .

Therefore, this family can be regarded as one and only one marginally trapped
hedgehog defined up to a translation parallel to the time axis R

−→
∂t in L4. This

hedgehog will be denoted by H∂h, where ∂h := dh/
√

2. The factor 1/
√

2 is
chosen so that the hedgehog with support function ∂2h := ∂ (∂h) coincides with
the mean evolute ofHh (see Subsubsect. 8.1.2 for details and a precise definition
of the mean evolute).
These remarks make natural the following definition:

Definition 8.1.2. We call H∂h the marginally trapped hedgehog (or, the
co-hedgehog) of L4 with support differential ∂h := dh/

√
2. Anyone of the

marginally trapped hedgehogs Hlh+t , (t ∈ R), will be regarded as a representa-
tive of H∂h in L4. We will say that H∂h is the co-evolute of Hh in L4.
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Thus, once the lightlike ‘co-contact condition’〈δ (dx) , uL〉L = 0 is fixed, the
(co)hedgehog H∂h is defined in L4 as the ‘co-envelope’of the family of oriented
null lines determined by its support differential ∂h in the same way as, once
the contact condition 〈dx, u〉 = 0 is fixed, the hedgehog Hh is defined in R3

as the envelope of the family of cooriented planes determined by its support
function h. Of course, it is important to note that Hh and H∂h are not assumed
to be embedded surfaces of respectively R3 and L4: Hh andH∂h may possibly be
singular and self-intersecting. Note that regularity assumptions on the support
function h can be weakened in many cases. For instance, to define the co-
envelope H∂h in L4 we only need to assume that h is of class C2 on S2.

In everyday language, hedgehogs are spiny mammals. Note that Langevin,
Levitt and Rosenberg chose to call Hh a hérisson [LLR], which is the French
name for hedgehog, to illustrate the fact that, in each direction u ∈ S2, there
is one and only one ‘normal’Nh (u) := xh (u) + Ru pointing out from Hh (as,
in each direction, a unique spine is pointing out from the skin of the spiny
mammal). Similarly, it is worth pointing out, that, in each null direction
uL := 1√

2
(u,−1)) ∈

(
S2 × {−1}

)
�
√

2 ⊂ S3, there is one and only one null

line Lh (u) := x∂h (u) + RuL that is normal to the co-envelope H∂h in L4.

Geometrical interpretation of co-hedgehogs of L4

First, let us remind some basic facts about the curvature of hedgehogs of
R3. Since the parametrization xh : S2 → Hh ⊂ R3 can be regarded as the
inverse of the Gauss map, the Gauss curvature κh of Hh at xh (u) is given by
κh(u) = 1/ det [Tuxh], where Tuxh is the tangent map of xh at u. Therefore,
singularities of Hh are the points at which its Gauss curvature becomes infinite.
For all u ∈ S2, the tangent map of xh at the point u is Tuxh = h(u) IdTuS2 +Hu

h ,
where Hu

h is the symmetric endomorphism associated with the Hessian of h at u.
Consequently, if λ1 (u) and λ2 (u) are the eigenvalues of the Hessian of h at u
then R1 (u) := (λ1 + h) (u) and R2 (u) := (λ2 + h) (u) can be interpreted as the
principal radii of curvature of Hh at xh (u), and the so-called curvature function
Rh := 1/κh is given by

Rh (u) = det [Hij (u) + h (u) δij ] = (R1R2) (u) ,

where δij are the Kronecker symbols and (Hij (u)) the Hessian of h at u with
respect to an orthonormal frame on S2. In computations, it is often more
convenient to replace h by its positively 1−homogeneous extension to R3� {0},
which is given by,

ϕ (x) := ‖x‖h
(

x

‖x‖

)
,

for x ∈ R3� {0}, where ‖.‖ is the Euclidean norm on R3. A straightforward
computation gives:

(i) xh is the restriction of the gradient of ϕ to the unit sphere S2 ;
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(ii) For all u ∈ S2, the tangent map Tuxh identifies with the symmetric
endomorphism associated with the Hessian of ϕ at u.

In order to bring out our geometrical interpretation of the co-evolute H∂h,
we now give another expression for xlh . For all u ∈ S2, we have

xlh (u) := lh (u) + δ (∂h) (u)uL = (∇h (u) , h (u)) +
∆h (u)

2
(u,−1)

=

(
∇h (u) +

∆h (u)

2
u, h (u)− ∆h (u)

2

)
=
(
xh (u)−R(1,h) (u)u,R(1,h) (u)

)
=
(
ch (u) , R(1,h) (u)

)
,

where ch (u) is the midpoint of the focal segment (which connects the two centers
of principal curvatures of Hh at xh (u)), and R(1,h) := h− ∆h

2 = 1
2 (R1 +R2) is

the mean radius of curvature of Hh (for the interpretation of R(1,h) as a mixed
curvature function see Proposition 3.1.1). Therefore, for all u ∈ S2, xlh (u)
can be interpreted geometrically as the (possibly reduced to a point) middle
sphere of Hh at xh (u) that is cooriented by the vector u, which is normal to it,
by identifying L4 to the so-called Laguerre space, say Σ, of cooriented spheres
and (non-cooriented) point spheres of R3 via the bijection

L4 → Σ
(a, r) 7→ S (a; r) ,

where S (a; r) denotes the sphere of radius |r| centered at a that is cooriented
by its outward (resp. inward) pointing normal if r > 0 (resp. r < 0) holds, and
the (non-cooriented) point sphere {a} if r = 0 holds. Thus:

Proposition 8.1.1. The co-evolute H∂h of Hh can be regarded as the locus of
all the (possibly reduced to a point) cooriented middle spheres of Hh ⊂ R3 in
L4 ∼= Σ.

Relationship with Laguerre geometry

Laguerre geometry in R3 is based on oriented planes, cycles (i.e., oriented
spheres and points regarded as unoriented spheres of radius zero) and oriented
contact between them. The orientation is determined by a unit normal vector
field or, equivalently, by a signed radius in the case of a sphere. An oriented
sphere or an oriented hyperplane of R3 is said to be in oriented contact with
another oriented sphere or hyperplane if they are tangent and moreover if their
unit normals coincide at the point of tangency. An unoriented point sphere
is said to be in oriented contact with an oriented sphere or hyperplane if it
is contained in it. An affi ne Laguerre transformation of L4 ∼= Σ is an affi ne
transformation A (x) := L(x) + C of L4, where L is a linear transformation
that preserves the pseudo-scalar product 〈., .〉L (i.e., L ∈ O (3, 1)), and thus the
tangential distance between spheres, and C is a vector of L4.
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Classical references on sphere geometries of Laguerre and Lie are Blaschke’s
book [Bl2] and, for a modern account, T. Cecil’s book [Ce]. In these two refer-
ences, it is shown that Laguerre geometry in R3 can be built as a subgeometry of
Lie sphere geometry. The subgroup of ‘Laguerre transformations’then consists
of those Lie sphere transformations that map planes to planes. Each of these La-
guerre transformations corresponds to an affi ne Laguerre transformation of L4

(as we have defined them above).
Laguerre geometry of surfaces studies properties and invariants of surfaces of

R3 under the Laguerre transformation group. It has been extensively developed
by Blaschke and its school [Bl2]. Let us consider the case of hedgehogs of R3.
Let Ω be an open domain of S2 such that xh : Ω → R3 is an umbilic-free
(piece of) hedgehog Hh with support function h ∈ C∞ (Ω;R). The geometric
invariants of the (co)hedgehog H∂h ∼= xlh (Ω) of L4 are exactly the Laguerre
invariants of the original hedgehog Hh. The conformal immersion xlh : Ω→ L4,
which we consider as a natural parametrization x∂h : Ω→ L4 of the co-evolute
H∂h of Hh, assigns to each u ∈ Ω the point of L4 corresponding to the oriented
middle sphere or unoriented middle point S

(
ch (u) ;R(1,h) (u)

)
∈ L4 ∼= Σ that

is in oriented contact with the oriented support plane of Hh at xh (u). It will
be called the Laguerre Gauss map of xh : Ω→ R3.
Note that the set of marginally trapped hedgehogs H∂h ∼= xlh

(
S2
)
of L4,

identified with their support differentials ∂h := dh/
√

2, constitute a real linear
space, say ∂H. The surface area of marginally trapped hedgehogs of L4 defines
a particularly interesting Laguerre invariant functional on ∂H , the so-called
Laguerre functional :

L : ∂H → R

∂h 7→ L (∂h) := 1
4

∫
S2

(R1 −R2)
2
dσ =

∫
S2

(
R2

(1,h) −Rh
)
dσ,

where σ is the spherical Lebesgue measure on S2, R(1,h) the mean radius of
curvature, and Rh the curvature function of Hh. For any h ∈ C∞ (Ω;R), L (∂h)
will be called the Laguerre area of Hh and will sometimes be denoted by
L (xh).
The surface area element of H∂h can be interpreted in R3 by considering

the mean surface of Hh, sayMh, which we define as the (possibly singular and
self-intersecting) surface that is parametrized by ch : S2 → R3, u 7→ ch (u).
Indeed, if we denote by dµh (u) the corresponding surface area element of this
mean surfaceMh, then it is pure routine to check that:(
R2

(1,h) −Rh
)

(u) dσ (u) can be regarded as the orthogonal projection of dµh (u)

into the plane that is parallel to the support plane Ph (u) of Hh and passes
through ch (u) ∈Mh.

The following theorem is a first step towards a ‘Brunn-Minkowski theory’for
marginally trapped hedgehogs, which will be the topic of our next subsubsection.
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Theorem 8.1.2. The map
√
L : ∂H → R+, ∂h 7−→

√
L (∂h) is a norm associ-

ated with the scalar product

L : (∂H)
2 7→ R,

(∂f, ∂g) 7−→ L (∂f, ∂g) :=

∫
S2

(
R(1,f)R(1,g) −R(f,g)

)
dσ,

where R(.,.) denotes the mixed curvature function of hedgehogs (see Subsubsect.
3.1.1 for a detailed definition and fundamental properties of R(.,.)

)
.

In particular, for all (∂f, ∂g) ∈ (∂H)
2, we have√

L (∂f + ∂g) ≤
√
L (∂f) +

√
L (∂g),

and

L (∂f, ∂g)
2 ≤ L (∂f) L (∂g) ,

with equalities if, and only if, H∂f and H∂g are homothetic (here,“homothetic”
means that there exists (λ, µ) ∈ R2 − {(0, 0)} such that λ∂f + µ∂g = 0).

The scalar product L (∂f, ∂g) will of course be called the mixed Laguerre
area of H∂f and H∂g, and will sometimes be denoted by L (xf , xg).

We will return to the Laguerre geometry of hedgehogs in the framework of
contact geometry.

8.1.2 Relationship with the Brunn-Minkowski theory

Classical hedgehog theory is an extension of the Brunn-Minkowski theory. The
relationship between hedgehogs and marginally trapped surfaces is thus very
promising in terms of new geometric inequalities. We already mentioned two
fundamental geometric inequalities for marginally trapped hedgehogs in our
Theorem 8.1.2. Here, it is worth pointing out how important geometric in-
equalities are in gravitation since they provide information on the relationship
between physically relevant magnitudes in a robust way. We will see that mar-
ginally trapped hedgehogs arise naturally in a 3-dimensional equivalent of a
classical geometric inequality for hedgehogs of the Euclidean plane.

Classical isoperimetric inequalities involving evolutes for hedgehog
curves are involving (co)evolutes for hedgehog surfaces

In [M12] the author already introduced H∂h as a hedgehog with support
differential ∂h := dh/

√
2 but without precisely grasping the essence of the co-

contact structure. Let us recall how marginally trapped hedgehogs appeared
in order to play the role of evolutes in a natural 3-dimensional equivalent of
a known upper bound of the isoperimetric deficit of plane hedgehog curves in
terms of signed area of their evolute.
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As we have seen previously, many classical inequalities for convex curves
find their counterparts for hedgehogs. Of course, adaptations are necessary. In
particular, lengths and areas have to be replaced by algebraic versions. For in-
stance, Theorem 8.1.3 below extends the isoperimetric inequality L2−4πA ≥ 0,
which holds for any planar convex body K with perimeter L, and area A, to
any hedgehog Hh of the Euclidean plane R2, and gives an upper bound of
the isoperimetric deficit in terms of signed area of the evolute (see
Subsubsect. 3.2.2.).

Theorem 8.1.3. For any h ∈ C4
(
S1;R

)
, let Hh be the hedgehog of R2 with

support function h. We have:

0 ≤ l(h)2 − 4πa(h) ≤ −4πa (∂h) = −4πa
(
h, ∂2h

)
, (I)

where l (h) is the length of Hh, a (h) its area, ∂h (θ) := h′
(
θ − π

2

)
the support

function of its evolute H∂h, ∂2h := −h′′ the one of its second evolute H∂2h, and
a
(
h, ∂2h

)
the mixed area of Hh and H∂2h. In each inequality of (I), equality

holds if and only if Hh is a circle or a point.

The isoperimetric inequality L2−4πA ≥ 0 admits the following 3-dimensional
equivalent. Given a convex body K in the Euclidean 3-space R3, with surface
area S and integral of the mean curvatureM , the first Minkowski inequality for
mixed volumes ensures that

M2 − 4πS ≥ 0,

where equality holds if and only if K is a ball (see e.g., [Sc1] , and Proposi-
tion 3.2.5 for the hedgehog case). In [M12] the author proved the following
3-dimensional equivalent of Theorem 8.1.3:

Theorem 8.1.4 ([M12, Theorem 1: Upper bound of the ‘deficit’M2 − 4πS in
terms of signed area of the co-evolute surface] ). For any h ∈ C4

(
S2;R

)
, let

Hh denote the hedgehog of R3 with support function h, (i.e., the envelope of the
family of cooriented planes with equation 〈x, u〉 = h (u) in R3

)
. We have:

0 ≤ m(h)
2 − 4πs(h) ≤ −4πs (∂h) = −4πs

(
h, ∂2h

)
, (II)

where m(h) is the integral of the mean curvature of Hh, s(h) its signed surface
area, s(∂h) the signed surface area of H∂h, and s

(
h, ∂2h

)
the mixed surface area

of Hh and of its mean evolute H∂2h. In each inequality of (II), the equality holds
if and only if Hh is a sphere or a point.

Here, the signed surface area s(∂h) is the opposite of the Laguerre area
L (∂h), which we have introduced in the previous subsubsection. In other words,
s (∂h) = −L (∂h). Besides,

√
2 ∂ stands for the Hodge-Dirac operator D = d+ δ

on S2, where d is the exterior differentiation and δ = −∗d∗ the codifferential, so
that ∂h = dh/

√
2 and ∂2h = 1

2δ (dh) = 1
2∆h(u). Recall that themean evolute
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of Hh is the envelope of the family of planes parallel to the support planes to
Hh and passing through the midpoints of the focal segments (which connect
the two centers of principal curvature of Hh in R3

)
. Now in the planar case,

∂ can be interpreted as the Hodge-Dirac operator D = d + δ on S1. Indeed,
dhθ = h′ (θ) dθ can be interpreted as the support function ∂h (θ) of the evolute
H∂h in the sense that H∂h is the envelope of the family of cooriented lines with
equation 〈x, u′ (θ)〉 = h′ (θ), and D2h = −h′′. Thus, in this equivalence between
these two isometric inequalities (for hedgehog curves and surfaces), we have the
following correspondences:

Hedgehog curve Hh in R2

↓ ∂

Evolute curve H∂h in R2

↓ ∂

Second evolute curve H∂2h in R2

Hedgehog surface Hh in R3

↓ ∂

Co-evolute surface of Hh in L4

(Marginally trapped hedgehog H∂h)

↓ ∂

Mean evolute surface H∂2h in R3

where
√
n∂ denote the Hodge-Dirac operator D = d+δ on Sn, with respectively

n = 1 and 2 for curves and surfaces.

Remark in the 3-dimensional case. For any h ∈ C4
(
S2;R

)
, we have the

following commutative diagram:

Transition to (cooriented)
middle spheres-points of Hh

H∂h ⊂ L4 ∼= Σ

Transition to the envelope in R3 of
(P (u))u∈S2 , where P (u) is the plane
through the center of the sphere x∂h (u)

that is cooriented by u,
(
u ∈ S2

)
↗ ↘

Hh ⊂ R3 −→ H∂2h ⊂ R3

Transition to
the mean evolute

Passage over into the spacetime and reincarnation in R3. The marginally
trapped hedgehog H∂h can be thought as the ‘Hodge-Dirac evolute’of Hh. This
evolute therefore lives in L4 (and not in R3

)
whereas the mean evolute of Hh

(which can be thought as the ‘second Hodge-Dirac evolute’H∂2h of Hh, or
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equivalently, as the ‘first Hodge-Dirac evolute’of H∂h) does live in R3. For any
h ∈ C∞

(
S2;R

)
, we can thus consider the sequence (H∂nh)n∈N of ‘hedgehogs’,

which is such that:

(i) for any even n = 2k, (k ∈ N∗), H∂2kh is the (ordinary) hedgehog of R3

that is the mean evolute of H∂2(k−1)h ⊂ R3;

(ii) for any odd n = 2k + 1, (k ∈ N), H∂2k+1h is the (marginally trapped)
hedgehog of L4 that is the co-evolute of H∂2kh ⊂ R3.

The support vector field of H∂h. For any h ∈ C4
(
S2;R

)
, let

−→
∂h denote

the vector field that corresponds to the 1-form ∂h := dh/
√

2 by the canonical
musical duality:

∀−→X ∈ TS2, (∂h)
(−→
X
)

= g
(−→
∂h,X

)
=
−→
∂h.
−→
X ,

where g :
(−→
X,
−→
Y
)
7→ g

(−→
X,
−→
Y
)

=
−→
X.
−→
Y denotes the standard metric on S2.

Similarity of formulas for hedgehogs and (co)hedgehogs

Theorem 8.1.5. For any h ∈ C4
(
S2;R

)
, the signed surface area s(∂h) of H∂h

can be expressed in the following forms:

s(∂h) =

∫
S2

((−→
∂h
)2

−
(
∂2h

)2)
dσ =

∫
S2

−→
∂h.
−−−−→
∂R(1,h)dσ,

where σ is the spherical Lebesgue measure on S2, ∂2h the support function of
the mean evolute of Hh, and R(1,h) the mean radius of curvature of Hh.

It is worth noting the similarity with the known formulas for the signed
surface area of a hedgehog Hh of R3:

s (h) =

∫
S2

(
h2 −

(−→
∂h
)2
)
dσ =

∫
S2
h.R(1,h)dσ,

where h ∈ C2
(
S2;R

)
.

Let us recall the proof of these two last inequalities. From the definition

s (h) =

∫
S2
Rhdσ,

we obtain s (h) =
∫
S2 h.R(1,h)dσ by the symmetry of the mixed volume, and

then

s (h) =

∫
S2

(
h2 −

(−→
∂h
)2
)
dσ

by integrating by parts. In the same vein as Theorem 8.1.5, we can notice that

the signed surface area of the mean evolute H∂2h of Hh is given by:
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s
(
∂2h

)
=

∫
S2

((
∂2h

)2 −−−−−−→∂
(
∂2h

)
2
)
dσ =

∫
S2

(
∂2h

)
.∂2R(1,h)dσ.

From the above formulas, we deduce that the mixed surface area of two
hedgehogs Hf and Hg of R3 is given by:

s (f, g) =

∫
S2

(
fg −−→∂f.−→∂g

)
dσ =

∫
S2
f.R(1,g)dσ =

∫
S2
g.R(1,f)dσ.

Now, the integration by parts formula can be written as∫
S2

−→
∂f.
−→
∂gdσ =

∫
S2
f.∂2gdσ

for all (f, g) ∈ C4
(
S1;R

)2
. Therefore

∫
S2

−→
∂f.
−−−−→
∂R(1,g)dσ =

∫
S2
f.∂2R(1,g)dσ =

∫
S2
f.R(1,∂2g)dσ = s

(
f, ∂2g

)
,

and so, by the symmetry of the mixed surface area of hedgehogs,∫
S2

−→
∂f.
−−−−→
∂R(1,g)dσ = s

(
∂2g, f

)
=

∫
S2
∂2g.R(1,f)dσ,

and again by the integration by parts formula∫
S2

−→
∂f.
−−−−→
∂R(1,g)dσ =

∫
S2

−→
∂g.
−−−−→
∂R(1,f)dσ.

Thus, we have deduced the following corollary to Theorem 8.1.5.

Corollary 8.1.1. For any (f, g) ∈ C4
(
S2;R

)2
, let s(∂f, ∂g) denote the mixed

surface area of H∂f and H∂g, that is s(∂f, ∂g) := −L (∂f, ∂g). This mixed
area s(∂f, ∂g) can be expressed in the following forms:

s(∂f, ∂g) =

∫
S2

−→
∂f.
−−−−→
∂R(1,g)dσ =

∫
S2

−→
∂g.
−−−−→
∂R(1,f)dσ = s

(
f, ∂2g

)
= s

(
∂2f, g

)
,

where σ is the spherical Lebesgue measure on S2.

In particular, the mixed surface area of the marginally trapped hedgehogs
H∂f and H∂g is equal to the mixed surface area of the (ordinary) hedgehogs Hf
and H∂2g, which is the mean evolute of Hg.
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8.1.3 Synthetic and comparative co-presentation of hedgehogs and
(co)hedgehogs

In this subsubsection, we will now compare carefully the definitions of hedgehogs
in R3 and of (co)hedgehogs (i.e., marginally trapped hedgehogs) in L4, and
then for the convenience of the reader, we will summarize schematically our
comparison in tables.

As recalled previously, the datum of any h ∈ C∞
(
S2;R

)
determines the

hedgehog Hh in R3 as the envelope of the family P = (Ph (u))u∈S2 of cooriented
planes with equation 〈x, u〉 = h (u),

(
u ∈ S2

)
. Analytically, taking the envelope

of P amounts to solving the following system of equations{
〈x, u〉 = h (u)

〈x, du〉 = dhu,

for all u ∈ S2, where the second equation is deduced from the first via the
contact condition 〈dx, u〉 = 0 (and thus by performing a partial differentiation
with respect to u).

Now, as we saw previously, the datum of ∂h := dh/
√

2 determines the
(co)hedgehog (i.e., marginally trapped hedgehog) H∂h in L4 as the co-envelope
of the family L = (Lh+t (u))(u,t)∈S2×R of oriented null lines defined by Lh+t (u) :=

{(∇h (u) , h (u) + t)}+RuL. Analytically, taking the co-envelope of L amounts
to solving the following system of equations

(S)




〈x, uL〉L = (h (u) + t) /

√
2

〈x, duL〉L = ∂h (u)

〈x,∆uL〉L = δ (dh) (u) ,

for all (u, t) ∈ S2 × R, where the third equation is deduced from the two first
ones via the co-contact condition 〈∆x, uL〉L = 0 (or, equivalently, by performing
a partial codifferentiation with respect to u in the second equation). Here, the
Hodge-Laplace operator of a vector function X : S2 → L4, u 7→ (Xi (u))

4
i=1 is of

course understood to be the vector function ∆X : S2 → L4, u 7→ (∆Xi (u))
4
i=1,

where ∆Xi is the Hodge-Laplace operator of the coordinate function Xi in the
intrinsic metric on S2, (1 ≤ i ≤ 4). Note that the system formed by the two
first equations of (S) simply traduces the fact that x ∈ Lh+t (u). The second
equation can be deduced from the first by using the condition 〈dx, uL〉L = 0
(and thus by performing a partial differentiation with respect to u).

For any h ∈ C∞
(
S2;R

)
, we therefore have the following comparison table

between both definitions:
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The hedgehog Hh can be defined
in R3 as the envelope of the family
(Ph (u))u∈S2 of cooriented planes
with equation 〈x, u〉 = h (u) .

(1) 〈x, u〉 = h (u)

⇓

[via the contact condition

(d) 〈dx, u〉 = 0

or a partial differentiation
with respect to u]

(2) 〈x, du〉 = dhu

For every u ∈ S2, the system{
(1) 〈x, u〉 = h (u)

(2) 〈x, du〉 = dhu,

implies x = h (u)u+∇h (u)

In the absence of singularities,

xh : S2 → Hh, u 7→ h(u)u+∇h(u)

can be interpreted as the inverse
of the Gauss map of Hh.

The (co)hedgehog H∂h can be defined
in L4 as the co-envelope of the family
(Lh+t (u))(u,t)∈S2×R of oriented null lines
defined by :
Lh+t (u) := {(∇h (u) , h (u) + t)}+ RuL.

(1)



(1.a) 〈x, uL〉L = (h (u) + t) /
√

2

⇓ (via 〈dx, uL〉L = 0 or a partial
differentiation with respect to u)

(1.b) 〈x, duL〉L = ∂h (u)

⇓
(via the co-contact condition

(δ) 〈δ (dx) , uL〉L = 0,
or a codifferentiation with respect to u)

(2) 〈x,∆uL〉 = δ (dh) (u)

For every (u, t) ∈ S2 × R, the system{
(1) = (1.a) and (1.b) : x ∈ Lh+t (u)

(2) 〈x,∆uL〉 = δ (dh) (u) ,

implies x = (∇h(u) , h(u) + t) + δ(∂h)(u)uL

In the absence of umbilical points,

x∂h : Ω→ H∂h, u 7→ lh (u) + δ(∂h)(u)uL

can be interpreted as the Laguerre Gauss
map of xh : Ω→ R3.

The cooriented support plane Ph (u) is determined by h (u)u and thus by the
value of the support function h at u, and xh (u) is then determined on Ph (u) by
the contact condition which imposes xh (u)−h (u)u = ∇h (u). Analogously, the
oriented support null line Lh (u) is determined by lh (u) and thus by the value
of the support differential ∂h at u, and x∂h (u) is then determined on Lh (u) by
the co-contact condition which imposes x∂h (u)− lh (u) = δ (∂h) (u)uL:
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The role of (d) and (δ) in the determination of Hh and H∂h

The contact condition (d) allows us to write

〈x, du〉 = d (〈x, u〉) .

The co-contact condition (δ) allows us
to write 〈x,∆uL〉L = ∆ (〈x, uL〉L)
provided that 〈dx, uL〉 = 0.

What is meant by the contact and co-contact conditions (d) and (δ)

Recall first that, for every C2-map x : S2 → L4 and every u ∈ S2, ∆x (u) =
δ (dx) (u) can be interpreted as a second order derivative that measures, both
in direction and magnitude, how x (u) deviates from the average of x over an
infinitesimal sphere centered at u in S2.

Condition (d) 〈dx, u〉 = 0 on x : S2 → R3

For all u ∈ S2, u is orthogonal to the
tangent space Tx(u)x

(
S2
)

= (Tux)
(
TuS2

)
in the Euclidean space

(
R3, 〈., .〉

)
.

Condition (δ) 〈δ (dx) , uL〉L = 0 on x : S2 → L4

For all u ∈ S2, uL is orthogonal in
(
L4, 〈., .〉L

)
to the above mentioned measure of deviation
(in direction and magnitude) ∆x(u)= δ(dx)(u).

8.2 Marginally trapped hedgehogs in other spaces and
generalizations

8.2.1 Marginally trapped hedgehogs or co-hedgehogs in M4

Characterization and definitions inM4 As already mentioned, the hedge-
hog theory is not restricted to Euclidean spaces. For instance, in our prelim-
inary study of Subsubsect. 8.1.1, we can replace

(
R3, 〈., .〉

)
by the Lorentzian-

Minkowski 3-space L3 =
(
R3, 〈., .〉L

)
,where

〈x, x′〉L = x1x
′
1 + x2x

′
2 − x3x

′
3,
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for all x := (x1,x2, x3) and x′ :=
(
x′1,x

′
2, x
′
3

)
in R3, and the unit sphere S2 of R3

by the ‘unit sphere’

H2 :=
{
x = (x1, x2, x3) ∈ L3 |〈x, x〉L = −1

}
,

which is a two-sheeted hyperboloid with constant Gaussian curvature −1 with
respect to the induced metric. To any h ∈ C∞

(
H2;R

)
corresponds the envelope

Hh of the family (Ph (v))v∈S2 of cooriented spacelike planes of L3 with equation
(E) 〈x, v〉L = h (v). We say that Hh is the hedgehog of L3 with support
function h. From (E) and the contact condition 〈dx, v〉L = 0, we deduce{

〈x, v〉L = h (v)

〈x, dv〉L = dhv,

for all v ∈ H2. Thus, it appears that Hh can be parametrized by xh : H2 → L3,
v 7→ (∇h) (v) − h(v)v, where (∇h) (v) stands for the gradient of h at v. The
parametrization xh can be interpreted as the inverse of its Gauss map (if v is a
regular point of xh, then v is normal to Hh at xh (v)). Note that (Hh+t)t∈R is a
family of parallel hedgehogs in R3: for all (v, t) ∈ H2×R, xh+t (v) = xh (v)−tv.
Now, we claim that:

To the differential dh of h corresponds naturally a ‘marginally trapped hedgehog’
of the Lorentz Minkowski 4-space M4 =

(
R4, 〈., .〉M

)
via a ‘lightlike co-contact

condition’.

Here, the pseudo-scalar product 〈., .〉M is defined by

〈(x, t) , (x′, t′)〉M := x1x
′
1 + x2x

′
2 − x3x

′
3 + tt′,

for all (x, t) := ((x1,x2, x3), t) and (x′, t′) :=
((
x′1,x

′
2, x
′
3

)
, t′
)
in R4 = R3 × R.

Indeed, dh determines the family (Lh+t (v))(v,t)∈H2×R of oriented null lines of
M4 defined by:

∀ (v, t) ∈ H2 × R, Lh+t (v) = lh+t (v) + R (v,−1) ,

where lh+t (v) := (∇h (v) ,−h (v)− t); and this family of null lines determines
a ‘marginally trapped hedgehog’, which is unique up to translations parallel to
the time axis, via a ‘lightlike co-contact condition’:

Theorem 8.2.1 (Determination of marginally trapped hedgehogs of
M4 by 1-jet and co-contact condition). For all t ∈ R, (i) there is a unique
map x : H2 → M4 of class C∞ satisfying x (v) ∈ Lh+t (v) for all v ∈ H2

together with the ‘lightlike co-contact condition’

〈δ (dx) , vM 〉M = 0,

where δ is the Hodge codifferential on H2 (i.e., the formal adjoint to the exterior
differentiation d) and vM := 1√

2
(v,−1), namely

x = xlh+t : H2 →M4, v 7→ lh+t (v) + δ (∂h) (v) vM ,
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where ∂h (v) := dh/
√

2;

(ii) this map x : H2 →M4 is such that x∗g = 1
4 (R1 −R2)

2
gH , where gH

is the standard metric on H2, g the first fundamental form on x
(
H2
)
, x∗g the

pullback of g along x and R1 (v) , R2 (v) the principal radii of curvature of Hh
at xh (v);

(iii) for all v ∈ H2, ∆x (v) ∈ RvM , where ∆ is the Hodge Laplacian on H2,
so that the mean curvature vector of x

(
H2
)
at x (v), say

−→
Hx (v), is parallel to

the lightlike vector −→vM whenever xh (v) is not an umbilical point of Hh, that is:

∀v ∈ H2�
{
v ∈ H2 |R1 (v) = R2 (v)

}
,
−→
Hx (v) ∈ R−→vM

Here, the principal radii of curvature of Hh at xh (v), R1 (v) and R2 (v), are
defined as the eigenvalues of xh : TvH

2 → Txh(v)Hh ⊂ TvH2.

Definition 8.2.1. For all t ∈ R, we call Hlh+t := xlh+t
(
H2
)
the (marginally

trapped) hedgehog with support 1-jet j1
h+t : H2 → J1

(
H2
)
, v 7→ (∇h (v) , h (v) + t).

Note that
√

2 ∂ stands for the Hodge-Dirac operatorD = d+δ onH2 and the
datum of ∂h := dh/

√
2 is equivalent to the one of the family of 1-jets

(
j1
h+t

)
t∈R,

where j1
h+t := (∇h, h+ t). All the marginally trapped hedgehogs of the family(

Hlh+t
)
t∈R are equal up to translations parallel to the time axis R

−→
∂t in M4,

where
−→
∂t :=

(−→
0L3 , 1

)
, since: for all (v, t) ∈ H2 × R, xlh+t (v) = xlh (v) − t−→∂t .

Therefore, this family can be regarded as one and only one marginally trapped
hedgehog defined up to a translation parallel to the time axis R

−→
∂t inM4. This

hedgehog will be denoted byH∂h, where ∂h := dh/
√

2 (the factor 1/
√

2 is chosen
for the same reasons as in the case of marginally trapped hedgehogs of L4

)
.

These remarks make natural the following definition:

Definition 8.2.2. We call H∂h the marginally trapped hedgehog (or, co-
hedgehog) of M4 with support differential ∂h := dh/

√
2. Anyone of the mar-

ginally trapped hedgehogs Hlh+t , (t ∈ R), will be regarded as a representative of
H∂h in M4. We will say that H∂h is the co-evolute of Hh in M4.

Thus, once the lightlike ‘co-contact condition’ 〈δ (dx) , vM 〉M = 0 is fixed,
the hedgehog H∂h is defined inM4 as the ‘co-envelope’of the family of oriented
null lines determined by its support differential ∂h in the same way as, once
the contact condition 〈dx, v〉L = 0 is fixed, the hedgehog Hh is defined in L3

as the envelope of the family of cooriented spacelike planes determined by its
support function h. Of course, it is important to note that Hh and H∂h are not
assumed to be embedded surfaces of respectively L3 andM4: Hh and H∂h may
possibly be singular and self-intersecting.

264



Geometrical interpretation of co-hedgehogs of M4 First, let us remind
some basic facts about the curvature of hedgehogs of L3. Since the parame-
trization xh : H2 → Hh ⊂ L3 can be regarded as the inverse of the Gauss
map, the Gauss curvature κh of Hh at xh (v) is given by κh(v) = 1/ det [Tvxh],
where Tvxh is the tangent map of xh at v. Therefore, singularities of Hh are
the points at which its Gauss curvature becomes infinite. For all v ∈ H2, the
tangent map of xh at the point u is Tuxh = Hh(v)− h(v) IdTvH2 , where Hh(v)
is the symmetric endomorphism associated with the Hessian of h at v. Conse-
quently, if λ1 (v) and λ2 (v) are the eigenvalues of the Hessian of h at v then
R1 (v) := (λ1 − h) (u) and R2 (v) := (λ2 − h) (v) can be interpreted as the prin-
cipal radii of curvature of Hh at xh (v), and the so-called curvature function
Rh := 1/κh is given by

Rh (v) = det [Hij (u)− h (u) δij ] = (R1R2) (v) ,

where δij are the Kronecker symbols and (Hij (v)) the Hessian of h at v with
respect to an orthonormal frame on H2. In computations, it is often more
convenient to replace h by its positively 1−homogeneous extension to the interior
of the light cone U =

{
x ∈ L3 |〈x, x〉L < 0

}
, that is, by

ϕ (x) := ‖x‖L h
(

x

‖x‖L

)
,

for x ∈ U , where ‖x‖L =
√
−〈x, x〉L. A straightforward computation gives:

(i) xh is the restriction of the Lorentzian gradient ∇Lϕ :=
(
∂ϕ
∂x1

, ∂ϕ∂x2 ,−
∂ϕ
∂x3

)
of ϕ to the unit sphere H2 ;

(ii) For all v ∈ H2, the tangent map Tvxh identifies with the symmetric
endomorphism associated with the Hessian of ϕ at v.

In order to bring out our geometrical interpretation of the co-evolute H∂h,
we now give another expression for xlh . For all v ∈ H2, we have

xlh (v) := lh (v) + δ (∂h) (v) vM = (∇h (v) ,−h (v)) +
∆h (v)

2
(v,−1)

=

(
∇h (v) +

∆h (v)

2
v,−h (v)− ∆h (v)

2

)
=
(
xh (v)−R(−1,h) (v) v,R(−1,h) (v)

)
=
(
ch (v) , R(−1,h) (v)

)
,

where ∆ is the Hodge Laplacian on H2, ch (v) is the midpoint of the seg-
ment connecting the two centers of principal curvatures of Hh at xh (v) and,
R(−1,h) := −

(
h+ ∆h

2

)
= 1

2 (R1 +R2) is the mean radius of principal curvature
of Hh. Thus, for all v ∈ H2, xlh (v) can be interpreted geometrically as the
middle pseudosphere (or possibly non-cooriented light cone) of Hh at xh (v)
that is cooriented by the vector v, which is normal to it, by identifying M4 to
the space Π of cooriented pseudospheres and (non-cooriented) light cones of L3

via the bijection
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M4 = L3 × R → Π
(a, r) = ((a1, a2, a3) , r) 7→ H2 (a; r) ,

where H2 (a; r) is the two-sheeted hyperboloid (pseudosphere) with equation
〈x− a, x− a〉L = −r2 that is cooriented so that its upper sheet H2

+ (a; r) :=
H2 (a; r) ∩ {x3 > a3} is cooriented by its future (resp. pass) pointing normal if
r > 0 (resp. r < 0) holds, and the (non-cooriented) light cone with apex at a if
r = 0 holds. Thus:

Proposition 8.2.1. The co-evolute H∂h of Hh can be regarded as the locus
of all the middle cooriented pseudospheres (or non-cooriented light cones) of
Hh ⊂ L3 in M4 ∼= Π.

8.2.2 Towards other spaces and generalizations

As already mentioned, most of our results extend, without much change, to
higher dimensions. Furthermore, the hedgehog theory is of course not restricted
to the only two examples we have considered above. For instance, we could
have adapted our presentation to Fuchsian hedgehogs, which were introduced
by François Fillastre [FFi]. We could also have considered multihedgehogs or
N -hedgehogs, provided of course that we pay proper attention to the fact that
an N -hedgehog may have parabolic points (i.e., points where their Gauss curva-
ture vanishes, and thus, points at which their curvature function is not defined)
for N ≥ 2. Recall that an N -hedgehog of R3 is any envelope of a family of
cooriented planes of R3 such that the number of cooriented support planes with
a given coorienting unit normal vector is finite and constant equal to N (at
least for an open dense set of directions). Thus 1-hedgehogs of R3 are simply
hedgehogs. But in fact, all these geometrical objects of different spaces can
be regarded as wavefronts of a special class of Legendrian submanifolds (i.e.,
images of Legendrian maps) of a given metric contact manifold. Before going
on, we first recall some basic definitions and facts on contact, symplectic and
almost-hermitian structures, and next present and study hedgehogs and mar-
ginally trapped hedgehogs in this setting.

Contact manifolds and metric contact manifolds

A contact structure on an oriented (2n+ 1)-dimensional C∞-manifold M
is the datum of a smooth field V of tangent hyperplanes on M , called contact
hyperplanes, satisfying the following condition of maximal non-integrability: any
(and hence every) 1-form α defining V (i.e., such that V = Ker (α)) satisfies
α ∧ (dα)

n 6= 0 everywhere on M . Any 1-form α defining such a maximally
non-integrable hyperplane field V on M is called a contact form on M . Given
such a contact structure (or a contact form α defining it), the pair (M,V ) (or
the pair (M,α) if we want to fix the contact form defining V ) is then called a
contact manifold. On (M,α), the Reeb vector field ξα associated to the contact
form α is defined to be the unique smooth vector field satisfying
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α (ξα) = 1 and ξα ∈ Ker (dα) .

A submanifold L of a contact manifold (M,V ) is said to be integral if TmL ⊂ Vm
for all m ∈ L. A Legendrian submanifold of (M,V ) is an integral submanifold of
(M,V ) with maximal dimension n = (dimM − 1) /2. A fibration of a contact
manifold is said to be Legendrian if all its fibers are Legendrian submanifolds.
Let i : L → E be an immersed Legendrian submanifold L in the total

space of a Legendrian fibration π : E → B. The restriction of π to L, that is
x = π ◦ i : L→ B is called a Legendrian map and its image x (L) in B is called
its Legendrian front or wavefront.

Example. Unit tangent bundles of Riemannian manifolds are among the
most classical examples of contact manifolds. Let us recall briefly how this is
done. Let(M, g) be a Riemannian manifold and let

UTM = {u ∈ TM |g (u, u) = 1}

be its unit tangent bundle with canonical projection π : UTM →M ; the metric
g induces a contact form α (and thus a contact structure V ) on UTM as follows:
for any u ∈ UTM and v ∈ Tu (UTM), we let

αu (v) = g (u, Tuπ (v)) ,

where Tuπ (v) = π∗ (v) is the pushforward along π of the vector v. Moreover,
π : UTM →M is an example of a Legendrian fibration.
In particular, if we let

α(x,u) := 〈u, dx〉 =

n+1∑
i=0

uidxi

for all (x, u) ∈ URn+1 = Rn+1× Sn, where (x1, · · · , xn+1;u1, · · · , un+1) are the
canonical coordinate functions on URn+1 = Rn+1 × Sn ⊂ R2n+2, we obtain a
contact manifold

(
URn+1;α

)
.

A contactomorphism from a contact manifold (M1, V1) to a contact manifold
(M2, V2) is a diffeomorphism f : M1 →M2 that preserves the contact structure,
i.e., such that Tf (V1) = V2, where Tf : TM1 → TM2 denotes the tangent map
of f . If Vi = Ker (αi), (i = 1, 2), this is equivalent to the existence of a nowhere
zero function λ : M1 →M2 such that f∗α2 = λα1.

Example. Another example of a contact manifold is defined as follows: on
the manifold TSn × R, where the tangent bundle TSn is identified with{

(u, p) ∈
(
Rn+1

)2 |‖u‖ = 1 and 〈u, p〉 = 0
}

(‖.‖ and 〈., .〉 denoting respectively the Euclidean norm and scalar product in
Rn+1

)
, we define a contact form β by putting β(u,p,z) := dz − pdu for all

(u, p, z) ∈ TSn × R. Moreover
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f : URn+1 = Rn+1 × Sn → TSn × R
(x, u) 7→ (u, x− 〈x, u〉u, 〈x, u〉)

is a diffeomorphism such that f∗β = α, and hence a contactomorphism from(
URn+1, α

)
to (TSn × R, β).

A metric contact manifold is defined to be a tuple (M, g, α, J), where (M, g)
is a Riemannian manifold, α a smooth 1-form on M and J a section of the
endomorphism bundle End (TM) which satisfy the three following conditions:

(i) α (ξα) = 1, where ξα is the metric dual of α;

(ii) dα (X,Y ) = g (JX, Y ) for any vector fields X, Y on M ;

(iii) J2X = −X + α (X) ξα for any vector field X on M .

Then (M,Ker (α)) is a contact manifold (i.e., α ∧ (dα)
n 6= 0 on M), ξα is the

Reeb vector field associated to α, Jξα = 0 and g is determined by α and J
through the equality g (X,Y ) = α (X)α (Y ) + dα (X, JY ), (see e.g., [Sta]).

Example. In the case of hedgehogs of Rn+1, we will consider the metric
contact manifold

(
URn+1, g, α, J

)
, where g is the Riemannian product metric on

URn+1 = Rn+1 × Sn and J : TURn+1 → TURn+1, (X,Q) 7→ (Q, 〈X, q〉 q −X).

Hedgehogs as Legendrian fronts

Let us consider first the case where (M, g) =
(
Rn+1, gcan

)
, where gcan =

〈., .〉 is the canonical Euclidean metric. Let Hh be a hedgehog of Rn+1 with
support function h ∈ C∞ (Sn;R). Let us recall that its natural parametrization
xh : Sn → Rn+1, u 7→ xh (u) = h(u)u + (∇h) (u) can be interpreted as the
inverse of its Gauss map. Thus it appears that

ih : Sn → URn+1 = Rn+1 × Sn
u 7→ (xh (u) , u)

is the immersion of a Legendrian submanifold in URn+1 of which Hh is the
Legendrian front in Rn+1 and xh = π ◦ ih the corresponding Legendrian map.
Recall that on URn+1, the contact form and the associated Reeb vector field
are respectively given by

α(x,u) := 〈u, dx〉 =

n+1∑
i=0

uidxi and ξ (x, u) := (u; 0TuSn) ,

for all (x, u) ∈ URn+1, where (x1, · · · , xn+1;u1, · · · , un+1) are the canonical
coordinate functions on URn+1 = Rn+1 × Sn ⊂ R2n+2.
Thus, hedgehogs of Rn+1 are the Legendrian fronts of those Legendrian

submanifolds of
(
URn+1, α

)
whose Legendrian maps can be interpreted as the

inverse of the Gauss map of their image (i.e., of the Legendrian front).
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Sn
ih
→ ih (Sn) ⊂

(
URn+1,Ker (α)

)
xh ↘ ↓ π

Hh ⊂ Rn+1.

This can of course be adapted to hedgehogs of other spaces. We
can, for instance, replace:
·
(
Rn+1, 〈., .〉

)
by the Lorentzian-Minkowski (n+ 1)-space Ln+1 =

(
Rn+1, 〈., .〉L

)
,

where

〈x, x′〉L =

n∑
k=0

xkx
′
k − tt′,

for all x := ((x1, . . . , xn) , t) and x := ((x′1, . . . , x
′
n) , t′) in Ln+1 = Rn × R;

· Sn by Hn :=
{
x = ((x1, . . . , xn) , t) ∈ Ln+1 |〈x, x〉L = −1

}
;

· URn+1 = Rn+1 × Sn by T−1H
n := Ln+1 ×Hn;

· xh : Sn → R by xh : Hn → Ln+1, v 7→ xh (v) = (∇h) (v)− h(v)v;
· ih : Sn → URn+1 by ih : Hn → T−1H

n, v 7→ (xh (v) , v);
· α(x,u) by α(x,v) := 〈v, dx〉L and ξα (x, u) by ξα (x, v) := (v; 0TvHn).

Symplectic and almost-hermitian structures

A symplectic structure on a 2n-dimensional C∞-manifold M is a closed
differentiable 2-form ω that is nondegenerate (i.e., such that: ω (u, v) = 0 for
all u ∈ TmM implies v = 0TmM ). The pair (M,ω) is then called a symplectic
manifold.
A submanifold L of a symplectic manifold (M,ω) is said to be Lagrangian

if the restriction of ω to L is equal to 0 and dimL = (dimM)/2. A fibration π :
E → B of a symplectic manifold E is called a Lagrangian fibration if all the
fibers are Lagrangian submanifolds. Let i : L→ E be an immersed Lagrangian
submanifold L in the total space of a Lagrangian fibration π : E → B. The
restriction of π to L, that is x = π ◦ i : L→ B is called a Lagrangian map.

Given any contact manifold (M,α), there is a canonical symplectic structure
on M × R, which is given by ω = d (etα). We say that (M × R, d (etα)) is the
symplectization of the contact manifold (M,α) .

Example. The symplectization of the contact manifold
(
UR3, α

)
, where

α(y,u) := 〈u, dy〉 for all (y, u) ∈ R3 × S2, can be regarded as the symplectic
manifold

(
L4 × S2, ω

)
, where ω(y,t,u) = d

(
etα(y,u)

)
, and πL : L4 × S2 → R3,

(y, t, u) 7→ y is a Lagrangian fibration. Moreover, for any h ∈ C∞
(
S2;R

)
,

Ih : S2 × R→ L4 × S2

(u, t) 7→ (xh−t (u) , t, u)
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appears to be the immersion of a Lagrangian submanifold Lh := Ih
(
S2 × R

)
in

L4 × S2. Note that this Lagrangian submanifold Lh of L4 × S2 is obtained by
lifting to L4×S2 the family (ih−t)t∈R of Legendrian immersions ih−t : S2 → UR3,
u 7→ (xh−t (u) , u) whose Legendrian fronts xh−t

(
S2
)
form the family of parallel

hedgehogs (Hh−t)t∈R in R3.

A symplectomorphism from a symplectic manifold (M1, ω1) to a sym-
plectic manifold (M2, ω2) is a diffeomorphism f : M1 → M2 that preserves the
symplectic structure (i.e., such that f∗ω2 = ω1).

Example. It is easy to check that

f :
(
L4 × S2, d (etα)

)
→
(
T
(
S2
)
× R2, d (etβ)

)
(y, t, u) 7→ (u, y − 〈y, u〉u, 〈y, u〉 , t)

is a symplectomorphism between the symplectizations of
(
UR3, α

)
and

(
T
(
S2
)
× R, β

)
.

An almost complex manifold is defined to be a tuple (M,J), where (M, g)
is a Riemannian manifold and J an almost complex structure on TM , that
is, a vector bundle endomorphism J : TM → TM such that J2 = −1. An
almost Hermitian manifold is defined to be a tuple (M, g, J), where (M,J)
is an almost complex manifold and g an almost hermitian metric on (M,J),
that is, a Riemannian metric on M satisfying:

∀m ∈M , ∀ (X,Y ) ∈ (TmM)
2 , g (X, JY ) = −g (JX, Y ) .

To any metric contact manifold (M, g, α, J), we can also associate a manifold

M̂ = M × R which carries an almost-hermitian structure
(
ĝ, Ĵ

)
extending the

one we have on the contact distribution V = Ker (α): indeed,
(
Ĉ, ĝ, Ĵ

)
is

almost Hermitian if we let ĝ = g + dt2, Ĵ|V = J|V , Ĵξα = −∂t and Ĵ∂t = ξα,
where t is the coordinate on the R factor (see e.g., [Sta]).

Marginally trapped hedgehogs of an associated Lagrangian subman-
ifold Given any h ∈ C∞

(
S2;R

)
, let us consider the marginally trapped

hedgehog H∂h of L4 with support differential ∂h := dh/
√

2. As we have seen
above,

(
L4 × S2, ω := d (etα)

)
can be regarded as the symplectization of the

contact manifold
(
UR3, α

)
, where α := 〈u, dy〉, πL : L4×S2 → R3, (y, t, u) 7→ y

is a Lagrangian fibration and Ih : S2 × R → L4 × S2, (u, t) 7→ (xh−t (u) , t, u)
is the immersion of a Lagrangian submanifold Lh := Ih

(
S2 × R

)
in L4 × S2.

If we endow the symplectic manifold
(
L4 × S2, ω

)
with the Lorentzian metric

gL := g − dt2, where g is the Riemannian product metric on UR3 = R3 × S2.,
then

i∂h : S2 →
(
L4 × S2, gL

)
u 7→ (x∂h (u) , u) =

(
∇h (u) + ∂2h (u)u, h (u)− ∂2h (u) , u

)
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is the parametrization of a marginally trapped surface I∂h := i∂h
(
S2
)
included

in the Lagrangian submanifold Lh of L4 × S2: indeed, I∂h is spacelike (i.e., its
induced metric is Riemannian) and its mean curvature vector Hi∂h is lightlike
at each point. More precisely, it is a routine to check that:

(i) i∗∂hg =
(

1 + 1
4 (R1 −R2)

2
)
gS, where gS is the standard metric on S2,

g the first fundamental form on I∂h, i∗∂hg the pullback of g along i∂h and
R1 (u) , R2 (u) the principal radii of curvature of Hh at xh (u);

(ii) for all u ∈ S2, Hi∂h (i∂h (u)) ∈ R (ξα − ∂t), where ξα := (u, 0, 0TuS2),
∂t := (0, 1, 0TuS2) and hence ξα− ∂t := (u,−1, 0TuS2) ∈ Ti∂h(u)I∂h ⊂ L4× TuS2.
Thus, H∂h is the image of I∂h under the projection πL : L4 × S2 → L4, and we
have the following commutative diagram:

S2
i∂h
→ I∂h marginally trapped in Lh ⊂

(
L4 × S2, gL

)
x∂h ↘ ↓ πL

H∂h marginally trapped in L4.

In other words, any marginally trapped hedgehog x∂h : S2 → H∂h ⊂ L4

lifts to a marginally trapped surface I∂h of the Lagrangian submanifold Lh of(
L4 × S2, ω, gL

)
that is deduced from the family of parallel hedgehogs (Hh−t)t∈R.

Now, ifM is another 6-dimensional C∞-manifold endowed with a symplectic
structure ωM and a Lorentzian metric gM , and if f : L4×S2 →M is a diffeomor-
phism preserving both the symplectic structure and the Lorentzian metric, then
f (I∂h) is a marginally trapped surface of the Lagrangian submanifold f (Lh) of
(M,ωM , gM ). For instance, if we use the diffeomorphism

f : L4 × S2 → T
(
S2
)
× R2

(y, t, u) 7→ (u, y − 〈y, u〉u, 〈y, u〉 , t) ,

to transport the Lorentzian metric gL to a Lorentzian metric gM on T
(
S2
)
×R2,

then we see that

j∂h : S2 →
(
T
(
S2
)
× R2, d (etβ) , gM

)
u 7→

(
u,∇h (u) , ∂2h (u) , h (u)− ∂2h (u)

)
defines a marginally trapped surface j∂h

(
S2
)
of the Lagrangian submanifold of(

T
(
S2
)
× R2, d (etβ)

)
that is parametrized by:

Jh : S2 × R→ T
(
S2
)
× R2

(u, t) 7→
(
j1
h−t (u) , t

)
:= (u,∇h (u) , h (u)− t, t) .

Let us conclude this section with a remark concerning the definition of the
marginally trapped hedgehog x∂h : S2 → H∂h ⊂ L4, where L4 is identified
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with Σ. For any u ∈ S2, x = x∂h (u) is the (possibly reduced to a point)
cooriented sphere of R3 that satisfies the following system of conditions:{

(1) x ∈ Lh (u)
(2) 〈x,∆uL〉 = δ (dh) (u) ,

(see Subsubsect. 8.1.1). The first condition simply ensures that the ‘contact
element’ ih (u) := (xh (u) , u) is in oriented contact with the sphere x∂h (u)
(i.e., xh (u) belongs to the sphere x∂h (u) and u is the unit normal to x∂h (u)
at xh (u)). The second condition (which is the co-contact one) then ensures
that x∂h (u) is more precisely the oriented middle sphere (or unoriented middle
point) S

(
ch (u) ;R(1,h) (u)

)
.

8.3 Proof of the main results and further remarks

We first prove Theorem 8.1.1 and then Theorem 8.2.1, which is its analogue in
M4.

Proof of Theorem 8.1.1. In this proof, ∇S (resp. ∇) stands for the gradient
on S2 (resp. R3

)
, ∆S (resp. ∆) for the Laplace-Beltrami operator on S2 (resp.

R3
)
and the Laplace-Beltrami operator of a vector function X : S2 → L4,

u 7→ (Xi (u))
4
i=1 is understood to be the vector function ∆SX : S2 → L4,

u 7→ (∆SXi (u))
4
i=1, where ∆SXi is the Laplace-Beltrami operator of the coor-

dinate function Xi in the intrinsic metric on S2, (1 ≤ i ≤ 4).

(i) For all t ∈ R, let x : S2 → L4 be any C∞ map such that

x (u) ∈ Lh+t (u) := {lh+t (u)}+ RuL
for all u ∈ S2. Then there exists some λ ∈ C∞

(
S2;R

)
such that x is of the form

Xλ : S2 → L4

u 7→ (∇Sh (u) , h (u)− t) + λ (u) (u,−1) = (xh (u) + f (u)u, t− f (u)) ,

where f := λ− h. For all u ∈ S2, we have:

∆SXλ (u) = (∆Sxh (u) + ∆S (f (u)u) ,− (∆Sf) (u)) .

Now, ∆Sxh = ∆S (∇ϕ) = ∆ (∇ϕ) = ∇ (∆ϕ), where ϕ is the positively 1-
homogeneous extension of h to R3� {0}, that is,

ϕ (x) := ‖x‖h
(

x

‖x‖

)
,

for x ∈ R3� {0}, where ‖.‖ is the Euclidean norm on R3. Indeed, ∇ϕ is posi-
tively 0-homogeneous on R3� {0} and equal to xh on S2. Thus

〈∆Sxh (u) , u〉 = − (∆ϕ) (u) = − (∆Sh+ 2h) (u) ,
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for u ∈ S2, since ∆ϕ is positively −1-homogeneous on R3� {0}. Besides, we
have:

∆S (f (u)u) = (∆Sf) (u)u+ 2 (〈(∇Sf) (u) , (∇Sxi) (u)〉)3
i=1 + f (u) (∆SidS2) (u)

= (∆Sf − 2f) (u)u+ 2 (∇Sf) (u) ,

for all u ∈ S2. Therefore, we have:

〈∆SXλ (u) , uL〉L = 0 ⇔ − (∆Sh+ 2h) (u) + (∆Sf − 2f) (u)− (∆Sf) (u) = 0
⇔ − (∆Sh+ 2h) (u) + 2 (h− λ) (u) = 0
⇔ λ = − 1

2 (∆Sh) (u) ,

for all u ∈ S2. Thus

x (u) = Xλ (u) = lh+t (u)− (∆Sh) (u)

2
(u,−1) = lh+t (u) + δ (∂h) (u)uL,

for all u ∈ S2.

(ii) We know that: x (u) = (xh (u) , t) − R(1,h) (u) (u,−1) for all u ∈ S2,
where R(1,h) := h− ∆h

2 = 1
2 (R1 +R2) is the mean radius of principal curvature

of Hh. From this we deduce that

(Tux) (v) = ((Tuxh) (v) , 0)−
(
dR(1,h)

)
u

(v) (u,−1)−R(1,h) (u) (v, 0) ;

and thus that

〈(Tux) (v) , (Tux) (v)〉L =
〈
(Tuxh) (v)−R(1,h) (u) v, (Tuxh) (v)−R(1,h) (u) v

〉
,

for all v ∈ TuS2. Now, considering an orthonormal basis (e1, e2) of TuS2 made
of eigenvectors of Tuxh (i.e., (Tuxh) (ei) = Ri (u) ei for i ∈ {1, 2}), we conclude
that: ∀v ∈ TuS2,

(x∗g)u (v, v) := 〈(Tux) (v) , (Tux) (v)〉L =
1

4
(R1 −R2) (u)

2
gS (v, v) .

(iii) We know that: ∀u ∈ S2, x (u) = (xh (u) , t) − f (u) (u,−1), where
f = R(1,h). From this, we deduce that: ∀u ∈ S2,

(∆Sx) (u) = (∆Sxh (u)−∆S (f (u)u) , (∆Sf) (u)) .

Now: ∀u ∈ S2, ∆S (f (u)u) = (∆Sf − 2f) (u)u + 2 (∇Sf) (u), (see above the
proof of (i)). Besides, ∆Sxh = ∆S (∇ϕ) = ∆ (∇ϕ) = ∇ (∆ϕ), where ϕ
is the positively 1-homogeneous extension of h to R3� {0} (see ib.), so that
∆Sxh (u) = ∇S (∆ϕ) (u) − (∆ϕ) (u)u = 2 (∇Sf (u)− f (u)u) for all u ∈ S2,
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since ∆ϕ is positively −1-homogeneous on R3� {0}, and equal to 2f on S2.
Therefore: ∀u ∈ S2,

(∆Sx) (u) = − (∆Sf) (u) (u,−1) = −
(
∆SR(1,h)

)
(u) (u,−1) ∈ RuL.

We know that under a conformal change of metric g̃ = e2φg on a surfaceM2,(
ψ ∈ C∞

(
M2;R

))
, the Laplace-Beltrami operator ∆g transforms according to

the formula
∆g̃f = e−2φ∆gf for all f ∈ C∞

(
M2;R

)
.

Above, we have demonstrated that x∗g = 1
4 (R1 −R2) (u)

2
gS =

(
R2

(1,h) −Rh
)
gS ,

where Rh := R1R2 is the curvature function of Hh, and that (∆Sx) (u) =
−
(
∆SR(1,h)

)
(u) (u,−1) for all u ∈ S2. Therefore

(∆x∗gx) (u) = −
∆SR(1,h)

R2
(1,h) −Rh

(u) (u,−1)

outside umbilical points of Hh (i.e., for all u ∈ S2 such that R1 (u) 6= R2 (u)).
We also know that the mean vector field of any surface X : Ω ⊂ S2 → L4,
u 7→ (Xi (u))

4
i=1 is given by

−→
HX = 1

2 (∆X) = 1
2 (∆Xi)

4
i=1, where ∆Xi is the

Laplace-Beltrami operator of the coordinate function in the intrinsic metric of
the surface. Therefore: ∀u ∈ S2�

{
u ∈ S2 |R1 (u) = R2 (u)

}
,

−→
Hx (u) = −

∆SR(1,h)

2
(
R2

(1,h) −Rh
) (u) (u,−1) =

∂2R(1,h)

R2
(1,h) −Rh

(u) (u,−1) ∈ R−→uL.

�

Proof of Theorem 8.2.1. The steps of the proof are the same as those in the
proof of Theorem 8.1.1. There is just some slight changes in formulas. For the
convenience of the reader, we resume below the different steps of the proof.

In this proof, ∇H (resp. ∇L) stands for the gradient on H2 (resp. L3
)
,

∆H for the Laplace-Beltrami operator on H2, and � for the d’Alembertian (or
wave operator) on L3. Let (x1, x2, x3) be the standard coordinates on L3. For
all differentiable function ψ : L3 → R and all x ∈ L3, ∇Lψ (x) thus denote

the vector with entries
(
∂ψ
∂x1

(x) , ∂ψ∂x2 (x) ,− ∂ψ
∂x3

(x)
)
in L3. For its part, the

d’Alembertian has the form � := ∂2

∂x21
+ ∂2

∂x22
− ∂2

∂x23
. Besides, the Laplace-Beltrami

operator of a vector function X : H2 →M4, u 7→ (Xi (u))
4
i=1 is understood to

be the vector function ∆HX : H2 → M4, u 7→ (∆HXi (u))
4
i=1, where ∆HXi

is the Laplace-Beltrami operator of the coordinate function Xi in the intrinsic
metric on H2, (1 ≤ i ≤ 4).

(i) For all t ∈ R, let x : H2 →M4 be any C∞ map such that

x (v) ∈ Lh+t (v) := {lh+t (v)}+ RvL,
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for all v ∈ H2. Then there exists some λ ∈ C∞
(
S2;R

)
such that x is of the

form

Xλ : H2 →M4

v 7→ (∇Hh (v) ,−h (v)− t) + λ (v) (v,−1) = (xh (v) + f (v) v,−f (v)− t) ,

where f := h+ λ. For all v ∈ H2, we have:

∆HXλ (v) = (∆Hxh (v) + ∆H (f (v) v) ,− (∆Hf) (v)) .

Now, ∆Hxh = ∆H (∇Lϕ) = � (∇Lϕ) = ∇ (�ϕ), where ϕ is the positively
1-homogeneous extension of h to U =

{
x ∈ L3 |〈x, x〉L < 0

}
, that is,

ϕ (v) := ‖x‖L h
(

x

‖x‖L

)
,

for x ∈ U , where ‖x‖L :=
√
−〈x, x〉L. Indeed, ∇ϕ is positively 0-homogeneous

on U and equal to xh on H2. Thus

〈∆Hxh (v) , v〉L = − (�ϕ) (v) = (−∆Hh+ 2h) (v) ,

for v ∈ H2, since �ϕ is positively −1-homogeneous on U . Besides, we have:

∆H (f (v) v) = (∆Hf) (u)u+ 2 (〈(∇Hf) (v) , (∇Hxi) (v)〉L)
3
i=1

+ f (v) (∆H idH2) (v)

= (∆Hf + 2f) (v) v + 2 (∇Hf) (v) ,

for all v ∈ H2. Therefore, we have:

〈∆HXλ (v) , vM 〉M = 0 ⇔ (−∆Hh+ 2h) (v)− (∆Hf + 2f) (u) + (∆Hf) (v) = 0
⇔ − (−∆Hh+ 2h) (u)− 2 (h+ λ) (v) = 0
⇔ λ = − 1

2 (∆Hh) (v) ,

for all v ∈ H2. Thus

x (v) = Xλ (v) = lh+t (v)− (∆Hh) (v)

2
(v,−1) = lh+t (v) + δ (∂h) (v) ,

for all v ∈ H2.

(ii) We know that x (v) = (xh (v) , t) − R(−1,h) (v) (v,−1) for all v ∈ H2,
where R(−1,h) := −h + ∆Hh

2 = 1
2 (R1 +R2) is the mean radius of principal

curvature of Hh. From this we deduce that

(Tvx) (w) = ((Tvxh) (w) , 0)−
(
dR(−1,h)

)
v

(w) (v,−1)−R(−1,h) (v) (w, 0) ;

and thus that

〈(Tvx) (w) , (Tvx) (w)〉M =
〈
(Tuxh) (v)−R(1,h) (u) v, (Tuxh) (v)−R(1,h) (u) v

〉
,
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for all w ∈ TvH2. Now, considering an orthonormal basis (e1, e2) of TvH2 made
of eigenvectors of Tvxh (i.e., (Tvxh) (ei) = Ri (v) ei for i ∈ {1, 2}), we conclude
that: ∀w ∈ TvH2,

(x∗g)v (w,w) := 〈(Tvx) (w) , (Tvx) (w)〉L =
1

4
(R1 −R2) (u)

2
gH (v, v) .

(iii) We know that: ∀v ∈ H2, x (v) = (xh (v) ,−t) − f (v) (v,−1), where
f = R(−1,h). From this, we deduce that: ∀v ∈ H2,

(∆Hx) (v) = (∆Hxh (v)−∆H (f (v) v) , (∆Hf) (v)) .

Now: ∀v ∈ H2, ∆H (f (v) v) = (∆Hf + 2f) (v) v + 2 (∇Hf) (v), (see above the
proof of (i)). Besides, ∆Hxh = ∆H (∇Lϕ) = � (∇Lϕ) = ∇ (�ϕ), where ϕ is
the positively 1-homogeneous extension of h to U =

{
x ∈ L3 |〈x, x〉L < 0

}
(see

ib.), so that ∆Hxh (v) = ∇H (�ϕ) (v) + (�ϕ) (v) v = 2 (∇Hf (v) + f (v) v) for
all v ∈ H2, since �ϕ is positively −1-homogeneous on U , and equal to 2f on
H2. Therefore: ∀v ∈ H2,

(∆Hx) (v) = − (∆Hf) (v) (v,−1) = −
(
∆HR(−1,h)

)
(v) (v,−1) ∈ R−→vM .

Above, we have demonstrated that x∗g = 1
4 (R1 −R2) (v)

2
gH =

(
R2

(−1,h) −Rh
)
gH ,

where Rh := R1R2 is the curvature function of Hh, and that (∆Hx) (v) =
−
(
∆HR(−1,h)

)
(v) (v,−1) for all v ∈ H2. Therefore

(∆x∗gx) (v) = −
∆HR(−1,h)

R2
(−1,h) −Rh

(v) (v,−1)

outside umbilical points of Hh (i.e., for all v ∈ H2 such that R1 (v) 6= R2 (v)).
We also know that the mean vector field of any surface X : Ω ⊂ H2 → M4,
v 7→ (Xi (v))

4
i=1 is given by

−→
HX = 1

2 (∆HX) = 1
2 (∆HXi)

4
i=1, where ∆HXi is

the Laplace-Beltrami operator of the coordinate function in the intrinsic metric
of the surface. Therefore: ∀v ∈ H2�

{
v ∈ H2 |R1 (v) = R2 (v)

}
,

−→
Hx (v) = −

∆HR(−1,h)

2
(
R2

(−1,h) −Rh
) (v) (v,−1) =

∂2R(−1,h)

R2
(−1,h) −Rh

(v) (v,−1) ∈ R−→vM .

�

Let us now turn to the proofs of Theorem 8.1.2 and Theorem 8.1.5.

Proof of Theorem 8.1.2. Since the mixed curvature functionR : C∞
(
S2,R

)2 → R,
(f, g) 7→ R(f,g) is bilinear and symmetric, it follows that the same holds true for
the mixed Laguerre area
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L : (∂H)
2 7→ R

(∂f, ∂g) 7→
∫
S2

(
R(1,f)R(1,g) −R(f,g)

)
dσ.

Furthermore, for all ∂h ∈ ∂H, we have:

(s (∂h) = 0)⇐⇒ (Hh is totally umbilical)⇐⇒ (∂h = 0∂H) .

This completes the proof.
�

Proof of Theorem 8.1.5. For any h ∈ C4
(
S2,R

)
, we know from (ii) of

Theorem 8.1.1 (which remains true under our present smoothness assumption)
that x∗g = 1

4 (R1 −R2)
2
gS , where gS is the standard metric on S2, g the first

fundamental form on x
(
S2
)
, x∗g the pullback of g along x, and R1 (u) , R2 (u)

the principal radii of curvature of Hh at xh (u) for all u ∈ S2. Therefore

s (∂h) = −L (∂h) = −1

4

∫
S2

(R1 −R2)
2
dσ.

Now R1 = λ1 + h and R2 = λ2 + h, where λ1 (u), λ2 (u) denote the eigenvalues
of the Hessian of h at u for all u ∈ S2. Hence:

s (∂h) = −1

4

∫
S2

(λ1 − λ2)
2
dσ =

1

4

∫
S2

(
4 (∆22h)− (∆Sh)

2
)
dσ,

where ∆2 and ∆22 are respectively the Laplace-Beltrami operator and the
Monge-Ampère operator on S2 (that is, respectively the sum and the product
of the eigenvalues λ1, λ2 of the of h). From the equality∫

S2
Rhdσ =

∫
S2
h.R(1,h)dσ,

which is a direct consequence of the symmetry of the mixed volume, we obtain∫
S2

(∆22h) dσ = −1

2

∫
S2
h (∆Sh) dσ,

after development and simplification, and then∫
S2

(∆22h) dσ =
1

2

∫
S2

(∇h)
2
dσ =

∫
S2

(−→
∂h
)2

dσ

by integrating by parts. It follows that:

s (∂h) =

∫
S2

((−→
∂h
)2

−
(
∂2h

)2)
dσ

Note that the integration by parts formula for functions f, g ∈ C2
(
S2;R

)
can be written as
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∫
S2

−→
∂f.
−→
∂g dσ =

∫
S2
f
(
∂2g
)
dσ.

Therefore∫
S2

((−→
∂h
)2

−
(
∂2h

)2)
dσ =

∫
S2

((−→
∂h
)2

−−→∂h.
−−−−−→
∂
(
∂2h

))
dσ

=

∫
S2

−→
∂h.
−−−−−−−−→
∂
(
h− ∂2h

)
dσ

=

∫
S2

−→
∂h.
−−−−→
∂R(1,h) dσ,

since R(1,h) = h+ (∆Sh)
2 = h− ∆h

2 = h− ∂2h.
�

Curvature function of marginally trapped hedgehogs

In analogy to the cases of ordinary hedgehogs and convex bodies of R3,
we will say that a marginally trapped hedgehog H∂h of L4 has the curvature
function R−→∂h : S2 → R if its signed surface area measure

s∂h : B
(
S2
)
→ R

ω 7−→ −
∫
ω

(
R2

(1,h) −Rh
)
dσ,

where B
(
S2
)
is the Borel algebra on S2, has R∂h as a density with respect to

spherical Lebesgue measure σ. In other words, H∂h has the curvature function
R−→
∂h

= −
(
R2

(1,h) −Rh
)

= − 1
4 (R1 −R2)

2, where R1 and R2 are the principal

radii of curvature of Hh.

Proposition 8.3.1. Let h ∈ C∞
(
S2;R

)
. The curvature function of the mar-

ginally trapped hedgehog H∂h of L4 can be expressed in the form

R−→
∂h

=
−→
∂h2 +

−→
∂h. (∇ ◦ div)

(−→
∂h
)

+
1

2

((
div
−→
∂h
)2

− (div ◦∇)
(−→
∂h2

))
,

where div stands for the divergence operator on S2.

This expression of R−→
∂h
has to be compared with the following one, which

gives an expression for the curvature function of an ordinary hedgehog Hh of R3:

Rh = h2 + h (div ◦∇) (h) +
1

2

(
(tr Hh)

2 − tr
(
H2
h

))
,
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where tr stands for the trace operator and Hh is the Hessian of h. Of course,
as for ordinary hedgehogs of R3, we can define a mixed curvature function
for marginally trapped hedgehogs of L4:

R : (∂H)
2 → C∞

(
S2;R

)
,
(−→
∂f,
−→
∂g
)
7−→ R(−→

∂f,
−→
∂g
) :=

(
R(f,g) −R(1,f)R(1,g)

)
.

Proof of Proposition 8.3.1. We know that

R−→
∂h

= −1

4
(λ1 − λ2)

2
=

1

4

(
(tr Hh)

2 − 2tr
(
H2
h

))
,

where λ1 and λ2 are the eigenvalues ofHh. Now, in the present case, the classical
Bochner-Lichnerowicz-Weitzenböck formula can be rewritten in the form

∆S

(−→
∂h2

)
= 2
−→
∂h. (∇ ◦ div)

(−→
∂h
)

+ tr
(
H2
h

)
+ 2
−→
∂h2,

where ∆S = div ◦∇ is the Laplace-Beltrami operator on S2. Combining the
above formulas yields the desired result.

�

Now let us mention briefly how the curvature function of marginally trapped
hedgehogs of L4 is also involved in the volume of focal surfaces of ordinary
hedgehogs of R3. Let h ∈ C∞

(
S2;R

)
. The focal surface, say Fh, of Hh is

defined as the locus of the centers of principal curvature of Hh (or, which is
equivalent, as the envelope of its normal lines). In [M12], we defined the volume
of Fh by:

v (∇h) := −
∫
R3
iFh(x) dx,

where iF∇h(x) := 1 − 1
2N∇h(x), denoting by N∇h(x) the number of oriented

normal lines to Hh through x. Note that Fh and hence its volume only depend
on ∇h. In fact, from [M12, Theorems 2 and 3], we have:

v (∇h) =
4

3

∫
S2

(
−R−→

∂h

) 3
2 dσ

and the geometric inequality

4L (∂h)
3 ≤ 9πv (∇h)

2 .

Minkowski problem for marginally trapped hedgehogs

When restricting to the class of convex bodies of Rn+1 whose surface area
measures have a density with respect to spherical Lebesgue measure, the classi-
cal Minkowski problem can be formulated as that of the existence, uniqueness
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and regularity of convex bodies of this class whose curvature function is pre-
scribed (see e.g., [Sc3, Section 8.2] for more details, results and a complete bib-
liography). This Minkowski problem admits a natural extension to hedgehogs
of Rn+1, which we considered in [M14]. The extension to hedgehogs is much
more diffi cult since it involves the study of a Monge-Ampère equation of mixed
type (instead of a Monge-Ampère equation of elliptic type in the convex case).
Since we have defined the curvature function R−→

∂h
of any marginally trapped

hedgehog H∂h of L4 by analogy to the cases of hedgehogs and convex bodies
of R3, it is now natural to consider the analogue of the Minkowski problem for
marginally trapped hedgehogs (modulo some slight changes in the statement,
as in the Minkowski problem for ordinary hedgehogs, due for instance to the
fact that for any h ∈ C∞

(
S2;R

)
, ∂ (−h) and ∂h are the respective support

differentials of two marginally trapped hedgehogs H∂(−h) and H∂h of L4 that
have the same curvature function R−−−−→

∂(−h)
= R−→

∂h
and are such that

H∂(−h) = s (H∂h) ,

where s is the symmetry with respect to the origin in L4).
This problem is certainly very diffi cult since to solve it properly, it would

be necessary in particular to know if any convex closed and suffi ciently smooth
surface of R3 admits at least two umbilical points, that is, to have a complete
solution to the Caratheodory conjecture.
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9 Focal of hedgehogs in Rn+1 and concurrent nor-
mals conjecture

Unless explicitly states otherwise, the results of this section are essentially taken
from [M24].

9.1 Basics on focal of hedgehogs in Rn+1

9.1.1 Focal and normal lines of a C∞-hedgehog of Rn+1

Let Hh be a C∞-hedgehog of Rn+1. For all u ∈ Sn, the normal line to Hh
at xh (u) is defined to be the line passing through xh (u) and oriented by u;
this normal line N∇h (u) := {∇h (u)}+ Ru is the perpendicular to the support
hyperplane to Hh at xh (u). The focal set (or evolute) of Hh is the locus of
its centers of principal curvatures, or equivalently, the envelope of its normal
lines. This set is also the union of all the singular points of all the parallel
hedgehogs Hh+r, (r ∈ R). Since it only depends on the gradient of h, we will
denote it by F∇h. The focal (or evolute) F∇h of Hh is the singular hypersurface
of Rn+1 formed by all the principal centers of curvature of Hh and it consists
of n sheets F1

∇h, . . . ,Fn∇h corresponding respectively to the principal radii of
curvature R1

h, . . . , R
n
h of Hh, which we label so that R1

h ≤ R2
h ≤ . . . ≤ Rnh . For

all k ∈ [|1, n|], the sheet Fk∇h can be parametrized by

ck∇h : Sn → Rn+1, u 7→ ck∇h (u) = xh (u)−Rkh (u)u = ∇h (u)− λk∇h (u)u,

since xh (u) = ∇h (u) + h (u)u and Rih (u) =
(
λk∇h + h

)
(u), where ∇h (u) is

the gradient of h at u, and λ1
∇h (u) , . . . , λn∇h (u) are the respective eigenvalues

of the Hessian of Hh at u.
In most of the papers on concurrent normals to a convex body K with

a smooth boundary ∂K in Rn+1, the evolute of ∂K is also regarded as the
complement of the set of points x ∈ Rn+1 such that the square of the distance
function from x induces a Morse function on ∂K:

dx : ∂K → R
y 7→ ‖x− y‖2 ,

where ‖.‖ : Rn+1 → R+ is the Euclidean norm.
In this section, we will adopt another point of view. For any x ∈ Rn+1, we will
consider the support function of Hh with respect to x, that is hx : Sn → R,
u 7→ h (u)−〈x, u〉, and we will regard the evolute F∇h as the complement of set
of points x ∈ Rn+1 such that hx : Sn → R is a Morse function. In other words,
we will regard the evolute of Hh as the subset F∇h of Rn+1 on which the number
and nature of the critical points of hx change. We will make use of singularity
theory and Morse theory viewpoints in order to describe and summarize these
changes. In particular, we will make essential use of the following proposition.
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Proposition 9.1.1. Let Hh be a C∞-hedgehog of Rn+1, and let x ∈ Rn+1�F∇h.
For all u ∈ Sn, the normal line N∇h (u) to Hh at xh (u) is passing through x
if, and only if, ∇ (hx) (u) = 0. Thus, the number of normal lines to Hh passing
through x is given by

N∇h (x) = # {u ∈ Sn |∇ (hx) (u) = 0}

Proof of Proposition 9.1.1. The point {x} can be regarded as the hedgehog
with support function lx : Sn → R, u 7→ 〈x, u〉, and for all u ∈ Sn, we have:

x = lx (u)u+∇ (lx) (u) = 〈x, u〉u+ πu⊥ (x) ,

where πu⊥(x) is the orthogonal projection of x onto the linear hyperplane that
is orthogonal to u. Therefore, the hedgehog Hhx is the Minkowski difference
Hh − {x}, and for all u ∈ Sn, we have:

xhx (u) = hx (u)u+∇ (hx) (u) = xh (u)− x = hx (u)u+ (∇h (u)− πu⊥ (x)) ,

so that ∇ (hx) (u) = ∇h (u)− πu⊥ (x). Now, for all u ∈ Sn, we thus have:

(x ∈ N∇h (u)) ⇔ (∃r ∈ R, xh (u) + ru = x)
⇔ (∃r ∈ R, (hx (u) + r)u+∇h (u)− πu⊥ (x) = 0)
⇔ (∇h (u)− πu⊥ (x) = 0)⇔ (∇ (hx) (u) = 0) .

�

9.1.2 Singularity and Morse theories viewpoints

In this subsubsection, we essentially follow [PS, 9.1]. Given h ∈ C∞ (Sn;R), we
consider the following family of functions

Fh : URn+1 := Rn+1 × Sn → R
(x, u) 7→ hx (u) = h (u)− 〈x, u〉 .

The critical set (or catastrophe manifold) of Fh is the set

C∇h =

{
(x, u) ∈ URn+1

∣∣∣∣∂Fh∂u (x, u) = 0 i.e. ∇ (hx) (u) = 0

}
.

The catastrophe map χ := χ∇h is the restriction to the critical set C∇h of the
projection π : URn+1 → Rn+1, (x, u) 7→ x. The singularity set S∇h is the set of
points of C∇h at which the catastrophe map χ has rank less than n+ 1:
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S∇h : =
{

(x, u) ∈ C∇h
∣∣rk [T(x,u)χ

]
< N + 1

}
=

{
(x, u) ∈ C∇h

∣∣∃k ∈ [|1, n|] , x = ck∇h (u)
}

= {(x, u) ∈ C∇h |∃k ∈ [|1, n|] , 0 = ck∇h (u)− x = ck∇(hx) (u)

= ∇ (hx) (u)︸ ︷︷ ︸
=0

−λk∇(hx)(u)u


=

{
(x, u) ∈ C∇h

∣∣∣∃k ∈ [|1, n|] , λk∇(hx) (u) = 0
}

=
{

(x, u) ∈ C∇h
∣∣(det ◦∇2

)
(hx) (u) = 0

}
,

where ∇2 is the Hessian operator and thus M = det ◦∇2 the Monge-Ampère
one. It is thus the set of points (x, u) ∈ C∇h at which Fh : URn+1 → R has a
degenerate critical point. The bifurcation set of Fh : URn+1 → R is defined to
be the image of the singularity set S∇h under the catastrophe map χ. It is none
other than the focal F∇h of the hedgehog Hh in Rn+1 (and of any hedgehog
that is parallel to Hh, that is of the form Hh+λ, where λ ∈ R):

χ (S∇h) = F∇h =

n⋃
k=1

Fk∇h ,

where Fk∇h : = ck∇h (Sn) =
{
x ∈ Rn+1

∣∣∃u ∈ Sn, x = ck∇h (u)
}

=
{
x ∈ F∇h

∣∣∣∃u ∈ Sn, ∇ (hx) (u) = 0 and λk∇(hx) (u) = 0
}
.

Note that

Rn+1�F∇h =
{
x ∈ Rn+1 |hx : Sn → R is a Morse function

}
,

while the bifurcation set F∇h = χ (S∇h) is the subset of Rn+1 on which the
number and nature of the critical points of hx : Sn → R change (for by struc-
tural stability of Morse functions such a change can only occur passing through
a degenerate critical point). This can be of course be checked by a direct com-
putation.

Index of a point with respect to the focal Of course, every x belonging to
the unbounded connected component of Rn+1�F∇h lies on exactly two normal
lines to Hh. We have proved in Proposition 9.1 that, for every x ∈ Rn+1�F∇h,
the number of normal lines to Hh passing through x is given by:

N∇h (x) = # {u ∈ Sn |∇ (hx) (u) = 0} .

This number N∇h (x) is constant and even on any connected component of
Rn+1�F∇h [He2, Theorem 4], and it suddenly changes by two units every time
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x transversally crosses F∇h at a simple regular point, so that N∇h (x) is even
for any x ∈ Rn+1�F∇h. It is thus natural to define, for every x ∈ Rn+1�F∇h,
the index iF∇h(x) of x with respect to F∇h by putting:

iF∇h(x) := 1− 1

2
N∇h(x) ,

This index induces a transverse orientation of the regular part of F∇h (and thus
of any of its n sheets): F∇h is transversely oriented so that the number of normal
lines to Hh passing through x increases by two units when x transversally crosses
F∇h at a simple regular point in the direction of the transverse orientation.
Let x ∈ Rn+1�F∇h so that hx : Sn → R is a Morse function. Denote by

Cm (x) and CM (x) the respective numbers of critical points of index 0 and n
of this Morse function (that is, the respective numbers of its local minima and
maxima), and, for every i ∈ [|1, n− 1|], denote by Si (x) the number of its critical
points of index i. We know that the number of normal lines to Hh passing
through x is then given by:

N∇h (x) = # ({u ∈ Sn |∇ (hx) (u) = 0})

= Cm (x) +

n−1∑
i=1

Si (x) + CM (x)
(9.1)

Furthermore, by virtue of the Morse-Euler relationship, we have:

Cm (x) +

n−1∑
i=1

(−1)
i
Si (x) + (−1)

n
CM (x) = χ (Sn) , (9.2)

where χ (Sn) is the Euler characteristic of Sn (i.e., 1 + (−1)
n
).

From (9.1) and (9.2), we can immediately deduce that:

iF∇h(x) :=



−
p∑
l=1

S2l−1 (x) if n = 2p ∈ 2Z∗

1−
(
Cm +

p∑
l=1

S2l

)
(x) , or equivalently,

1−
(
CM +

p−1∑
l=0

S2l+1

)
(x) if n− 1 = 2p ∈ 2Z∗,

(9.3)

Index decomposition For any k ∈ [|1, n|], assume that x moves and transver-
sally crosses the kth sheet Fk∇h of F∇h at a simple regular point of Fk∇h in the
direction of the transverse orientation. We know this crossing of Fk∇h results
in a two-units increase in the number of normal lines to Hh passing through x
(i.e., in the number of critical points of hx : Sn → R). From the Morse-Euler
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relationship, the two new critical points of hx cannot be of the same index (since
the two indices must have different parities). Since, moreover, Fk∇h is given by

Fk∇h =
{
x ∈ F∇h

∣∣∣∃u ∈ Sn, ∇ (hx) (u) = 0 and λk∇(hx) (u) = 0
}
,

it appears that the two critical points of hx : Sn → R that arise at the mo-
ment of the crossing of Fk∇h have adjacent indices k − 1 and k, the sign of
the function λk∇(hx) : Sn → R being different at these two points. There-
fore, this crossing of Fk∇h has the effect of transforming the vector v (x) =
(Cm (x) , S1 (x) , . . . , Sn−1 (x) , CM (x)) into the vector v (x) + ek−1 + ek, where
(e0, . . . , en) is the canonical basis of Rn+1.

Now, let us distinguish two cases according to the parity of n − 1. In both
cases, and for every x ∈ Rn+1�F∇h, we will split the index iF∇h(x) of x with
respect to the focal F∇h into the sum over k ∈ [|1, n|] of the (appropriately
defined) index iFk∇h(x) of x with respect to the kth sheet Fk∇h of F∇h.
In the case that n = 2p ∈2Z∗, define the indices iFk∇h(x), (k ∈ [|1, 2p|]), by

iF1∇h(x) = 1− Cm (x)

iF2∇h(x) = (Cm − S1) (x)− 1
...

iFp∇h(x) = (−1)
p−1

(
1−

(
Cm − S1 + . . .+ (−1)

p−1
Sp−1 (x)

))
iFp+1∇h

(x) = (−1)
p−1

(
1−

(
CM − S2p−1 + . . .+ (−1)

p−1
Sp+1 (x)

))
...

iF2p−1∇h
(x) = (CM − S2p−1) (x)− 1

iF2p∇h
(x) = 1− CM (x)

for all x ∈ R2p+1�F∇h, so that when x moves and transversally crosses the
kth sheet Fk∇h of F∇h at a simple regular point of Fk∇h in the direction of the
transverse orientation, then the index iFk∇h(x) decreases by one unit. Thus,
for every x ∈ R2p+1�F∇h, iFk∇h(x) can be interpreted as the index of x with

respect to Fk∇h equipped with its transverse orientation.
Note that, for every x ∈ R2p+1�F∇h, the 2p strong Morse inequalities, which
give lower bounds for the number of critical points of each index of the Morse
function hx : S2p → R in terms of the Betti numbers of S2p, can simply be
rewritten as: ∀k ∈ [|1, 2p|], iFk∇h(x) ≤ 0. In other words, these 2p indices are
nonpositive, and, for every k ∈ [|1, 2p|], the index iFk∇h(x) negatively measures

how far from equality we are in the kth strong Morse inequality when considering
the Morse function hx : S2p → R.
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Similarly, if n − 1 = 2p ∈ 2Z∗, define the indices iFk∇h(x) , (k ∈ [|1, 2p+ 1|]),
by 

iF1∇h(x) = 1− Cm (x)

iF2∇h(x) = (Cm − S1) (x)− 1
...

iFp+1∇h
(x) = (−1)

p

(
1−

(
Cm +

p∑
l=1

(−1)
l
Sl (x)

))
...

iF2p∇h
(x) = (CM − S2p−1) (x)− 1

iF2p+1∇h
(x) = 1− CM (x) .

.

for all x ∈ R2p+2�F∇h, so that when x moves and transversally crosses the
kth sheet Fk∇h of F∇h at a simple regular point of Fk∇h in the direction of the
transverse orientation, then the index iFk∇h(x) decreases by one unit. Thus,
for every x ∈ R2p+2�F∇h, iFk∇h(x) can be interpreted as the index of x with

respect to Fk∇h equipped with its transverse orientation.
Again, for every x ∈ R2p+2�F∇h, the 2p+1 strong Morse inequalities, which

give lower bounds for the number of critical points of each index of the Morse
function hx : S2p+1 → R in terms of the Betti numbers of S2p+1, can simply be
rewritten as: ∀k ∈ [|1, 2p+ 1|], iFk∇h(x) ≤ 0. These 2p+1 indices are nonpositive,
and, for every k ∈ [|1, 2p+ 1|], the index iFk∇h(x) negatively measures how far

from equality we are in the kth strong Morse inequality when considering the
Morse function hx : S2p+1 → R.

In both cases (n even or odd), using the Morse-Euler relationship we can
verify that:

Proposition 9.1.2. For every x ∈ Rn+1�F∇h, we have

iF∇h(x) =

n∑
k=1

iFk∇h(x) ,

and, for every k ∈ [|1, n|], iFk∇h(x) can be interpreted as the index of x with

respect to the kth sheet Fk∇h of F∇h equipped with its transverse orientation;
the index iFk∇h(x) negatively measures how far from equality we are in the kth

strong Morse inequality when considering the Morse function hx : Sn → R,
(k ∈ [|1, n|]).

We define the interior and the body of the focal F∇h by setting, respec-
tively,

Int (F∇h) :=
{
x ∈ Rn+1�F∇h |iF∇h(x) < 0

}
,
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and
K (F∇h) := F∇h ∪ Int (F∇h) .

Of course, for every k ∈ [|1, n|], we can also define the interior and the body of
the kth sheet Fk∇h of the focal by setting, respectively,

Int
(
Fk∇h

)
:=
{
x ∈ Rn+1�Fk∇h

∣∣∣iFk∇h(x) < 0
}
,

where iFk∇h(x) is defined as indicated above, and

K
(
Fk∇h

)
:= Fk∇h ∪ Int

(
Fk∇h

)
.

It has been proved that arbitrarily close to the center of the minimal spherical
shell of a convex body K ⊂ Rn+1 with support function h ∈ C∞ (Sn;R), there
exists points x ∈ Rn+1�F∇h such that Cm (x) ≥ 2 and CM (x) ≥ 2 [He2,
Lemma 3], so that iF1∇h(x) = 1−Cm (x) ≤ −1 and iFn∇h(x) = 1−CM (x) ≤ −1.
In other words, we have:

Int
(
F1
∇h
)
∩ Int (Fn∇h) 6= ∅.

9.1.3 Singular locus of the focal F∇h of Hh ⊂ Rn+1

Here Hh is a hedgehog of Rn+1 such that h ∈ C∞ (Sn;R). When two principal
radii of curvature Rkh, R

l
h of Hh coincide at a point u ∈ Sn, then the corre-

sponding sheets Fk∇h, F l∇h of F∇h intersect at ck∇h (u) = cl∇h (u), and this point
is a singular point of both sheets Fk∇h, F l∇h. When all the principal radii of
curvature are pairwise distinct at u ∈ Sn, the focal F∇h is locally the union of n
disjoint patches of hypersurfaces, parametrized by the maps ck∇h : Sn → Rn+1,
u 7→ xh (u)−Rkh (u)u, (k ∈ [|1, n|]). Let us examine the regularity of these patches
at their point corresponding to u. In the case that the principal radii of curva-
ture are pairwise distinct at u ∈ Sn, there exists an orthonormal basis of TuSn
consisting of eigenvectors v1, . . . , vn of the tangent map Tuxh associated respec-
tively with R1

h (u) , . . . , Rnh (u): ∀k ∈ [|1, n|], (Tuxh) (vk) = Rkh (u) vk. For every
k ∈ [|1, n|], we have then:

∂ck∇h
∂vk

(u) = (Tuxh) (vk)−
(
∂Rkh
∂vk

(u)u+Rkh (u) vk

)
= −∂R

k
h

∂vk
(u)u,

and for every l ∈ [|1, n|]� {k},

∂ck∇h
∂vl

(u) = (Tuxh)(vl)−
(
∂Rkh
∂vl

(u)u+Rkh (u) vl

)
=
(
Rlh −Rkh

)
(u) vl − ∂Rkh

∂vl
(u)u.

Denote by B the orthonormal system (u, v1, . . . , v̂k, . . . , vn), where the hat over
the term vk means that it must be omitted. A straightforward computation
shows that
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detB

[(
∂ck∇h
∂vk

,
∂ck∇h
∂v1

, . . . ,
∂̂ck∇h
∂vk

, . . . ,
∂ck∇h
∂vn

)
(u)

]
,

where the hat means again that the corresponding term must be omitted, is
equal to

−∂R
k
h

∂vk
(u)

∏
1 ≤ l ≤ n
l 6= k

(
Rlh −Rkh

)
(u) .

Thus:

Proposition 9.1.3. For every k ∈ [|1, n|] and every u ∈ Sn, ck∇h (u) is a singular
point of Fk∇h if, and only if, one of the following two conditions is satisfied:

· Rkh(u) is an eigenvalue of multiplicity at least 2 of the tangent map Tuxh;

· Rkh (u) is a simple eigenvalue of Tuxh, and
∂Rkh
∂vk

(u) = 0, vk being a unit eigen-
vector of Tuxh associated with Rkh(u).

For every k ∈ [|1, n|], the singular locus of the kth sheet Fk∇h of F∇h is thus
given by:

Sing
(
Fk∇h

)
= ck∇h (Sk) ,

where Sk is the set of point u ∈ Sn that satisfy one of the two conditions of the
above proposition; and the singular locus of the focal F∇h is of course defined
by:

Sing (F∇h) :=

n⋃
k=1

Sing
(
Fk∇h

)
.

The three-dimensional case

Corollary 9.1.1. Let Hh be a hedgehog of R3 such that h ∈ C∞
(
S2;R

)
, and

let u ∈ S2 be such that

R1
h (u) = 0, R2

h (u) 6= 0 and
∂R1

h

∂v1
(u) 6= 0(

resp. R2
h (u) = 0, R1

h (u) 6= 0 and
∂R2

h

∂v1
(u) 6= 0

)
,

where (v1, v2) is an orthonormal basis of TuS2 made of eigenvectors v1, v2 of
Tuxh associated respectively with R1

h (u), R2
h (u). Then, xh (u) is equal to c1∇h (u)

(resp. c2∇h (u)
)
, which is a regular point of F1

∇h (resp. F2
∇h
)
, and a regular

point of a cuspidal edge of Hh.
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Proof of Corollary 9.1.1. The first part of the corollary is a straightforward
consequence of the proposition. Now, let (i, j) = (1, 2) (resp. (i, j) = (2, 1)) so
that:

Rih (u) = 0, Rjh (u) 6= 0 and
∂Rih
∂vi

(u) 6= 0.

Since Rh (u) = 0 and ∇Rh (u) 6= 0, the level set Rh can be parametrized as
a regular smooth curve Γ in a neighbourhood of u on S2. Let γ : I → S2,
t 7→ γ (t) be this regular parametrization of Γ, and let t0 ∈ I be such that
γ (t0) = u and γ′ (t0) = λ1v1 +λ2v2, where (λ1, λ2) ∈ R2� {(0, 0)}. Since Rh ◦γ
is identically equal to zero on I, we have (Rh ◦ γ)

′
(t0) = 〈∇Rh (u) , γ′ (t0)〉 = 0.

On the other hand, ∂R
i
h

∂vi
(u) := 〈∇Rh (u) , vi〉 6= 0. Therefore γ′ (t0) is not co-

linear to vi, and thus λj 6= 0. As a result (xh ◦ γ)
′
(t0) = (Tuxh) (γ′ (t0)) =

λiR
i
h (u) vi+λjR

j
h (u) vj 6= 0, that is u = γ (t0) is a regular point of the cuspidal

edge xh (Γ). �

Note in passing that any cuspidal edge of Hh is locally separating a hyper-
bolic region from an elliptic one.

9.1.4 Volume of the focal F∇h of Hh in Rn+1

Here again Hh is a hedgehog of Rn+1 such that h ∈ C∞ (Sn;R). We can define
the (absolute) volume of its focal F∇h , and, for any k ∈ [|1, n|] the one of the
kth sheet Fk∇h of F∇h, to be respectively

v (F∇h) := −
∫
Rn+1

iF∇h(x) dx, and v
(
Fk∇h

)
:= −

∫
Rn+1

iFk∇h(x) dx,

where the integrals are with respect to the Lebesgue measure on Rn+1. By the
index decomposition, we thus have:

v (F∇h) =

n∑
k=1

v
(
Fk∇h

)
.

In the case where Hh ⊂ R3, the volume of F∇h had already been introduced
by the author in [M12], where the following is proved.

Theorem [M12]. Let Hh be a hedgehog of R3 such that h ∈ C∞
(
S2;R

)
. The

volume of its focal F∇h is given by

v (F∇h) =
1

6

∫
S2
|R1 −R2|3 dσ,

where σ is the spherical Lebesgue measure on S2, and R1 (u), R2 (u) are the
principal radii of curvature of Hh at xh (u). Besides, the map

v : H :=
{
∇h
∣∣h ∈ C4

(
S2;R

)}
→ R+, ∇h 7−→ v (F∇h)

1
3
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is a norm on the real vector space of families of parallel hedgehogs with support
function of class C4 in R3.

9.2 Introduction to the concurrent normal conjecture

It is conjectured that any convex body in n-dimensional Euclidean space Rn has
an interior point lying on normals through 2n distinct boundary points. Using
the existence of a minimal spherical shell for any convex body and, a combi-
nation of Morse theory and approximation, E. Heil has proved this concurrent
normals conjecture for n = 2 and n = 3 in [He1, He1c, He2]. For n = 4, J.
Pardon put forward a proof of the conjecture under a smoothness assumption
on the boundary [Par]. For n ≥ 5, it is only known that any convex body in
Rn has an interior point lying on normals through six distinct boundary points.
However Zamfirescu has shown that, in the sense of Baire category based on
the Hausdorff distance between convex sets, most interior points of most convex
bodies lie on infinitely many normals [Za]. For n ∈ {3, 4}, we will prove in this
section that any normal through a boundary point to any convex body K (with
a smooth enough support function) in Rn passes arbitrarily close to the set of
interior points of K ∪ L lying on normals through at least 6 distinct points of
∂K, where L is the body bounded by the smallest convex parallel hypersurface
to ∂K whose unit normal points in the opposite direction. Motivated by this
work, Grebennikov and Panina gave a proof of almost the same fact for any
n ≥ 3 via bifurcation theory [GP].

9.2.1 Our setting and tools

In this section, we assume for the sake of simplicity of the presentation that
the support function is C∞ but our results remain true provided that the sup-
port function is smooth enough (say at least of class C4). Actually, our main
arguments essentially relies on the Morse lemma, which remains true for C2-
functions [Ost], and on elementary properties of the focal of the boundary.
In most of the papers on concurrent normals to a convex body K with a

smooth boundary ∂K in Rn+1, the focal (or evolute) of ∂K is regarded as the
complement of the set of points x ∈ Rn+1 such that the square of the distance
function from x induces a Morse function on ∂K. In this paper, we will adopt
another point of view. For any x ∈ Rn+1, we will consider the support function
of ∂K with respect to x, that is hx : Sn → R, u 7→ h (u) − 〈x, u〉, where
h : Sn → R is the support function of K, and we will regard the evolute of ∂K
as the complement of set of points x ∈ Rn+1 such that hx : Sn → R is a Morse
function.
We will also make intensive use of hedgehogs of Rn+1, which are the (possibly

singular and self-intersecting) hypersurfaces of Rn+1 that are parametrized by
their Gauss map and parallel to some C2 convex hypersurface in Rn+1. For
h ∈ C∞ (Sn;R), and u ∈ Sn, the normal line to the hedgehog Hh at xh (u) is
defined to be the line passing through xh (u) and oriented by u; this normal line
N∇h (u) := {∇h (u)} + Ru is the perpendicular to the support hyperplane to
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Hh at xh (u). Recall that the focal set (or evolute) F∇h of Hh is defined as the
locus of its centers of principal curvatures, or equivalently, as the envelope of
its normal lines (N∇h (u))u∈Sn .

9.2.2 Our main statements

For n + 1 = 3, we will prove the following result which will turn out to be a
refinement of Heil’s theorem.

Theorem 9.2.1. Let Hh be a hedgehog of R3 such that h ∈ C∞
(
S2;R

)
, and

let F∇h denote its focal surface. If u ∈ S2 is such that the normal line N∇h (u)
to Hh at xh (u) does not meet the singular locus of F∇h, then there exists some
r ∈ R such that xh−r (u) = xh (u)− ru ∈ N∇h (u) is an (at least) double hyper-
bolic point of Hh−r.

Here, “xh−r (u) = xh (u) − ru ∈ N∇h (u) is an (at least) double hyperbolic
point of Hh−r”means that there exists v ∈ S2� {u}, such that:

xh−r (u) = xh−r (v) , Rh−r (u) < 0, and Rh−r (v) < 0

where Rh−r is the curvature function of Hh−r (that is, the inverse 1/κh−r of
the Gauss curvature κh−r of Hh−r).
We will deduce the following reformulation of Heil’s theorem without making

use of the notion of a minimal spherical shell.

Corollary 9.2.1 (Heil’s theorem [He1, He1c]). Let Hh be a hedgehog of R3

such that h ∈ C∞
(
S2;R

)
. Either there exists a point of R3 lying on infinitely

many normals to Hh or there exists an open set formed by points of R3�F∇h
lying on at least 6 normals to Hh.

We will in fact prove the following stronger result.

Corollary 9.2.2 Let Hh be a hedgehog of R3 such that h ∈ C∞
(
S2;R

)
. If

there does not exist a point of R3 lying on infinitely many normals to Hh, then
infinitely many normals to Hh do not meet the singular locus of F∇h, and any
one of them meets the closure of{

x ∈ R3�F∇h |N∇h (x) ≥ 6
}
,

where N∇h(x) denotes the number of normal lines to Hh passing through x.

The focal (or evolute) F∇h of Hh is the singular hypersurface of Rn+1

formed by all the principal centers of curvature of Hh and it consists of n
sheets F1

∇h, . . . ,Fn∇h corresponding respectively to the principal radii of curva-
ture R1

h, . . . , R
n
h of Hh, which we label so that R1

h ≤ R2
h ≤ . . . ≤ Rnh . In Subsect.

9.1, we introduced for each k ∈ [|1, n|] the index of a point x ∈ Rn+1�F∇h with
respect to the kth sheet Fk∇h of F∇h, and the interior Int

(
Fk∇h

)
of this sheet.
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Under the assumptions of Corollary 9.2.2, we will in fact prove that any normal
to Hh that does not meet the singular locus of F∇h meets the closure of the
nonempty interiors of both sheets of the focal.

We will obtain the following result as a corollary of our Theorem 9.3.3 stated
and proved in Subsect 9.3.

Theorem 9.2.2. Let Hh be a hedgehog of R4 such that h ∈ C∞
(
S3;R

)
, let

F∇h denote its focal surface, and let F2
∇h be its second sheet. For all x ∈

R4�F∇h, we have:(
x ∈ Int

(
F2
∇h
))
⇐⇒

(
hx : S3 → R admits a smooth
level surface with nonzero genus

)
.

The following theorem is an adaptation of Theorem 9.2.1 to dimension 4.

Theorem 9.2.3. Let Hh be a hedgehog of R4 such that h ∈ C∞
(
S3;R

)
, and

let F∇h denote its focal surface. If u ∈ S3 is such that the normal line N∇h (u)
to Hh at xh (u) does not meet the singular locus of F∇h, then there exists
(r1, r2) ∈ R2 such that, for each i ∈ [|1, 2|], xh−ri (u) = xh (u) − riu is an (at
least) type i double hyperbolic point of Hh−ri .

Corollary 9.2.3. Let Hh be a hedgehog of R4 such that h ∈ C∞
(
S3;R

)
. If

there does not exist a point of R4 lying on infinitely many normals to Hh, then
infinitely many normals to Hh do not meet the singular locus of F∇h and any
one of them meets the closure of{

x ∈ R4�F∇h |N∇h (x) ≥ 6
}
,

where N∇h(x) denotes the number of normal lines to Hh passing through x;
more precisely, any one of these normals meets the closures of

Int
(
F1
∇h
)
∩ Int

(
F2
∇h
)

and Int
(
F2
∇h
)
∩ Int

(
F3
∇h
)
.

Finally, we will prove that it is not true that for any convex body K of
R4, there are at least 8 normal lines passing through the center of the minimal
spherical shell of K (Theorem 9.5.6).

9.3 The three-dimensional case

9.3.1 ih-index and usual transverse orientation

Recall that any hedgehogHh of Rn+1 is a (possibly singular and self-intersecting)
parametrized hypersurface xh : Sn → Hh ⊂ Rn+1 that is equipped with the
transverse orientation defined as follows: at each regular point xh (u) of Hh, the
usual transverse orientation of Hh is given by the normal vector sgn [Rh (u)]u,
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where sgn is the sign function and Rh := 1/κh the curvature function of Hh
(κh denoting the Gauss curvature of Hh). As already mentioned, the Kronecker
index ih (x) of a point x ∈ Rn+1�Hh with respect to Hh can be defined as the
degree of the map

U(h,x) : Sn → Sn, u 7−→ xh(u)− x
‖xh(u)− x‖ ,

and interpreted as the algebraic intersection number of an oriented half-line
with origin x with the hypersurface Hh equipped with its usual transverse ori-
entation (number independent of the oriented half-line for an open dense set
of directions). The usual transverse orientation and the Kronecker index are
thus mutually associated. It is worth noting that if we let h̃ (u) = −h (−u)
for all u ∈ Sn, where h ∈ C2 (Sn;R), then the hedgehogs Hh = xh (Sn) and
Hh̃ = xh̃ (Sn) are identical as hypersurfaces of Rn+1 except that they have
opposite transverse orientations when n+ 1 is odd. Indeed

xh̃ (−u) = xh (u) for all u ∈ Sn,

but
sgn

[
Rh̃ (−u)

]
(−u) = (−1)

n+1
sgn [Rh (u)]u,

and thus
ih̃ (x) = (−1)

n+1
ih (x) for all x ∈ Rn+1�Hh.

For n+ 1 = 3, we already proved the following result in Subsect. 2.8:

Theorem 2.8.2. Let Hh be a hedgehog of R3 such that h ∈ C2
(
S2;R

)
. Then,

for all x ∈ R3�Hh, we have:

ih (x) = r+
h (x)− r−h (x) ,

where r−h (x) (resp. r+
h (x)

)
denotes the number of connected components of

S2�h−1
x ({0}) on which hx is negative (resp. positive).

Since the usual transverse orientation does depend on the orientation of
normal lines to xh

(
S2
)

= xh̃
(
S2
)
in R3, we also call it ‘the relative transverse

orientation’of Hh in R3, so as to distinguish it from ‘the absolute transverse
orientation’, which corresponds to the jh-index.

9.3.2 jh-index and absolute transverse orientation

In Subsect. 2.9, we introduced the following notion of index of a point x ∈
R3�Hh with respect to Hh:

jh (x) := 1− ch (x) ,

where ch (x) is the number of connected components of (hx)
−1

({0}) on S2, that
is the number of closed spherical curves formed by points u ∈ S2 such that x
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belongs to the support hyperplane of Hh at xh (u). Moreover, we saw that this
jh-index corresponds to the transverse orientation of Hh that is such that when-
ever xh (u) is a simple regular point of Hh, then the normal line to Hh at xh (u),
is oriented in the direction that jh decreases by one unit. Since this transverse
orientation of Hh does not depend on the choice of the orientation of normal
lines to xh

(
S2
)

= xh̃
(
S2
)
, we called it ‘the absolute transverse orientation’of

Hh. The reading of Subsubsect. 2.9.1 will be essential for understanding the
rest of this subsection. We remind that the absolute transverse orientation can-
not change on elliptic regions (i.e., on regions on which the Gauss curvature of
Hh remains positive) since it is then simply given by the direction of convexity.
For our present study, the crucial point is that a hedgehog of R3 may admit re-
versals of its absolute transverse orientation along certain of its self-intersection
curves formed by double hyperbolic points However, and this is the key point,
such a reversal will not necessarily occur on any curve of hyperbolic double
points of Hh but only on certain of them: it depends on the global geometry of
the hedgehog

Absolute body of Hh in R3

We call absolute body of Hh in R3, and we denote by Kh, the set

Kh := Hh ∪ Int (Hh) ,

where Int (Hh) :=
{
x ∈ R3�Hh |jh (x) 6= 0

}
.

Comparison to the body of F∇h in R3

Proposition 9.3.1. Let Hh be a hedgehog of R3 such that h ∈ C∞
(
S2;R

)
.

We have iF∇h ≤ jh on R3� (Hh ∪ F∇h).

Proof. Let x ∈ R3� (Hh ∪ F∇h). Denote by A a connected component of
S2� (hx)

−1
({0}), and by bA the number of connected component of its bound-

ary in S2. Now, denote by CA (x) (resp. SA (x)) the number of local extrema
(resp. saddle points) of hx in A. We know that:

CA (x)− SA (x) = 2− bA,

since the Euler characteristic of A is given by χ (A) = 2 − bA. Thus the
number NA (x) = CA (x) + SA (x) of critical points of hx in A is such that
NA (x) = bA + 2 (CA (x)− 1) ≥ bA. Therefore N∇h (x) =

∑
ANA (x) ≥∑

A bA = 2ch (x), where the sums are taken over the set of connected com-
ponents of S2� (hx)

−1
({0}). Thus:

iF∇h (x) = 1− N∇h (x)

2
≤ 1− ch (x) = jh (x) .

�
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Corollary 9.2.4. If the mean of h ∈ C∞
(
S2;R

)
on S2 is equal to 0, then the

absolute body Kh of Hh is included in the body K (F∇h) of its focal (since in
this case (hx)

−1
({0}) is nonempty for all x ∈ R3).

9.3.3 Proofs of Theorem 9.2.1 and Corollary 9.2.2

Proof of Theorem 9.2.1. We have assumed that N∇h (u) does not meet
the singular locus of F∇h, and we want to prove that there exists some r ∈ R
such that xh−r (u) is an at least double hyperbolic point of Hh−r. We thus
consider the family (Hh−r)r∈R of the hedgehogs that are parallel to Hh. Note
that the point xh−r (u) = ∇h (u) + (h (u)− r)u describes the entire normal line
N∇h (u) when r describes the entire real line. Our proof relies on the comparative
evolution of the absolute and relative transverse orientations ofHh−r at xh−r (u)
when r describes the entire real line.
Define a function εuh : R → {−1, 0, 1} as follows: put εuh (r) = 1 if both

transverse orientations of Hh−r are well defined and identical at xh−r (u); put
εuh (r) = −1 if both transverse orientations of Hh+r are well defined and op-
posite at xh−r (u); finally put εuh (r) = 0 if one the two transverse orientations
cannot be defined at xh−r (u). If xh−r (u) is a simple elliptic point of Hh−r,
the relative transverse orientation of Hh−r at xh−r (u) is given by u, whereas
the absolute one is given by the direction of convexity at xh−r (u), that is by(
R1
h−r +R2

h−r
)

(u)u, with R1
h−r (u), R2

h−r (u) being the principal radii of cur-
vature of Hh−r at xh−r (u). In other words, we have in this case:

εuh (r) = sgn
[(
R1
h−r +R2

h−r
)

(u)
]

= sgn
[(
R1
h +R2

h

)
(u)− 2r

]
.

In fact this definition makes sense for any r ∈ R such that Rh−r (u) > 0 (i.e.,
such that xh−r (u) is an elliptic point of Hh−r). Note we have thus

εuh (r) =

{
1 if r < R1

h (u)

−1 if r > R2
h (u)

(since Rh−r (u) =
(
R1
h−rR

2
h−r
)

(u) =
(
R1
h (u)− r

) (
R2
h (u)− r

)
> 0 if r /∈[

R1
h (u) , R2

h (u)
]
), so that εuh : R→ {−1, 0, 1} has a sign change on

[
R1
h (u) , R2

h (u)
]
.

If r ∈
{
R1
h (u) , R2

h (u)
}
, then Rh−r (u) = 0 so that xh−r is a singular point

of Hh−r, and thus a point of F∇h (namely, c1∇h (u) or c2∇h (u)
)
. Since N∇h (u)

does not contain any singular point of F∇h, xh−r (u) is then a regular point of a
cuspidal edge xh−r (Γ) (see Subsubsect. 9.1.3), which is separating a hyperbolic
region of Hh−r from an elliptic one, and a sign change of εuh cannot occur at such
a point. In fact, we still could define εuh (r) by εuh (r) = sgn

[(
R1
h−r +R2

h−r
)

(u)
]

in order to be consistent with the changes of the ih−r and jh−r indices at the
points of the adjacent elliptic region.

Finally, let us come to the case where r ∈
]
R1
h (u) , R2

h (u)
[
. We then have

R1
h−r (u) = R1

h (u) − r < 0 and R2
h−r (u) = R2

h (u) − r > 0 so that xh−r (u)
is a hyperbolic point of Hh−r: Rh−r (u) = R1

h−r (u)R2
h−r (u) < 0. If xh−r (u)
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is moreover a single point of Hh−r, then for any ρ that is close enough to r
in
]
R1
h (u) , R2

h (u)
[
, xh−ρ (u) is a hyperbolic point of Hh−ρ, and the configura-

tion of hxh−ρ(u) (R−), hxh−ρ(u) ({0}) and hxh−ρ(u) (R+) on S2 is qualitatively the
same that the one of hxh−r(u) (R−), hxh−r(u) ({0}) and hxh−r(u) (R+), so that
there is no sign change of εuh at r in such a case (see the relationships between
ih (x), jh (x) and r−h (x), r+

h (x), ch (x) that we have recalled above). Therefore,
if a sign change of εuh occurs at r ∈

]
R1
h (u) , R2

h (u)
[
, then the hyperbolic point

xh−r (u) of Hh−r is a multiple point of Hh−r. Now, a sign change of εuh at
r ∈

]
R1
h (u) , R2

h (u)
[
cannot be due to the fact that x = xh−r (u) is also an ellip-

tic point xh−r (v) or a singular point xh−r (v) of Hh−r, which must be a regular
point of a cuspidal edge of Hh−r since by assumption N∇h (u) does not meet
Sing (F∇h). Indeed, if x = xh−r (u) is such a point xh−r (v), then there exists
a a neighborhood V of v in S2 such that the absolute transverse orientation of
xh−r (V) is fully determined by the direction of convexity on its elliptic part, so
that no change of this absolute transverse orientation can be due to the crossing
with the image under xh−r of a neighborhood of u in S2. Thus, in the present
case, if a sign change of εuh occurs at r then xh−r (u) is an (at least double)
hyperbolic point of Hh−r, which achieves the proof. �

Our proof of Corollary 2.9.2 will make use of the following remark.

Remark. Let Hh be a hedgehog such that h ∈ C∞
(
S2;R

)
. For any u ∈ S2

such that x = xh (u) ∈ R3�F∇h, denote by F (∇hx) the foliation of S2 by the
level lines of hx : S2 → R. For any such u ∈ S2, we have:

(u is a saddle point of F(∇hx))⇐⇒ (x = xh(u) is a hyperbolic point of Hh).

Proof of corollary 9.2.2. Assume first that there exists some u ∈ S2 such
that N∇h (u) ∩ Sing (F∇h) = ∅. We then know from Theorem 2.9.1 that there
exists some r ∈ R such that xh−r (u) = xh (u) − ru ∈ N∇h (u) is an (at least)
double hyperbolic point of Hh−r: that is, there exists v ∈ S2� {u}, such that:

xh−r (u) = xh−r (v) , Rh−r (u) < 0, and Rh−r (v) < 0.

If this point x = xh−r (u) belongs to R3�F∇h, then

iF∇h (x) = −S (x) ≤ −2,

where S (x) is the number of saddle points of F (∇hx) (see (9.3) and the remark
just above), and thus N∇h (x) = 2 (1− iF∇h (x)) ≥ 6. In that case, knowing
that N∇h remains constant on each component of R3�F∇h, there thus exists
an open set formed by points of R3�F∇h lying on at least 6 normal lines to
Hh. To reach the same conclusion in the case where x = xh−r (u) ∈ F∇h, it
suffi ces to prove that, arbitrarily close to x, there exists points y ∈ R3�F∇h
such that iF∇h (y) = −S (y) ≤ −2, and thus N∇h (y) = 2 (1− iF∇h (y)) ≥ 6.
Since u, v ∈ S2 are such that u 6= v, Rh−r (u) < 0 and Rh−r (v) < 0, there
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exist U × I, V × J neighborhoods of respectively (u, r) and (v, r) in S2 × R,
such that U ∩ V 6= ∅ and Rh−ρ (ω) < 0 for all (ω, %) in (U × I) or (V × J ).
Besides, there exists a neighborhood Y of x = xh−r (u) = xh−r (v) in R3 such
that any point y ∈ Y∩

(
R3�F∇h

)
can be written under the form x

h−ρ (ω) with
(ω, %) ∈ U×I (resp. (ω, %) ∈ V × J ). Therefore, any y ∈ Y∩

(
R3�F∇h

)
is such

that iF∇h (y) = −S (y) ≤ −2, and thus N∇h (y) = 2 (1− iF∇h (y)) ≥ 6. Indeed,
the foliation of S2 by the level lines of hy : S2 → R has at least two distinct
saddle points: one in U and the other in V. Thus, in that case also, there exists
an open set formed by points of R3�Hh lying on at least 6 normal lines to Hh.
Therefore, it only remains to consider the case where all the normal lines

to Hh meet the singular locus Sing (F∇h) of its focal F∇h, that is: ∀u ∈ S2,
N∇h (u) ∩ Sing (F∇h) 6= ∅. Now in this last case, there must exist a point of
R3 lying on infinitely many normal lines to Hh. �

9.3.4 Critical saddle points

It is worth to stress that x = xh−r (u) = xh−r (v), the double hyperbolic point of
Hh−r that Theorem 2.9.1 states to exist, is not an arbitrary double hyperbolic
point of Hh−r but a double hyperbolic point of Hh−r in the vicinity of which
the absolute transverse orientation of Hh−r is reversed. This property can be
read on the foliation F (∇hx) of S2 by the level lines of hx : S2 → R. Saying
that x = xh−r (u) = xh−r (v) is a double hyperbolic point of Hh−r is equivalent
to saying that u and v are saddle points of F (hx) lying on (hx)

−1
({r}). Now,

saying that x is a double hyperbolic point of Hh−r in the vicinity of which the
absolute transverse orientation of Hh−r is reversed is equivalent to saying that
these saddle points u, v of F (∇hx) lying on (h− r)−1

x {0} = (hx)
−1

({r}) are
‘critical saddle points’in the following sense.

Definition 9.3.1. Let Hh be a hedgehog of R3 such that h ∈ C∞
(
S2;R

)
,

and let u ∈ S2 be such that x = xh (u) is a hyperbolic point of Hh. Note that
u ∈ S2 is such that any v ∈ S2 that is suffi ciently close to u is a saddle point of
F (∇hy), where y = xh (v).
We say that such a point v disconnects (hy)

−1
(R−) (resp. (hy)

−1
(R+))

if (hy)
−1

(R−) and (hy)
−1

(R−)� {v} (resp. (hy)
−1

(R+)and (hy)
−1

(R+)�{v})
does not have the same number of connected components.
Now, the saddle point u of F (∇hx) is said to be critical if the disconnecting

or nondisconnecting character of v with respect to (hy)
−1

(R−) and (hy)
−1

(R+)

changes in every neighborhood of u in the region of (Rh)
−1 (R∗−) containing it.

By considering carefully the following three types of pairs of saddle points
of F (∇hx) shown in Figure 4, we check that u and v are critical saddle points
of F (∇hx) in the first case (a), and only in this case.
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(a) (b) (c)

Figure 9.3.1

Recall that the critical and singular sets, C∇h and S∇h, can respectively be
defined by

C∇h :=
{

(x, u) ∈ UR3 |∇ (hx) (u) = 0
}

=
{

(x, u) ∈ UR3 |x ∈ N∇h (u)
}
,

where N∇h (u) := {∇h (u)}+ Ru is the normal line to Hh at xh (u), and

S∇h :=
{

(x, u) ∈ C∇h
∣∣∃k ∈ [|1, 2|] , x = ck∇h (u)

}
=
{

(x, u) ∈ C∇h
∣∣(det ◦∇2

)
(hx) (u) = 0

}
.

The following subset of C∇h�S∇h played an important role in our proof of
Theorem 9.2.1:

Σc∇h =: {(x, u) ∈ C∇h |u is a critical saddle point of F (∇hx)} .

More precisely, the key point is the fact that under the assumptionN∇h (u)∩
Sing (F∇h) = ∅, the focal segment

[
c1∇h (u) , c2∇h (u)

]
contains some interior

point x such that (x, u) ∈ Σc∇h. Indeed, for every x ∈ N∇h (u), (x, u) ∈ Σc∇h if,
and only if, there exist some r ∈ R such that x = xh−r (u) is a hyperbolic point
of Hh−r and a neighborhood U of u on S2 such that the absolute transverse
orientation of xh−r (U) is reversed in the vicinity of xh−r (u). From this remark
we can deduce the following refinement of Corollary 9.2.2.

Proposition 9.3.2. Let Hh be a hedgehog of R3 such that h ∈ C∞
(
S2;R

)
.

If there does not exist a point of R3 lying on infinitely many normal lines
to Hh, then there exist infinitely many normal lines to Hh that do no meet
the singular locus of F∇h and any one of these lines meets the closure of
Int

(
F1
∇h
)
∩ Int

(
F2
∇h
)
.

Proof Let u be any point of S2 such that N∇h (u)∩Sing (F∇h) = ∅. For such
a point u, we know from our proof of Theorem 9.2.1 that there exists some r ∈ R
such that u is a critical saddle point of F (∇hx), where x = xh−r (u). By the very
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definition of a critical saddle point, this shows that Cm (x) ≥ 2 and CM (x) ≥ 2.
If x ∈ R3�F∇h, this exactly means that x ∈ Int

(
F1
∇h
)
∩ Int

(
F2
∇h
)
. Now if

x ∈ F∇h, we know that arbitrarily close to x, there are points y ∈ R3�F∇h,
and that if y ∈ R3�F∇h is closed enough to x, then Cm (y) ≥ 2 and CM (y) ≥ 2
(the arguments are the same as those used by E. Heil in [He1c]), so that y ∈
Int

(
F1
∇h
)
∩ Int

(
F2
∇h
)
. Therefore, in any case, x ∈ Int (F1

∇h) ∩ Int (F2
∇h). �

In higher dimension, our idea is to adopt the same type of approach.

9.4 The four-dimensional case

In order to follow a similar approach in the four dimensional case, we must
overcome a series of diffi culties.

First of all, when considering a hedgehog Hh in R4, we have to deal with two
types of ‘hyperbolic points’, that is, of points x = xh (u) in which the principal
radii of curvature are nonzero and not all of the same sign: a hyperbolic point
x = xh (u) is of type 1 if Rh (u) < 0, and then it corresponds to a type 1 saddle
point u of hx (i.e. to a critical point u of index 1 of hx); and a hyperbolic point
x = xh (u) is of type 2 if Rh (u) > 0, and then it corresponds to a type 2 saddle
point u of hx (i.e. to a critical point u of index 2 of hx). We will often say
simply ‘i-saddle of F (∇hx)’instead of ‘type i saddle point u of hx’, (i ∈ [|1, 2|]).
Besides, in the four dimensional case the usual transverse orientation of

xh
(
S3
)

= xh̃
(
S3
)
is no longer relative but absolute due to the even parity of

the dimension of R4: it does not depend on the choice between h and h̃ as the
support function (i.e. it does not depends on the choice of the orientation of the
normal lines to the hypersurface). On the other hand, if the index rh defined
by

rh (x) = r+
h (x)− r−h (x) for all x ∈ Rn+1�Hh,

where r−h (x) (resp. r+
h (x)) is the number of connected components of Sn�h−1

x ({0})
on which hx : Sn → R is negative (resp. positive), is none other that the usual
index ih for n+ 1 = 3 (see above and Subsubsect. 2.8.1), it provides us with a
new index and a new transverse orientation which is relative (to the choice of
the orientation of the normal lines to xh

(
S3
)

= xh̃
(
S3
))
for n+ 1 = 4. We will

call it ‘the relative transverse orientation’.

9.4.1 rh-index and transverse orientation

Let Hh be a hedgehog of R4 such that h ∈ C∞
(
S3;R

)
. Above, we defined the

index rh : R4�Hh → N as follows:

rh (x) = r+
h (x)− r−h (x) for all x ∈ R4�Hh,
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where r−h (x)(resp. r+
h (x)) is the number of connected components of S3�h−1

x ({0})
on which hx : S3 → R is negative (resp. positive). Of course, the index rh re-
mains constant on each connected component of R4�Hh. In particular, rh is
equal to 0 on the unbounded component of R4�Hh. It worth noting that the
value of rh (x) must obviously decrease by one unit as x orthogonally crosses
Hh at a simple elliptic point x0 = xh (u0) in the direction of u0 ∈ S3. When
the crossing occurs at a simple hyperbolic point x0 = xh (u0), it is necessary
to distinguish two cases depending on whether the saddle point u0 of F (∇hx0)
disconnects the connected component, say Lu0 , of (hx0)

−1
({0}) containing it or

not. We can imagine an example of each of these two configurations by rotating
the two figures shown in Figure 9.4.1 around a vertical axis passing through
the saddle point u0 in R3 ⊂ S3 = R3 ∪ {∞}. If Lu0� {u0} is disconnected,
as in the first example, we can check that the value of rh (x) decreases by one
unit as x orthogonally crosses Hh at x0 = xh (u0) in the direction of −u0. We
say then that x0 is an active hyperbolic point of Hh, and that u0 is an active
saddle point of F (∇hx0). If Lu0� {u0} is connected, as in the second example
where Lu0 is a torus pinched at u0, we can check that the value of rh (x) does
not change as x orthogonally crosses Hh at x0 = xh (u0). We say then that
x0 is a neutral hyperbolic point of Hh, and that u0 is a neutral saddle point of
F (∇hx0). In short, the ‘relative transverse orientation’of Hh (that is, the one
that is associated with the rh-index) is such that whenever xh (u) is a simple
regular point of Hh, then the normal line to Hh at xh (u) is oriented in the
direction of u (resp. −u) if xh (u) is elliptical (resp. hyperbolic and active), and
is not oriented if xh (u) is a neutral hyperbolic point.

Pairing Neutral

Figure 9.4.1
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9.4.2 Effect of a transverse crossing of F∇h and iF2∇h

Let k ∈ [|1, 3|]. As noticed above in Subsect 9.1.2, when x ∈ R4 transversally
crosses the kth sheet Fk∇h of F∇h at a simple regular point of Fk∇h in the
direction of the transverse orientation, this crossing of Fk∇h results in a two-
units increase in the number of critical points of hx : S3 → R, and the two
critical points created have consecutive indices k − 1 and k. Of course, the
same crossing but in the opposite direction results in the elimination of such a
pair of critical points. Mathematically, such a transition can be regarded as a
path in the vector space C∞

(
S3;R

)
that crosses a ‘codimension 1 non-Morse

stratum’transversely at one point. We know from ‘parametrized Morse theory’
that: (i) at the very moment of the transition, hx : S3 → R admits a so-called
‘birth-death singularity’; (ii) the transition itself can locally be described by a
smooth family of functions ft : u 7→ ft (u) parametrized by t, (t ∈ R), of the
form

ft (u1, u2, u3) = u3
1 − tu1 + ε2u

2
2 + ε3u

2
3 + g (t) ,

where ε2, ε3 ∈ {±1}, with respect to some local coordinates (u1, u2, u3); when
t < 0, ft : u 7→ ft (u) is a Morse function without critical point; f0 : u 7→ f0 (u)
is a generalized Morse function with a birth-death singularity at u = (0, 0, 0);
when t > 0, ft : u 7→ ft (u) is a Morse function with two critical points of
consecutive indices (these points were ‘born’at t = 0).

When x ∈ R4 transversally crosses F∇h at a simple regular point in the
direction of the transverse orientation, we are thus in one of the following three
cases:

Case
ε2 = ε3 = 1
ε2 6= ε3

ε2 = ε3 = −1

∣∣∣∣∣∣∣∣
Sheet crossed by x

F1
∇h
F2
∇h
F3
∇h

∣∣∣∣∣∣∣∣
Pair of critical points that are born
1 local minimal and 1 type 1 saddle
1 type 1 saddle and 1 type 2 saddle
1 local maxima and 1 type 2 saddle

In the first (resp. third) case, a ‘trivial bubble’(a ‘trivial centre-saddle pairing’of
F (∇hx)) was born as shown in Figure 9.4.2 (a): the centre of this trivial centre-
saddle pairing is of course located inside the bubble, and the corresponding
saddle point is obviously active. In the second case, two saddle points of distinct
types of F (∇hx) were born. In the vicinity of each of them, the level set of the
corresponding saddle point looks qualitatively like the piece of surface shown in
Figure 9.4.2 (b). Moreover, the two level sets corresponding to these two saddle
points are in fact two pinched torus that are ‘linked somehow like a Hopf link’
[Wk2]. In particular, these two saddle points are neutral.
Let x ∈ R4 \F∇h. For any regular value d of hx : S3 → R, denote by ghx (d)

the genus of the (not necessarily connected) surface (hx)
−1

({d}). Now, for any
critical value c of hx, put

ghx (c) := min
ε>0

(max ({ghx (d) |d regular value of hx in ]c− ε, d+ ε[})) ,
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and then

Gh (x) =
1

2

∑
c∈Ch(x)

ghx (c) , where Ch (x) = hx
({
u ∈ S3 |∇hx (u) = 0

})
.

From the above study, when x transversally crosses F∇h at a simple regular
point x0 ∈ F∇h, the value of Gh (x) changes if, and only if x0 ∈ F2

∇h. In this
case, the value of Gh (x) increases (resp. decreases) by one unit if the crossing
occurs in the direction of the transverse orientation of F∇h (resp. in the oppo-
site direction). Knowing that Gh (x) = 0 when x is far from Hh, we deduce the
following result.

Theorem 9.4.1. Let Hh be a hedgehog of R4 such that h ∈ C∞
(
S3;R

)
, let

F∇h denote its focal surface, and let F2
∇h be the second sheet of F∇h. We have:

∀x ∈ R4 \ F2
∇h, iF2∇h (x) = −Gh (x).

As a corollary we obtain that: ∀x ∈ R4 \ F2
∇h,

Int
(
F2
∇h
)

=
{
x ∈ R4 \ F2

∇h |Gh (x) 6= 0
}
;

and thus:

(
x ∈ Int

(
F2
∇h
))
⇐⇒

(
hx : S3 → R admits a smooth
level surface with nonzero genus

)
;

which is the statement of Theorem 9.2.2.

(a) (b)
Figure 9.4.2
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9.4.3 Critical saddle points

As in dimension 3, our idea will be to focus, for each u ∈ S3 such that N∇h (u)∩
Sing (F∇h) = ∅, on the values of r such that x = xh−r (u) is a (type 1 or type
2) hyperbolic point of Hh−r (and thus, u a saddle point of F (∇hx)) at which
the relative transverse orientation of Hh−r switches (here, between the active
and neutral modes): we will say then that u is a critical (type 1 or type 2)
saddle point of F (∇hx), where x = xh−r (u).

Definition 9.4.1. Let Hh be a hedgehog of R4 such that h ∈ C∞
(
S3;R

)
,

and let x = xh (u) be a hyperbolic point of type i of Hh, (i ∈ [|1, 2|]). Then, any
v ∈ S3 that is suffi ciently close to u on S3 is a i-saddle point of F (∇hy), where
y = xh (v). We say that such an v disconnects (hy)

−1
({0}) if (hy)

−1
({0}) and

(hy)
−1

({0}) \ {v} does not have the same number of connected components.
Now, the saddle point u of F (∇hx) is said to be critical if the disconnecting
or nondisconnecting character of v changes in every neighborhood of u in the
region of (Rh)

−1
(R∗) containing it.

Return briefly to singularity and Morse theories viewpoints. The critical and
singular sets, C∇h and S∇h, can respectively be defined by

C∇h :=
{

(x, u) ∈ UR4 |∇ (hx) (u) = 0
}

=
{

(x, u) ∈ UR4 |x ∈ N∇h (u)
}
,

where N∇h (u) := {∇h (u)}+ Ru is the normal line to Hh at xh (u), and

S∇h :=
{

(x, u) ∈ C∇h
∣∣∃k ∈ [|1, 3|] , x = ck∇h (u)

}
=
{

(x, u) ∈ C∇h
∣∣(det ◦∇2

)
(hx) (u) = 0

}
.

For each i ∈ [|1, 2|], consider the following subsets of C∇h \ S∇h:

Σi (∇h) := {(x, u) ∈ C∇h \ S∇h |u is a i-saddle point of F(∇hx)} ,

and

Σci (∇h) := {(x, u) ∈ Σi (∇h) | u is a critical i-saddle point of F(∇hx)} .

For each i ∈ [|1, 2|], Σi (∇h) \ Σci (∇h) is the following union of disjoint open
subsets: Σi (∇h) \ Σci (∇h) = Σai (∇h)

⊔
Σni (∇h), where:

Σai (∇h) := {(x, u) ∈ Σi (∇h) | u is an active i-saddle point of F(∇hx)}

and

Σni (∇h) := {(x, u) ∈ Σi (∇h) | u is a neutral i-saddle point of F(∇hx)} .

More precisely, for each i ∈ [|1, 2|], Σci (∇h) separates Σai (∇h) and Σni (∇h) in
Σi (∇h). We are now prepared to prove our Theorem 9.2.3.
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9.4.4 Proofs of Theorem 9.2.3 and Corollary 9.2.3

Proof of Theorem 9.2.3. Since N∇h (u) ∩ Sing (F∇h) = ∅, the 3 cen-
ters of principal curvature c1∇h (u), c2∇h (u) and c3∇h (u) are pairwise distinct.
When r ∈

]
R1
h (u) , R2

h (u)
[
tends to R1

h (u), u is an active 1-saddle point of
F(∇hx), where x = xh−r (u), whereas when r ∈

]
R1
h (u) , R2

h (u)
[
tends to

R2
h (u), u is a neutral 1-saddle point of F(∇hx), where x = xh−r (u). More

precisely, (xh−r (u) , u) ∈ Σai (∇h) (resp. (xh−r (u) , u) ∈ Σni (∇h)) when r ∈]
R1
h (u) , R2

h (u)
[
tends to R1

h (u) (resp. R2
h (u)

)
. From this it follows that there

exists some r1 ∈
]
R1
h (u) , R2

h (u)
[
such that u is a critical 1-saddle point of

F(∇hx1), where x1 = xh−r1 (u). Since u is a critical 1-saddle point of F(∇hx1),
there exists some v ∈ S3 \ {u} that is a critical point of F(∇hx1) lying on the
connected component, say Lu, of the level set of hx1 that contains u. Such an v
is of course such that x1 = xh−r1 (v). Since N∇h (u)∩Sing (F∇h) = ∅, if v is a
degenerate critical point of (h− r1)x1 , then v is such that Rh−r1 (v) = 0 (since v
is degenerate), ∇Rh−r1 (v) 6= 0 and rk [Tvxh−r1 ] = 2 (otherwise x1 would belong
to Sing (F∇h)). It follows that under our assumptions, Hh−r1 has then a cusp
singularity at x1 = xh−r1 (v); that is, the image under xh−r1 of a neighborhood V
of v is diffeomorphic to a neighborhood of 0 in

{
(x1, x2, x3, x4) ∈ R4

∣∣x2
2 = x3

1

}
.

But in such a configuration, the relative transverse orientation of xh−r1 (v) is
fully determined in the vicinity of x1 by the index of the principal radius of
curvature that vanishes at v: indeed, if R2

h−r1 (v) = 0, then the hyperbolic
points of xh−r1 (V) are neutral in the vicinity of x1, and if R1

h−r1 (v) = 0 (resp.
R3
h−r1 (v) = 0

)
the relative transverse orientation of xh−r1 (V) at a regular point

xh−r1 (w) that is close enough to x1 = xh−r1 (v) is given by:

sgn [Rh−r1 (w)]w (resp. −sgn [Rh−r1 (w)]w) .

Thus if v is a degenerate critical point of (h− r1)x1 , then no switch of the relative
transverse orientation (between the active and neutral modes) at u can be due
to the crossing of xh−r1 (V) with the image under xh−r1 of a neighborhood of
u in S3. Therefore, v is a nondegenerate critical point of (h− r1)x1 and thus a
1-saddle point of F(∇hx1) by the way it is obtained. Thus r1 ∈

]
R1
h (u) , R2

h (u)
[

is such that xh−r1 (u) = xh (u) − r1u is an (at least) type 1 double hyperbolic
point of Hh−r1 .
Finally, we can adapt the above arguments to prove that there exists some

r2 ∈
]
R2
h (u) , R3

h (u)
[
such that xh−r2 (u) = xh (u)− r2u is an (at least) type 2

double hyperbolic point of Hh−r2 . �

Proof of Corollary 9.2.3. Let u ∈ S3 such that N∇h (u) ∩ Sing (F∇h) = ∅.
For such a point u, we know from our proof of Theorem 9.2.3 that there exists
(r1, r2) ∈ R2 such that, for each i ∈ [|1, 2|], xh−ri (u) = xh (u) − riu is an (at
least) type i double hyperbolic point of Hh−ri , and u a critical saddle point of
F (∇hxi), where xi = xh−ri (u).

Assume first that x1 = xh (u)− r1u is in R4 \ F∇h. Since x1 is an (at least)
double type 1 hyperbolic point, we then have S1 (x1) ≥ 2. Now (see “Index
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decomposition”in Subsubsect. 9.1.2)

2∑
k=1

iFk∇h (x1) = (1− Cm (x1)) + (Cm (x1)− S1 (x1)− 1) = −S1 (x1) ,

and consequently

iF∇h (x1) =
3∑
k=1

iFk∇h (x1) = −S1 (x1) + iF3∇h (x1) ≤ −S1 (x1) .

Therefore iF∇h (x1) ≤ −2, and thus N∇h (x1) = 2 (1− iF∇h (x1)) ≥ 6.
Now, if x1 ∈ F∇h, we can proceed as in the proof of Corollary 9.2.1 to

show that arbitrarily close to x1, there exists some y1 ∈ R4 \ F∇h such that
S1 (y1) ≥ 2, and thus N∇h (y1) = 2 (1− iF∇h (y1)) ≥ 6. Therefore, in any case,
x1 = xh (u)− r1u is in the closure of

{
x ∈ R4 \ F∇h |N∇h (x) ≥ 6

}
.

But, in fact, we can be more precise. Since u a critical saddle point of
F (∇hx1), we know that arbitrarily close to x1, there exists some y1 ∈ R4 \F∇h
that is a neutral hyperbolic point and thus a point of Int

(
F2
∇h
)
. Furthermore,

since u is a critical saddle point of F (∇hx1), we have Cm (x1) ≥ 2, and we know
[He1] that arbitrarily close to x1, there are points y1 ∈ R3 \ F∇h, and that if
y1 ∈ R3 \F∇h is closed enough to x, then Cm (y1) ≥ 2 and thus y1 ∈ Int

(
F1
∇h
)
.

Therefore, arbitrarily close to x1, there exists some y1 ∈ R4 \ F∇h such that
y1 ∈ Int

(
F1
∇h
)
∩ Int

(
F2
∇h
)
.

Of course, we can prove in the same way that x2 = xh (u) − r2u is also in
the closure of

{
x ∈ R4 \ F∇h |N∇h (x) ≥ 6

}
, and more precisely in the closure

of Int
(
F2
∇h
)
∩ Int

(
F3
∇h
)
. �

9.5 Further results and remarks

9.5.1 Minimal spherical shell of a convex body

As we said in Subsect. 9.2, E. Heil proved the concurrent normal conjecture
in R2 (resp. R3

)
using of the existence of a minimal spherical shell for any

convex body of R2(resp. R3
)
, which had been established by T. Bonnesen

[Bon] (resp. N. Kritikos [Kri]). In 1988, I. Bárány extended this existence to
higher dimensions [Bar]. Given a convex body K in Rn+1, he defined

r (x) := max ({r ∈ R+ |B (x, r) ⊆ K }) ,

and

R (x) := min ({R ∈ R+ |K ⊆ B (x, r)}) ,

where B (x, r) denotes the closed ball with center x and radius r, and proved
the following:
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Theorem 9.5.1 (I. Bárány, 1988) [Bar]. There exists a unique point x0 in K at
which the function R−r : K → R+, x 7→ R (x)−r (x) attains its minimum value.

The set C (x0; r (x0) , R (x0)) :=
{
x ∈ Rn+1 |r (x0) ≤ ‖x− x0‖ ≤ R (x0)

}
is called

theminimal spherical shell ofK. On each sphere bounding C (x0; r (x0) , R (x0))
there are at least two points of K. More precisely, C (x0; r (x0) , R (x0)) can be
characterized as follows.

Theorem 9.5.2 (I. Bárány, 1988) [Bar] The point x0 ∈ K is the center of the
minimal spherical shell of K if, and only if, there exist (u1, . . . , up) (Sn)

p and
(v1, . . . , vq) ∈ (Sn)

q, (p, q ≥ 1), such that:

(i) Conv ({u1, . . . , up}) ∩ Conv ({v1, . . . , vq}) 6= ∅,

where Conv denotes the convex hull;

(ii) x0 + r (x0)ui ∈ ∂K and x0 +R (x0) vj ∈ ∂K for all (i, j) ∈ [|1, p|]× [|1, q|] ,

where ∂K denotes the boundary of K.

9.5.2 Extension to hedgehogs

Any hedgehog Hh of Rn+1 that is such that h ∈ C2 (Sn;R) can be regarded as
a parallel hypersurface to the boundary of some convex body of class C2

+, say
K, in Rn+1 (see Remark 2 in Subsubsect. 2.2.1): there exists ρ ∈ R such that
h = hK − ρ, where hK is the support function of K. We can thus define the
minimal spherical shell of Hh to be the transversely oriented shell that is
bounded by the transversely oriented spheres or point spheres

S (x0; r (x0)− ρ) and S (x0;R (x0)− ρ) ,

where C (x0; r (x0) , R (x0)) is the minimal spherical shell of K, and where
S (a; r)) denotes the sphere of radius |r| centered at a that is transversely ori-
ented by its outward (resp. inward) pointing normals if r > 0 (resp. r < 0)
holds, and the point sphere {a} if r = 0 holds. This definition is of course
independent from the choice of the convex body K of class C2

+ the boundary of
which is parallel to Hh.

Remark. All these minimal spherical shells can be interpreted in terms
of pedal hypersurfaces. Recall that the pedal hypersurface of the hedgehog
Hh ⊂ Rn+1 with respect to a point x ∈ Rn+1 is parametrized by

Sn → Rn+1

u 7−→ x+ hx (u)u,

where hx (u) = h (u) − 〈x, u〉. In other words, to any u ∈ Sn is associated the
foot of the perpendicular line from x to the support hyperplane Hh at xh (u). If
C (x0; r (x0) , R (x0)) is the minimal spherical shell of some convex body K with
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support function h ∈ C2 (Sn;R) in Rn+1, we can easily check that: (i) the pedal
hypersurface of the hedgehog Hh−(r(x0)+R(x0))/2 with respect to x0 is contained

in the closed ball B
(
x0; R(x0)−r(x0)

2

)
; (ii) no other pedal hypersurface of Hh is

contained in a smaller closed ball of Rn+1; (iii) Properties (i) and (ii) permit
to characterize the minimal spherical shell of K. Moreover, this interpretation
extends to hedgehogs.

Let us give some examples. Figure 9.5.1 shows: (a) the ellipse with support
function θ ∈ S1 = R/2πZ 7→ h (θ) :=

√
9 cos2 θ + 25 sin2 θ, the minimal spheri-

cal shell of which is C (0R2 ; 3, 5) where 0R2 is the origin of R2; (b) the hedgehog
with support function h − (r (0R2) +R (0R2)) /2 = h − 4, which is parallel to
the ellipse; (c) the pedal P0 (Hh−4) of Hh−4 with respect to the origin; (d) all
these curves together with the circle C (0R2 ; 1), which has center 0R2 and ra-
dius 1

2 (5− 3) = 1. We can note that in this example, the minimal spherical
shell C (0R2 ;−1, 1) of Hh−4 is reduced to a single circle: it is in fact formed by
two coincident circles that are equipped with opposite transverse orientations.
Figure 9.5.2 shows the hedgehog with support function h − 7

2 , its pedal with
respect to the origin, and both curves together with the minimal spherical shell
(abbreviated into m.s.s) of Hh− 7

2
.

(a) Hh (b) Hh−4 (c) P0 (Hh−4); (d)These curves and C (0R2 ; 1)

Figure 9.5.1

Bárány’s characterization theorem of the minimal spherical shell can of
course be adapted to hedgehogs:

Theorem 9.5.3. Let Hh be a hedgehog of Rn+1 such that h ∈ C2 (Sn;R),
and let x ∈ Rn+1 and (r,R) ∈ R2 be such that r ≤ hx ≤ R, where hx (u) =
h (u) − 〈x, u〉, (u ∈ Sn). Then C (x; r,R) is the minimal spherical shell of Hh
if, and only if, there exist (u1, . . . , up) (Sn)

p and (v1, . . . , vq) ∈ (Sn)
q, (p, q ≥ 1),

such that:

307



(i) Conv ({u1, . . . , up}) ∩ Conv ({v1, . . . , vq}) 6= ∅,

where Conv denotes the convex hull;

(ii) hx (ui) = r, hx (vj) = R, and ∇hx (ui) = ∇hx (vj) = 0 .

for all (i, j) ∈ [|1, p|]× [|1, q|].

Hh− 7
2
, P0

(
Hh− 7

2

)
, these curves with the m.s.s. of Hh− 7

2

Figure 9.5.2

Now, let us see how we can construct h ∈ C2
(
S3;R

)
such that:

(i) |h| ≤ 1;
(ii) the set

{
u ∈ S3 |h (u) = −1

}
has exactly two distinct elements u1, u2,

and the set
{
u ∈ S3 |h (u) = 1

}
has exactly two distinct elements v1, v2;

(iii) [u1u2] ∩ [v1v2] 6= ∅;
(iv) h has exactly six critical points: 2 minima, 2 maxima and two saddle

points.
Let (e1, e2, e3, e4) be the canonical basis of R4. Put u1 = e1, u2 = −e1,

v1 = −e4, v2 = e4, w1 = −e2, w2 = e2, and identify S3 \ {e4} to R3 through
the stereographic projection from e4 onto the hyperplane V ect (e1, e2, e3). The
point v1 = −e4 is thus identified with the origin of R3. We then see that we
can choose h so that h (u1) = h (u2) = −1, h (w1) = −1/2, h (w2) = 1/2, and
h (v1) = h (v2) = −1, such that the foliation of R3 generated by the level surfaces
of h is made by leaves diffeomorphic to S2, with the exception of the leaves shown
in Figure 9.5.3 (on which the dashed line is the circle S2∩V ect (e1, e2)). On the
first picture of Figure 9.5.3, the curve has to be rotated around the axis Re2.
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Figure 9.5.3

For such a h ∈ C2
(
S3;R

)
, C (0R4 ;−1, 1) is the minimal spherical shell of

Hh, and there are only six normal lines to Hh passing through 0R4 . Therefore:

Theorem 9.5.4. It is not true that for any convex body K of R4, there are at
least 8 normal lines passing through the center of the minimal spherical shell
of K.
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10 Miscellaneous questions regarding hedgehogs

10.1 Convolution of hedgehogs

As noticed by H. Görtler in [Go1] and [Go2], we can define the convolution
product of two plane hedgehogs Hf and Hg in R2 as the plane hedgehog whose
support function is given by

(f ∗ g) (θ) =
1

2π

∫ 2π

0

f (θ − α) g (α) dα,

for all θ ∈ S1; and we can check at once that
(
H2,+, ., ∗

)
is then a commutative

and associative algebra. H. Görtler also noticed that the convolution product of
two plane convex bodies is still a plane convex body. The interest of convolution
of hedgehogs is that properties of one factor are often transmitted to the product.
Of course, we think immediately of regularity properties but we also mentioned
the following properties in [M11]: to be centered (centrally symmetric with
center at the origin), to be projective (i.e., to have an antisymmetric support
function), to be of constant width. For convolution of Fuchsian hedgehogs, we
refer the reader to Subsubsect. 7.2.5.
A natural way of defining a (non-abelian) convolution product on the vector

space Hn+1 of arbitrary hedgehogs of Rn+1 is to proceed as follows: 1. First, we
identify Sn with the homogeneous space G/H, where G is the group SO (n+ 1)
of rotations of Rn+1 and H the stabilizer subgroup of G with respect to the
north pole, say ν, of Sn (that is, the subgroup H of G formed by the rotations
r ∈ G that leave ν fixed); any support function h : Sn → R can thus be regarded
as a function h : G→ R such that h (rs) = h (r) for all (r, s) ∈ G×H; 2. Next,
given any two arbitrary hedgehogs Hf and Hg of Rn+1, we can define their
convolution product Hf ∗ Hg as the hedgehog Hf∗g with support function

(f ∗ g) (r) =

∫
G

f
(
rt−1

)
g (t) dmG (t) for all r ∈ G,

where mG is the normalized Haar measure on G. This construction of Hf ∗
Hg is essentially due to E. Grindberg and G. Zhang [GZ]. As expected, this
convolution product behaves well with respect to expansions in series of spherical
harmonics, and properties of one factor are often transmitted to the product (for
instance, to be centered, projective, convex, of constant width, or a zonoid).
But of course, in the case of hedgehogs of R4 it is simpler to make use of

quaternions and thus to define the convolution product Hf ∗ Hg of Hf and Hg
in R4 to be the hedgehog Hf∗g with support function

(f ∗ g) (u) =

∫
S3
f (vu) g (v) dσ (v) for all u ∈ S1

H
∼= S3,

where σ is the spherical Lebesgue measure on S3.
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10.2 Eversion of S2 through generic paths of hedgehogs
10.2.1 Introduction

In 1958, S. Smale published an abstract result of which an astonishing conse-
quence was that any sphere of R3 can be everted (i.e. turned inside-out) by
means of a regular homotopy [Sma]. Smale’s proof made it possible to un-
derstand the theoretical possibility of carrying out such an eversion but did
not make it possible to imagine an explicit eversion. In 1961, A. Shapiro was
the first to devise a procedure to carry out an explicit eversion of the sphere.
Shapiro’s idea was to transform the sphere into a double cover of Boy’s surface,
which is an immersion of the real projective plane with a threefold axis of sym-
metry (see Subsubsect. 2.2.2.), and then to exchange the two sheets through
the Boy’s surface. Shapiro communicated this idea to B. Morin [FM], but did
not publish it. It was not until 1966 and an article by A. Phillips in the journal
Scientific American to have the first illustrations of the eversion imagined by
Shapiro [Phi].
In this section, which presents the results of one of our paper of 2015 [M17],

we are again interested in the eversion of the sphere in R3 but with different
constraints on the transformations that are allowed. We will no longer require
that the homotopy be regular, but on the other hand we will require that all
the intermediate surfaces (possibly singular) form a generic path of hedgehogs,
that is, of surfaces parametrized by their Gauss map.
This work is motivated by Problem 2.6.1 “Does there exist a generic pro-

jective hedgehog without any swallowtail?". Recall that generic singularities of
C∞-hedgehogs are cuspidal edges and swallowtails in R3 (see Subsubsect. 2.6.3).
We can distinguish two types of swallowtails, negative or positive, according to
the sign of the Gaussian curvature on the tail (see Figure 2.6.2 (b) and (c)).
The question that will therefore be the subject of our study here will be

to understand what are the generic singularities that are inevitable during an
eversion of the sphere following a generic path of hedgehogs.
Let H3 denote in this subsection the linear space of C∞-hedgehogs, which

can be regarded as C∞
(
S2;R

)
if we identify C∞-hedgehogs with their support

functions. The study of the five types of wave front metamorphoses occurring in
generic 1-parameter families of C∞-hedgehogs (see Figure 10.2.1) allows us to
affi rm that if a generic path of C∞-hedgehogs γ : [0, 1] → H3, t 7→ Hht carries
out an eversion of the sphere (or more generally of a closed convex surface),
then there exist values of t for which Hht has at least a pair of swallowtails.
Moreover, it allows us to say that when t continuously increases from 0 to 1,
the first swallowtails that appears are necessarily negative ones. Now, nothing
indicates a priori that such a generic path necessarily includes some hedgehog
Hht having a pair of positive swallowtails. The main aim of this subsection is
precisely to establish the existence of such a hedgehog Hht , (t ∈ [0, 1]).

Theorem 10.2.1. If a generic path of C∞-hedgehogs γ : [0, 1]→ H3, t 7→ Hht
carries out an eversion of the sphere S2 (and thus Hh0 and Hh1 are such that
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xh0
(
S2
)

= xh1
(
S2
)
, but equipped with opposite usual transverse orientations),

then there exists some t ∈ [0, 1] such that.Hht has at least a pair of positive
swallowtails.

For the sake of convenience we recall here the 5 types of metamorphoses
occuring in generic 1-parameter families of C∞-hedgehogs (Figure 10.2.1).

Figure 10.2.1. The 5 types of metamorphoses occuring in generic
1-parameter families of smooth hedgehogs (extracted from [Ar0])

We will see below a simple example of a generic eversion (see Figure 10.2.2).
It is worth remembering here that any hedgehog Hh = xh

(
S2
)
∈ H3 is equipped

with a transverse orientation such that, at each regular point xh (u) of Hh, the
normal line is oriented by the vector sgn [Rh (u)]u, where sgn (.) is the signum
function and Rh the curvature function of Hh. For every h ∈ C∞

(
S2;R

)
,

the hedgehogs Hh and Hh̃, where h̃ (u) = −h (−u) for all u ∈ S2, have the
same geometrical realizations (that is, xh

(
S2
)

= xh̃
(
S2
)
but are equipped with

opposite transverse orientations, since xh̃ (−u) = xh (u) for all u ∈ S2. An
eversion of a hedgehog Hh ∈ H3 is thus the data of a path γ : [0, 1] → H3,
t 7→ Hht such that Hh0 = Hh and Hh1 = Hh̃. For an eversion of the sphere S

2,
h0 and h1 will simply be the constant functions -1 and 1 on S2.

10.2.2 Proof of Theorem 10.2.1

The proof of Theorem 10.2.1 will be based on the j-index introduced in Subsect.
2.9 and on the associated transverse orientation, called absolute. Recall that,
given a hedgehog Hh ∈ H3, the jh−index of a point x ∈ R3�Hh with respect
to Hh is given by:

jh (x) := 1− ch (x) ,
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where ch (x) is the number of connected components of (hx)
−1

({0}) on S2.
We know that jh : x 7→ jh (x) remains constant on each connected component
of R3�Hh. The absolute transverse orientation of Hh is such that whenever
xh (u) is a simple regular point of Hh, then the normal line to Hh at xh (u), is
oriented in the direction that jh decreases by one unit. On elliptic regions, the
absolute transverse orientation is simply given by the direction of convexity. As
we saw, a reversal of the absolute transverse orientation can only occur along
certain self-intersection curves made of double hyperbolic points, which we call
inversion curves. We introduced a function εh : S2 → {−1, 0, 1} whose sign
indicates at regular points if the usual and the absolute transverse orientations
coincide or not. If xh (u) is simple and regular, we defined εh (u) ∈ {−1, 1} so
that vh (u) := εh (u)Rh (u)u direct the normal line of Hh (equipped with its
absolute transverse orientation) at xh (u). At such a point u ∈ S2, we define
εh (u) ∈ {−1, 1} in such a way that the unit vector

νh (u) := εh (u) sgn [Rh (u)]u

direct the normal line of Hh at xh (u) when Hh is equipped with its absolute
transverse orientation. Otherwise, we put εh (u) = 0. See in Subsect. 2.9 the
example of the Roman surface.
The notion of an inversion curve makes it possible to distinguish two types

of positive swallowtails: those from which originates an inversion curve and the
others. It is worth noting that the nature of a positive swallowtail indicates its
position relative to the hyperbolic region that adjoins it. Let us cut out on a
C∞-hedgehog Hh a neighborhood of a positive swallowtail such that the one
represented in Figure 2.6.2 (b). The curve of double points divides the portion
of Hh considered into two parts: a part A in the form of a tail and a part B
which consists only in hyperbolic points. Part B has two sides: that of A and
the opposite side. If the jh-index decreases when we cross B outside of the curve
of double points in the direction of A, it appears that the curve of double points
is not an inversion curve. On the other hand, if jh (x) increases due to such a
crossing, then it appears that the curve of double points is indeed an inversion
curve. For these reasons, we will say that a positive swallowtail is outgoing if
the curve of double points that comes from it is an inversion curve, and that it
is incoming otherwise. In the example of the Roman surface, all the positive
swallowtails are outgoing (see Figure 2.2.5).

Proof of Theorem 10.2.1. Let γ : [0, 1] → H3, t 7→ Hht be a generic path
of hedgehogs realizing an eversion of the sphere, or, more generally, of some
convex surface S of class C2

+ : Hh0 = Hf and Hh1 = Hf̃ , where f is the
support function of S. Since εh0 is constant equal to 1 and εh1 constant equal
to −1, there are necessarily values of t ∈ ]0, 1[ for which the curves on which
εht changes sign disconnect S2. We know that inversion curves are curves made
of double hyperbolic points. When t increases continuously from 0 to 1, an
inversion curve of Hht can only appear in two cases: either when to portions
of hyperbolic regions come into contact; or when a pair of outgoing positive
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swallowtails born. Now, if two portions of hyperbolic regions come into contact
at the instant t, this can only be in the common image by xht of two antipodal
points −u and u of S2: xht (−u) = xht (u). In such a case, we have necessarily
εht (−v) = −εht (v) 6= 0 for every v 6= u suffi ciently close to u, which implies
that there already existed an inversion curve disconnecting S2. Therefore, when
t increases continuously from 0 to 1, the first appearance of an inversion curve
is necessarily concomitant with the appearance of a pair of outgoing positive
swallowtails, which achieves the proof. �

10.2.3 Complements

Figure 10.2.2 describes the simplest example of a generic eversion that can be
designed. This eversion is given by the path of hedgehogs (ht)t∈[0,1] defined by:

ht (x, y, z) := t
√
x2 + y2 + 3z2 − (1− t)

√
3x2 + y2 + z2.

This path of centered hedgehogs connects two ellipsoids equipped with opposite
transverse orientations. The figure is read from left to right and from top to
bottom. We start with the first ellipsoid. Two pairs of negative swallowtails
born following type 1 metamorphoses (see Figure 10.2.1). They then evolve and
die following type 2 metamorphoses to arrive at the last hedgehog of the first line.
This hedgehog has a hyperbolic ring-sphaped region and two elliptical regions.
Then two pairs of positive swallowtails born following type 1 metamorphoses
and evolve until reaching the central hedgehog by a type 4 metamorphose. The
second part of the eversion consists of passing from this central hedgehog to the
second ellipsoid by performing operations opposite to those which we have just
been described.
Finally, let us indicate how we can deduce from the projective hedgehog ver-

sion of the Roman surface represented in Figure 2.2.5 an example of a projective
hedgehog having only generic singularities (i.e., cuspidal edges and swallowtails).
The projective hedgehog version of the Roman surface admits a threefold axis
of symmetry and three lines of self-intersections whose end points are three pos-
itive swallowtails and three singularities of type D4 (see the central figure of
the type 4 metamorphose). Of course, if we count these numbers on the sphere
S2 instead of counting them in the projective plane all these numbers must be
doubled (since each point of the surface is obtained for two antipodal distinct
points of S2). The idea is naturally to resort to a type 4 metamorphose while
preserving the threefold axis of symmetry in order to obtain a projective hedge-
hog carrying exactly six swallowtails, all positive. This can be done easily and
we can check that the hedgehog with support function

h (x, y, z) := x
(
x2 − 3y2

)
+ 2z3 + 2y

(
y2 − 3x2

)
z2, where (x, y, z) ∈ S2 ⊂ R3,

meets all our expectations. Figure 10.2.3 gives two views of this projective
hedgehog Hh, which has only generic singularities.
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Figure 10.2.2. A simple example of generic eversion.

Figure 10.2.3. Two views of a generic projective hedgehog
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10.3 Polytope in R3 with prescribed directions and perime-
ters if the facets

Hedgehogs are not only a generalization of convex bodies, but also a way of
thinking about convex hypersurfaces in conjunction with their spherical images.
The results of this subsection taken from [M20] will illustrate this point.

In 1897, Hermann Minkowski studied the problem of prescribing the areas
and outer unit normals of the facets of a 3-dimensional polytope. The exis-
tence and uniqueness theorem that he obtained is one the most fundamental
results in the theory of polytopes. This subsection is devoted to the analogous
problem of prescribing the perimeters and outer unit normals of the facets of
a 3-dimensional polytope. Our main result (Theorem 10.3.5) gives a necessary
and suffi cient condition for the existence and uniqueness up to a translation
of a 3-dimensional polytope P in R3 having N facets with given unit outward
normals n1, . . . , nN and corresponding facet perimeters L1, . . . , LN .

Introduction to the problem

In this subsection, a polytope of R3 is the convex hull of finitely many
points in R3. The classical Minkowski problem for polytopes in R3 concerns the
following question:

Given a collection n1, . . . , nN of N pairwise distinct unit vectors in R3 and
F1, . . . , FN a collection of N positive real numbers, is there a polytope P in R3

having the ni as its facet unit outward normals and the Fi as the corresponding
facet areas (1 ≤ i ≤ N), and, if so, is P unique up to translations?

H. Minkowski proved the following uniqueness theorem (see [A1, Theorem
9, p. 107]):

Theorem 10.3.1 (H. Minkowski, 1897: [Mi1] and [Mi3, pp. 103-121])
A polytope in R3 is uniquely determined, up to translations, by the directions
and the areas of its facets.

A well-known necessary condition for the existence of a polytope having facet
unit outward normals n1, . . . , nN and corresponding facet areas F1, . . . , FN is
that:

N∑
i=1

Fini = 0.

An existence theorem of H. Minkowski ensures that this condition is both
necessary and suffi cient:

Theorem 10.3.2 (H. Minkowski, 1897: [Mi1] and [Mi3, pp. 103-121])
Let n1, . . . , nN ∈ R3 be N pairwise distinct unit vectors linearly spanning

R3 and let F1, . . . , FN be N positive real numbers. There exists a polytope P
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in R3 having N facets with unit outward normals n1, . . . , nN and corresponding
facet areas F1, . . . , FN if, and only if, we have

N∑
i=1

Fini = 0.

Here, we have to mention that Theorem 10.3.2 is only the 3-dimensional
version of the classical Minkowski existence and uniqueness theorem [Sc3, p.
455], which is valid in Rd for all d ≥ 2. The proof of the main result (Theorem
10.3.5) will make use of the 2-dimensional version, which is almost trivial:

The Minkowski theorem for convex polygons in R2.

Let n1, . . . , nN ∈ R2 be N pairwise distinct unit vectors linearly spanning R2

and let l1, . . . , lN be N positive real numbers. There exists a convex polygon P
in R2 having N edges with unit outward normals n1, . . . , nN and corresponding
edge lengths l1, . . . , lN if, and only if,

N∑
i=1

lini = 0.

This subsection is devoted to the analogue of the classical Minkowski prob-
lem obtained by replacing areas by perimeters. For this analogue, the following
uniqueness result is known (see [A1, p. 108]):

Theorem 10.3.3. A polytope in R3 is uniquely determined, up to translations,
by the directions and the perimeters of its facets.

Theorems 10.3.1 and 10.3.3 are similar uniqueness theorems which are both
corollaries of a same general result by A.D. Alexandrov (see [A1, Theorem 8, p.
107]). Thus, we are led to the natural question of the existence of an analogue
to Theorem 10.3.2 for the existence of a polytope with prescribed directions and
perimeters of the facets.
For convenience, we will restrict ourselves to 3-dimensional polytopes in R3.

Recall that the dimension of a convex body in Rd is simply the dimension of its
affi ne hull. Recall also that a facet of a 3-dimensional polytope P is a (convex)
polygonal face of P , and that its perimeter is defined to be the sum of the
lengths of all its sides (edges).

Diffi culty of the problem

The above problem of prescribing the perimeters and outer unit normals of
the facets of a 3-dimensional polytope has attracted the attention of geometers.
Recently, a paper by V. Alexandrov highlighted its diffi culty in explaining why a
simple equation involving the prescribed perimeters cannot suffi ce to establish
an analogue to Theorem 10.3.2 [Al]. The main result of that paper reads as
follows:
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Theorem (V. Alexandrov, 2018: [Al])

Let n1, . . . , n5 in R3 be defined by the formulas

n1 := (0, 0, 1) , n2 :=

(
1√
2
, 0,

1√
2

)
, n3 :=

(
− 1√

2
, 0,

1√
2

)
,

n4 :=

(
0,

1√
2
,

1√
2

)
, n5 :=

(
0,− 1√

2
,

1√
2

)
.

Let L (n1, . . . , n5) ⊂ R5 be the set of all points (L1, . . . , L5) ∈ R5 with the follow-
ing property: there exists a polytope P ⊂ R3 such that n1, . . . , n5 (and no other
vector) are the unit outward normals to the facets of P , and Lk is the perimeter
of the face with the outward normal nk for every k ∈ {1, . . . , 5}. Then the set
L (n1, . . . , n5) ⊂ R5 is not locally-analytic.

This result is of course interpreted by V. Alexandrov as an obstacle for find-
ing an existence theorem for a polytope with prescribed directions and perime-
ters of the facets. This was the major source of inspiration for the work presented
in this subsection.

Necessary conditions for the existence of a solution

Let n1, . . . , nN be a collection of N pairwise distinct unit vectors linearly
spanning R3 and let L1, . . . , LN be a collection of N positive real numbers.
The following set {(i) , (ii) , (iii) , (iv) , (v)} of conditions is necessary for the
existence of a 3-dimensional polytope P in R3 having the ni as its facet outward
unit normals and the Li as the corresponding facet perimeters.

(i) For each i ∈ {1, . . . , N}, there exists a decomposition of Li into a sum of
N non-negative real numbers,

Li =

N∑
j=1

lij ,

in such a way that:

(ii) for all (i, j) ∈ ({1, . . . , N})2, lij = 0 if ni and nj are colinear;

(iii) for all (i, j) ∈ ({1, . . . , N})2, lji = lij .

In other words, conditions (i) through (iii) require the existence of a sym-
metric matrix with nonnegative entries (lij)1≤i,j≤N , such that row i sums to Li,
(1 ≤ i ≤ N), and lij = 0 for colinear ni, nj , (1 ≤ i, j ≤ N).

Indeed, if such a polytope P exists, then denoting by f1, . . . , fN the N facets
with respective unit outward normals n1, . . . , nN , the required relationships
hold if we put:

lij :=

{
0 if i = j or if fi and fj have no common edge

the length of the common edge otherwise.
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Our condition (iv) is a consequence of the fact that the edge vectors of a facet
(which are perpendicular to the unit normals of both incident facets), oriented
in positive direction with respect to the unit normal of the facet, concatenate
into a (simple) closed circuit:

(iv) For every i ∈ {1, . . . , N} ,
∑

j∈{k|lik 6=0}

lij

[
ni × nj

sin (ni, nj)

]
= 0,

where × denotes the cross product (here, we of course assume that R3 is oriented
by its canonical basis), and (ni, nj) denotes the length of the shortest arc of great
circle joining ni to nj on the unit sphere S2 of R3 (recall that ni and nj are
non-colinear by condition (ii) since lij 6= 0). Indeed, each facet fi of P is a
convex polygon the boundary of which is a closed polygonal line. Here, it is
worth noting that, for all j ∈ {k |lik 6= 0},

−→ui,j = (ni × nj) / sin (ni, nj)

is a unit vector that is such that the vector −→vi,j := lij
−→ui,j is of the form

−−−→
MM ′,

where M and M ′ are two consecutive vertices of the oriented boundary of the
face fi (see the figure 1 where v1, . . . ,vm are the successive −→vi,j := lij

−→ui,j , with
j ∈ {k |lik 6= 0}).

Illustration of the fact that
∑

j∈{k|lik 6=0}

lij
−→uij =

∑m
l=1vl = 0

Figure 10.3.1
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Our last necessary condition (v) will follow from Steinitz’s theorem (e.g. see
[Zig, Chapter 4, p. 103]), which characterizes in purely graph-theoretic terms
those graphs that can be represented as the 1-skeleton of some 3-dimensional
polytope:

Theorem (Steinitz’s theorem). A graph can be represented as the 1-
skeleton of some 3-dimensional polytope if, and only if, it is simple, planar, and
3-connected.

For the convenience of the reader, we shall summarize some basic definitions
and facts on graphs and 1-skeletons just before the proof of Theorem 10.3.5.
From Steinitz’s theorem, the following last condition is also necessary in our
case:

(v) The datum of the matrix (lij)1≤i,j≤N determines as follows a simple
3-connected planar graph G drawn on the unit sphere S2 (so that no two of
the edges intersect at a point other than a vertex): the vertices of G are the
unit vectors n1, . . . , nN , and any pair of non-colinear vertices {ni, nj} of G is
connected by an edge that is given by the shortest arc of great circle joining the
two vertices on S2 if, and only if, lij 6= 0.

Note that the datum of G, drawn on S2, simply corresponds to that of
the so-called slope diagram representation of the desired polytope P , say
SDR (P ), in which facets, edges and vertices of P are represented by points,
spherical arcs and convex spherical polygons on S2. More precisely, in SDR (P ),
each facet is represented by the end point of its outward unit normal vector,
each edge is represented by the shortest arc of great circle joining the two points
corresponding to the adjacent facets of the edge, and each vertex is represented
by the convex spherical polygon bounded by the arcs corresponding to the edges
of P meeting at the vertex. In this subsection, we will also call SDR (P ) the
spherical representation spherical representation of P .

The main result

Theorem 10.3.5. Let n1, . . . , nN ∈ R3 be N distinct unit vectors linearly
spanning R3 and let L1, . . . , LN be N positive real numbers. There exists a
3-dimensional polytope P in R3 having facet unit outward normals n1, . . . , nN
and corresponding facet perimeters L1, . . . , LN if, and only if, the set of condi-
tions {(i) , (ii) , (iii) , (iv) , (v)} holds.

Important remark. The set of conditions {(i) , (ii) , (iii) , (iv)} is far from
being suffi cient to ensure that there exists a 3-dimensional polytope in R3 hav-
ing facet unit outward normals n1, . . . , nN and corresponding facet perime-
ters L1, . . . , LN . Indeed, many problems can arise if we drop condition (v)
from Theorem 10.3.5. If we retain only the first four conditions the data
could correspond to a union of several polytopes. It is also possible for the
data to be consistent with conditions (i) − (iv) while corresponding to non-
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convex polytopes, including such with non-convex facets, if one considers ex-
panding the notion of unit outward normal. Of course, in our context, a re-
construction attempt as a convex polytope will then lead to problems. For
instance, if we consider the unit vectors n1, . . . , n7 ∈ R3 defined by n1 :=
(0, 0,−1), n2 :=

(
cos 2π

5 , sin
2π
5 , 0

)
, n3 :=

(
cos 6π

5 , sin
6π
5 , 0

)
, n4 := (1, 0, 0),

n5 :=
(
cos 4π

5 , sin
4π
5 , 0

)
, n6 :=

(
cos 8π

5 , sin
8π
5 , 0

)
, n7 := (0, 0, 1), and the da-

tum of the matrix

(lij)1≤i,j≤7:=



0 1 1 1 1 1 0
1 0 1 0 0 1 1
1 1 0 1 0 0 1
1 0 1 0 1 0 1
1 0 0 1 0 1 1
1 1 0 0 1 0 1
0 1 1 1 1 1 0


,

for which the set of conditions {(i) , (ii) , (iii) , (iv)} holds with L1 = L7 = 5
and L2 = L3 = L4 = L5 = L6 = 4, we obtain a combinatorial prism. As per
the given unit outward normals, the prism has parallel top and bottom penta-
gon facets, and five side facets with dihedral angle π/5 between adjacent sides.
Connecting the side facets necessarily leads to self-intersections, thus there is
no 3-dimensional polytope P in R3 corresponding to these data. However, there
exists a non-convex right prism with regular pentagram base (like the one shown
in Figure 10.3.2) that corresponds to these data with suitable adaptation of the
notion of unit outward normal.

Figure 10.3.2. A pentagram
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In other words, given N distinct unit vectors n1, . . . , nN ∈ R3 linearly span-
ning R3 and N positive real numbers L1, . . . , LN such that the set of conditions
{(i) , (ii) , (iii) , (iv)} holds, we can of course associate a graph to the matrix
(lij)1≤i,j≤N but to be sure that this graph does correspond to the 1-skeleton
of some 3-dimensional polytope, it is necessary and suffi cient to assume that it
satisfies the conditions of Steinitz’s theorem. This is essentially what condition
(v) requires.

Basic definitions and facts on graphs and 1-skeletons
For the convenience of the reader, we summarize some basic definitions and

facts on graphs and 1-skeletons:

◦ The 1-skeleton of a polytope P is the graph whose vertices and edges are
just the vertices and edges of P with the same incidence relation.
◦ A graph is said to be polyhedral if it can be represented as the 1-skeleton of
some 3-dimensional polytope.
◦ A graph is said to be simple if it contains neither multiple edges nor loops.
◦ A graph is said to be planar if it can be drawn in the plane so that no two
of the edges intersect at a point other than a vertex.
◦ A graph is called 3-connected if it is connected, has at least 4 vertices, and
remains connected whenever fewer than 3 vertices are removed.
◦ The dual of a polyhedral graph is also a polyhedral graph. More precisely,
every polyhedral graph G has a well-defined dual graph G∗ (independent of the
plane embedding), corresponding to the 1-skeleton of the dual polytope.

Proof of Theorem 10.3.5. We have already seen that this set of conditions
{(i), (ii), (iii), (iv), (v)} is necessary for such a polytope P to exist in R3.
Conversely assume that the set of conditions {(i) , (ii) , (iii) , (iv) , (v)} holds.

Recall that two polytopes P and P ′ are said to be combinatorially equivalent
if there is a bijection between their faces that preserves the inclusion relation.
It is well-known that the combinatorial structure of a 3-dimensional polytope
P is completely determined by its 1-skeleton [Zig, p. 105].

(a) There exists a 3-dimensional polytope with the given combinatorial structure

By Steinitz’s theorem, the simple 3-connected planar graph G that is con-
structed on the sphere S2 in accordance with condition (v) and its geometric
dual graph G∗ (which is also simple, planar, and 3-connected) are polyhedral:
they can be represented in R3 as the 1-skeletons of two dual 3-dimensional
polytopes, say Q and Q∗, respectively.

(b) The shape of one facet (resp. of one vertex-figure) can be chosen

Moreover, by the following refinement by Barnette and Grünbaum, we can
preassign the shape of a face of one of these two polytopes [BG]:

Theorem (Barnette and Grünbaum). If one face of a 3-dimensional poly-
tope Q is an n-gon, then there exists a polytope Q′ combinatorially equivalent
to Q, of which the corresponding face is any prescribed convex n-gon.
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Moreover, as noticed by Barnette and Grünbaum [BG, p. 305]: "By an
obvious application of duality, it follows from the theorem that the shape of one
vertex-figure may be prescribed". In the part (f) of the proof, we will make use
of this dual form of the theorem to start our construction. Our desired polytope
P will be combinatorially equivalent to Q∗.

(c) Vocabulary convention

In the remainder of the proof, the assembly of all the facets of a given 3-
dimensional polytope that share a same vertex will be called a corner of the
polytope. The spherical representation of such a corner, or of a 3-dimensional
polytope, is defined as follows:

- A facet f corresponding to a unit normal n is represented on S2 by n;
- An edge is represented on S2 by the shortest arc of great circle joining the two
points corresponding to the two adjacent facets of the edge;
- A vertex is represented on S2 by the convex spherical polygon that is bounded
by the spherical arcs corresponding to the edges that are adjacent at the vertex.

(d) The polygons making up the desired facets are uniquely determined up to
translations in space

Our aim is to prove the existence of a 3-dimensional polytope P that satisfies
the set of conditions {(i) , (ii) , (iii) , (iv) , (v)}, and thus, the spherical represen-
tation of which is given by G.

Since condition (iv) is satisfied, the Minkowski existence and uniqueness
theorem for convex polygons ensures that, for any i ∈ {1, . . . , N}, there exists in
n⊥i (the linear plane with unit normal ni, endowed with the induced orientation)
a positively oriented convex polygon fi whose edges eij are directed by the unit
vectors

−→ui,j = (ni × nj) / sin (ni, nj) , (j ∈ {k |lik 6= 0}) ,

and have corresponding lengths lij ; and moreover, that this polygon fi, of which
the perimeter is Li by condition (i), is unique up to translations in n⊥i . Note
that in the above expression of −→ui,j , the vectors ni and nj are non-colinear by
condition (ii) since lij 6= 0.
Thus, for any i ∈ {1, . . . , N}, the desired oriented convex polygon fi, with

unit normal ni, is well defined and unique up to translations in R3.

(e) All the corners of the desired polytope are well defined and unique up to
translations in space

Now, let Pn be any positively oriented n-gon on S2 that is the oriented
boundary of the closure of a connected component of the complementary of the
graph G, which is drawn on S2 according to condition (v), (n ≥ 3). Girard’s
theorem relates spherical angle excess and area of the spherical n-gon, which
allows us to deduce that

n∑
k=1

αk = (n− 2)π +Area (Pn) ,
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where α1, . . . , αn denote the interior angles of Pn. Because of condition (iv),
Pn has no reflex angle so that:

n∑
k=1

βk = 2π −Area (Pn) < 2π,

where β1, . . . , βn denote the exterior angles of Pn, (that is, βk := π − αk for
all k ∈ {1, . . . , n}). Now, for every for all k ∈ {1, . . . , n}, the exterior angle
βk at a vertex (say, uk) of Pn can also be regarded as the interior angle of
a convex polygon fk (which is the facet with unit outward normal uk of the
desired polytope P ) at the vertex of fk (say, sn) that corresponds to Pn. [This
can be seen as follows. The two oriented sides of Pn that are adjacent at uk
are part of two oriented great circles of S2, which are the oriented unit circles
of two oriented linear planes of R3. For each of these two planes, consider the
linear line that is orthogonal to the plane, and then the intersection point of
this line with S2 that is on the same side of the plane as Pn. By doing this, we
obtain the end points of two unit vectors that are directing the two sides of fk
adjacent at sn and that are pointing outward from these sides at sn. Finally,
we note that the geometric angle between these two unit vectors is nothing but
the exterior angle βk.].

The above inequality, which says that the sum
∑n
k=1 βk of the exterior angles

of Pn, is less than 2π can be regarded as a nonnegative curvature condition that
is satisfied from our conditions. Therefore, taking into account condition (iii),
the convex polygons fk that correspond to the unit vectors uk of which the end
points are the vertices of Pn can be assembled (by gluing together their sides
that correspond to a same edge of Pn) to form a corner (of a 3-dimensional
polytope), the spherical representation of which corresponds to Pn in S2. Here,
the "convexity" at the corner is of course due to the nonnegative curvature
condition.
Thus all the corners of the desired polytope P are well defined and unique

up to translations in R3.

(f) They can be put together without contradiction

Starting from any of these corners, we can construct by induction the de-
sired polytope P , which is combinatorially equivalent to Q∗ and satisfies the
set of conditions {(i) , (ii) , (iii) , (iv) , (v)}, by assembling at each step, an adja-
cent corner to the part of P , say Part (P ), that has already been constructed.
Here, by "an adjacent corner" to Part (P ) we mean "a corner of P that is not
included in Part (P ) but that shares two facets with Part (P )". At each step,
the spherical representation of the part of P that is constructed is controlled
by condition (v), and the construction can continue until completion since we
made sure that all the pieces had the required shape and dimensions.
It is worth noting that, as soon as the position of the first corner is fixed

(with, for example, its vertex placed at the origin O), the position of any other
vertex S of P is deduced from that of O by a succession of translations from a
vertex of P to another: consider any succession of adjacent regions of S2\G from
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that corresponding to O to that corresponding to S (two regions of S2\G are
said to be adjacent if their boundaries share an edge of G) and note that each
crossing on S2 from one region Ri of S2\G to an adjacent one Rj corresponds
on P to the translation from a vertex to another by a translation by a vector −→vij
whose direction is determined by the arc of great circle γij separating the two
regions on S2 (−→vij is orthogonal to it and oriented in the sense of the crossing)
and whose norm ‖−→vij‖ is the length lij corresponding to γij . Of course, thanks
to condition (iv), the final position of the vertex (i.e. that of S) does not depend
on the succession of adjacent regions that has been considered. �

Remark. In higher dimensions, the problem should, of course, be much more
diffi cult since there is no known analogue of Steinitz’s theorem.
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Euler integral 2.4.1
Euler inversion with respect to Euler characteristic 2.4.2
Exterior 2.8.1
Evolute

of a planar hedgehog 3.2.2
of a planar multihedgehog 4.6.2
of a planar complex hedgehog 6.3
of a hedgehog in the Kähler vector space

(
R4, Jv, ωv

)
6.6
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of a hedgehog in the Kähler vector space
(
R4n; Ia, ωa

)
6.6

of a spacelike hedgehog of L2 7.2.2
of a timelike hedgehog of L2 7.2.2

Focal (or evolute) F∇h of a C∞-hedgehog Hh 9.1.1.
interior and body of the focal F∇h 9.1.2

Flecnodal curve 2.7
Gauss rigidity 5.2

Gauss infinitesimal rigidity 5.2
Generalized zonoids 4.3
Generic singularities of smooth hedgehogs 2.6.3
Godron 2.7
Graph

polyhedral 10.3
planar 10.3
simple 10.3
3-connected 10.3

Groemer’s theorem 2.4.1
Hedgehog

analytic 2.4
C2 2.2.1
complex 6
Fuchsian 7.2
Fuchsian of class C2

+

general 2.3
g-hedgehog 7.2.1
h-hedgehog 7.4.1
hyperbolic in R3 4.4
in L2 7.2
in L3 8.2
in real affi ne or projective space 7.3
minimal 4.5.1
of constant width 4.1.1
of constant relative width 4.1.3
plane general 4.7
polytope 4.4.2
projected 2.8.2
projective 2.2.2
spacelike or timelike in L2 7.2
via Euler Calculus 2.4

Hedgehog version of the Steiner Roman surface 2.2.2
Henneberg’s surface 4.5.2
Hopf circle 4.2.2
Hopf fibration 4.2.2
Hopf flow 4.2.2
Horoball 7.4.1

support horoball 7.4.1
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Horosphere 7.4.1
support horosphere 7.4.1

h-width of a h-hedgehog 7.4.2
Hyperbolic Gauss maps (positive and negative) 7.4.1
Hyperbolic Ck-hedgehog in R3 4.4.1
Hyperbolic polytope of R3

Strong 4.4.2
Weak 4.4.2

Hypocycloid 4.6
Ideal boundary sphere at infinity of Hn+1, denoted by Sn∞ 7.4.1
Index of a point x ∈ Rn+1 with respect to the focal F∇h of a C∞-hedgehog

Hh
Integral mean curvature 3.2.2
Interior 2.8.1
Interior and body of the focal F∇h of a C∞-hedgehog Hh
Interior and body of the kth sheet Fk∇h of the focal F∇h of a C∞-hedgehog

Hh
Inversion curve 10.2.2
Isoperimetric inequality extended to hedgehogs 3.2.2.
jh-index 2.9.1, 9.3.2
Kronecker index ih (x) 2.2.1
Kubota’s formula for hedgehogs 4.3.1
Lagrangian

fibration 8.2.2
map 8.2.2
submanifold 8.2.2

Laguerre area 8.1.1
Laguerre Gauss map 8.1.1
Laguerre geometry 8.1.1
Laguerre functional 8.1.1
Laguerre space 8.1.1
Legendrian

fibration 2.6.1
front 2.6.1
map 2.6.1
submanifold 2.6.1

Lightlike co-contact condition 8.1.1, 8.2.1
Lindquist’s criterion 4.3
Marginally trapped surface 8.1

hedgehog 8.1.1, 8.2.1
Mean evolute 8.1.2
Metamorphoses occuring in generic 1-parameter families of C∞-hedgehogs

2.6.3, 10.2.1
Metric contact manifold 2.6.1
Middle hedgehog 4.2.2, 4.6.1
Middle pseudosphere 8.2.1
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Middle sphere 8.1.1
Minimal spherical shell

of a convex body 9.5.1
of a hedgehog 9.5.2

Minkowski problem extended to hedgehogs 4.3, 5
Minkowski problem for polytopes in R3 10.3
Minkowski theorem for polytopes in R3 10.3
Mixed

algebraic area 3.1.1
area measure 3
curvature function 3.1.1
Laguerre area 8.1.1
projection hedgehog 4.3.1
symplectic area 6.5.1, 6.6.2
volume 3

Möbius theorem 4.6.3
Monge-Ampère operator 4.4.1
Multihedgehog 4
Negative pedal 4.2.1
N -hedgehog

minimal 4.5.1
plane 4.6.1
of Rn+1

1-skeleton of a polytope P in R3 10.3
Orientation of a C2-hedgehog 2.2.
Osculating complex circle 6.3
Pedal hypersurface 2.7
Planar Lorentzian hedgehog

spacelike hedgehog of L2 7.2.1
timelike hedgehog of L2 7.2.2

Planar Fuchsian hedgehog, or Γ-hedgehog 7.2.1
Polar body 2.7
Polytope 4.4.2
Projected algebraic area 2.8.2
Projection hedgehog 4.3.1
Projective Legendre transform 2.7
Quadratic Minkowskian inequalities 3.2.2
Quaternionic curvature function 6.6
Rabinowitz’s open questions 4.1.2
Rational hedgehogs of the complex projective plane 6.2.3
Real and imaginary parts of a complex hedgehog 6.4
Reeb vector field 2.6.1
Refined isoperimetric inequality 3.2.2
Reversed isoperimetric inequality for plane Fuchsian hedgehogs 7.2
Reversed Bonnesen inequality for plane Fuchsian hedgehogs 7.2
rh-index 2.8.1, 9.4
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Saddle point
active, neutral 9.4.1
critical 9.3.4, 9.4.3
type 1, type 2 9.4

Slope diagram representation SDR (P ) of a polytope P in R3 10.3
Spherical representation of a polytope P in R3 10.3
Stability estimate for the Alexandrov-Fenchel inequality 3.2.3
Steiner Roman surface 2.2.2.
Steinitz’s theorem 10.3
Sturm-Hurwitz theorem 4.6.1

Multihedgehog version 4.6
Support function of a complex hedgehog 6.2.1

of a hedgehog 2.2.1
of a spacelike or timelike hedgehog in L2 7.2
of a Fuchsian hedgehog 7.2
of a plane multihedgehog 4.6.1

Support hedgehog 2.3
Support set 2.3
Support vector field 8.1.1
Swallowtail 2.6.3

Incoming 10.2.2
Negative 2.6.3
Outgoing 10.2.2
Positive 2.6.3

Symplectic area 4.2.2, 6.6
Symplectic

manifold 8.2.2
structure 8.2.2

Symplectization of a contact manifold 8.2.2
Symplectomorphism 8.2.2
Tame set 2.4.1
Tangential radius of curvature 4.3
Tennis ball theorem 2.8.1
Transverse orientation

usual 2.2.1
absolute 2.9.1

Trapped surface 8.1
Virtual polytope 2.3
Wavefront 2.6.1
Width 4.1.1

Relative width 4.2.1
Of a space curve 4.2.2

Zindler curve 4.2.2
Zonotope 4.3.1
Zonoid 4.3.1
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