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#### Abstract

The paper is concerned with a McKean-Vlasov type SDE with drift in anisotropic Besov spaces with negative regularity and with degenerate diffusion matrix under the weak Hörmander condition. The main result is of existence and uniqueness of a solution in law for the McKean-Vlasov equation, which is formulated as a suitable martingale problem. All analytical tools needed are derived in the paper, such as the well-posedness of the Fokker-Planck and Kolmogorov PDEs with distributional drift, as well as continuity dependence on the coefficients. The solutions to these PDEs naturally live in anisotropic Besov spaces, for which we developed suitable analytical inequalities, such as Schauder estimates.
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## 1 Introduction and preliminaries

### 1.1 Statement of the problem

In this work we treat the weak well-posedness for a class of whose drift contains an anisotropic Besov distribution of negative order $-\beta$, and $\beta \in(0,1 / 2)$. Let $0<d<N$ be two given natural numbers, and let us denote by $Z_{t}:=\left(V_{t}, X_{t}\right)$ a stochastic process valued on $\mathbb{R}^{N}=\mathbb{R}^{d} \times \mathbb{R}^{N-d}$.

The class of equations that we consider in this paper is given as

$$
\left\{\begin{array}{l}
d V_{t}=\left(F\left(u_{t}\left(Z_{t}\right)\right) b_{t}\left(Z_{t}\right)+\mathcal{B}_{0} Z_{t}\right) d t+d W_{t}  \tag{1.1}\\
d X_{t}=\mathcal{B}_{1} Z_{t} d t \\
\mu_{Z_{t}}(d z)=u_{t}(z) d z
\end{array}\right.
$$

for a given random initial condition

$$
\begin{equation*}
Z_{0}=\left(V_{0}, X_{0}\right) \sim \mu_{0}=u^{0}(z)(d z) \tag{1.2}
\end{equation*}
$$

Here $W$ is a $d$-dimensional Brownian motion, $\mathcal{B}_{0} \in \mathcal{M}^{d \times N}$ and $\mathcal{B}_{1} \in \mathcal{M}^{(N-d) \times N}$ are constant matrices, and $F:[0,+\infty) \rightarrow \mathcal{M}^{d \times m}$ is a matrix-valued Borel function. In order for the process $(V, X)$ to take values on $\mathbb{R}^{N}$ one can formally consider $b:[0, T] \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{m}$ in a way that the product in (1.1) can be made sense of as a usual multiplication row-by-column. One of the novel features here, however, is that $b_{t}(\cdot)$ is a distribution, hence the product $F(u) b$ needs to be defined with care. Another trait of (1.1) is that the unknown $Z$ has a density $u$ which appears in the drift of the $V$-component, and this makes the problem a McKean-Vlasov type SDE. Notice moreover that the SDE is degenerate, in the sense that the noise $W$ appears only in the dynamics of the $V$-component. In order for the SDE to be well-posed, we will then require the hypoellipticity of the Kolmogorov operator $\mathcal{K}$ associated to (1.1) when $F \equiv 0$ (see Assumption (1.1).

We point out that, when $N=2 d$, the system (1.1) reduces to the singular kinetic McKean-Vlasov SDE

$$
\left\{\begin{array}{l}
d V_{t}=F\left(u_{t}\left(V_{t}, X_{t}\right)\right) b_{t}\left(V_{t}, X_{t}\right) d t+d W_{t}  \tag{1.3}\\
d X_{t}=V_{t} d t \\
\mu_{\left(V_{t}, X_{t}\right)}(d v d x)=u_{t}(v, x) d v d x
\end{array}\right.
$$

where the $\mathbb{R}^{2 d}$-valued pair $\left(V_{t}, X_{t}\right)$ describes velocity and position of a particle in the phase-space. When $F \equiv 1$ and $b_{t}$ is a linear function of $V_{t}$ (in particular there is no McKean-Vlasov interaction and $b_{t}$ is not singular), (1.3) reduces to the classical Langevin model [45, which serves as a pilot example of more complex kinetic models (see [37, 36] among others). Recently, kinetic McKean-Vlasov models attracted the interest of several authors (e.g. [13, 33, 61, 63]). As it is pointed out in 33, (1.3) reflects the macroscopic behavior of a system of particles obeying Newton's second law with Gaussian noise, interacting through a mean-field force coefficient, with the singular nature of the latter accounting for environmental noise that acts on all particles. In [13] the authors study a conditional version of (1.3), as a Langrangian stochastic model alternative to Navier-Stokes equations for the simulation of turbulent flows. In 63] (see also [61]), the author studies a non-singular version of (1.3) where the McKean-Vlasov interaction also affects the diffusion term, motivated by the fact that the non-linear Fokker-Planck PDE associated to this class includes to the kinetic Landau equation as a prototype example, the latter being the most popular mathematical model in
the theory of collisional plasma. In this regards, the 2nd order part of the Fokker-Planck PDE associated to (1.3), which reads as

$$
\begin{equation*}
\left(\partial_{t}+\left\langle v, \nabla_{x}\right\rangle\right) u_{t}+\operatorname{div}_{v}\left(u_{t} F\left(u_{t}\right) b_{t}\right)=\Delta_{v} u_{t} \tag{1.4}
\end{equation*}
$$

differs from the one in the Landau equation, in particular it is linear. However, it is argued in [1] that a satisfactory description of a plasma is obtained when one also takes into account not only binary collisions (which are missing in (1.4)) but also collective effects modelled by a mean-field force term, which is present in (1.3) and reflected by the non-linear 1st order term in (1.4).

The main aim of this paper is to give a mathematical meaning to equation (1.1) and to prove existence and uniqueness of a solution, together with some regularity results on its time-marginal probability densities (see Theorem 1.6 and its proof in Section 5.2). To define the notion of solution to the McKean-Vlasov equation, which is a non-linear equation in the sense that the drift of the SDE depends on the solution via the density of the solution itself, a natural step is to define and investigate its linear counterpart, which is a kinetic-type SDE where the drift is singular but does not depend on the law of the solution itself. Such SDE is formulated as a martingale problem in Section 5.1. and results on its well-posedness are the first by-product of this work. We denote by $\mathcal{K}$ the parabolic generator of the underlying Gaussian process solving the SDE (1.1), see (2.11). Another by-product is the study of the nonlinear Fokker-Planck (FP) PDE given by

$$
\left\{\begin{array}{l}
\mathcal{K}^{\prime} u_{t}=\operatorname{div}_{v}\left(u_{t} F\left(u_{t}\right) b_{t}\right), \quad t \in(0, T]  \tag{1.5}\\
u_{0}=u^{0}
\end{array}\right.
$$

where $\mathcal{K}^{\prime}$ is the formal adjoint of $\mathcal{K}$, given in (2.13)-(2.14), $u^{0}$ is the law density of $\mu_{\left(V_{0}, X_{0}\right)}$ and $\operatorname{div}_{v}$ denotes the divergence in the variable $v$ of the vector $(v, x)$. Indeed, we prove that the density of the solution to (1.1) does satisfy (1.5) and for this, analytical results for the latter are crucial (see Section 3), which might have separate interest. These include the existence and uniqueness of a weak solution in an anisotropic Hölder space, as well as stability results for the regularized version of (1.5), obtained by replacing the distribution $b_{t}$ with a smooth function. Finally, we mention a third by-product, namely analytical results on the singular kinetic-type backward Kolmogorov PDE

$$
\left\{\begin{array}{l}
\mathcal{K} u+\left\langle\mathcal{B}, \nabla_{v}\right\rangle u=\lambda u+g, \quad t \in(0, T),  \tag{1.6}\\
u_{T}=\phi
\end{array}\right.
$$

with $\mathcal{K}$ being defined in (1.9), and $\mathcal{B}$ being a suitable distribution, which is the fundamental tool used to set up the linear martingale problem. In Section 4 we prove results that are analogous to those for the Fokker-Planck PDE (1.5). We also note that all the PDE results of this work rely on suitable Schauder estimates in anisotropic Besov spaces for the semigroups of $\mathcal{K}$ and $\mathcal{K}^{\prime}$, which are stated in Theorem 2.10 and proved in Appendix B.

### 1.2 Literature review

As we have mentioned above, the system (1.1) that we will investigate combines three features: distributional coefficients (hence the term singular), the fact that the drift depends on the density of the law of the unknown itself (hence the term McKean-Vlasov), the fact that the Brownian motion drives only the $V$-component (hence the term degenerate or kinetic). All these features have previously been studied in the literature, as
we see below, but this is, to the best of our knowledge, the first time they are combined together when the drift depends in a pointwise fashion on the density law.

The first examples of SDEs with distributional drifts date back some 20 years ago with the works 7 , [28, 29, 57] in one dimension. Some years later, [27] treat the case of any dimension $d \geq 1$ and with a drift in a fractional Sobolev space of negative regularity index $-\beta>-1 / 2$, in the so-called Young regime. Immediately after and independently [23] treat the case of singular coefficients in Besov spaces with negative regularity index $-\beta>-2 / 3$ in dimension 1 (i.e beyond the Young regime). In the following years [15] investigate extensions in dimension $d$ and $-\beta>-2 / 3$. Another generalization is given simultaneously in [2] and [19], where the authors consider the extension to $\alpha$-stable noises in place of Brownian motion, in the Young regime and dimension $d$, producing also an explicit description of the dynamics of the solution using a suitable semigroup. In [39] they frame the problem as a martingale problem and derive a description of the dynamics in terms of weak Dirichlet processes. One of the common tools that can be found in many of these works is a singular Kolmogorov equation like (1.6) in the uniformly parabolic case, i.e. when $N=d$, which is needed to cast the singular SDE as a martingale problem. A solution for the latter is a process $Z$ and a probability $\mathbb{P}$ such that for all $f \in \mathcal{D}$ we have $f\left(t, Z_{t}\right)-f\left(0, X_{0}\right)-\int_{0}^{t} \mathcal{L} f\left(s, X_{s}\right) d s$ is a $\mathbb{P}$-martingale, where $\mathcal{L}$ is the 'generator' of $Z$ (formally given by $\mathcal{L}=\mathcal{K}+\left\langle\mathcal{B}, \nabla_{v}\right\rangle$ ). The class of functions $\mathcal{D}$ is constructed as the set of solutions to (1.6) for smooth forcing terms $g$ and terminal conditions $\phi$. Once the martingale problem is defined, one uses results on the Kolmogorov PDE (1.6) (such as well-posedness and continuity with respect to the coefficients) combined with classical tools of stochastic analysis such as tightness and uniqueness results of marginal laws to show existence and uniqueness of a martingale solution. After these early foundational works on SDEs with singular coefficients, people started to explore this topic further: by studying numerical schemes for singular SDEs [22, 31; allowing for different type of noises [43]; studying heat kernel estimates for singular SDEs [55]; studying singular kinetic SDEs, singular McKean-Vlasov SDEs and even singular kinetic McKean-Vlasov SDE, as we see below.

McKean-Vlasov equations were originally introduced by McKean in the mid 1960s and have become very popular, in recent years, after the well-known Saint-Flour lecture notes by A.S. Sznitman [59, and they typically arise as limit of interacting particle systems when the number of particles goes to infinity and when the dynamics of each particle depends on the empirical measure of all other particles. Depending on the type of interaction, one obtains different limiting equations. In the so-called moderate interaction, first introduced by 51 for smooth drifts, the particles interact through a mollified version of the empirical measure, and the limiting equation turns out to depend on the density of the law in a pointwise way (rather than the law itself). A similar McKean SDE whose marginal laws solve the porous media PDE was provided in 9. Other McKean SDEs with more general diffusion and drift coefficients were investigated by [11, 5, 8, 4. . In the framework of moderate interaction, but with singular drift, and in the special non-degenerate case, the well-posedness of the limiting singular McKean-Vlasov SDE (1.1) has been recently studied in 40. More precisely, in 40] the authors prove weak existence and uniqueness to the equation (1.1) in the special case when $\mathcal{B}_{0}=0$ and $d=N$, that is when the vector $(V, X)$ in (1.1) reduces to the first component $V$, and for $-\beta>-1 / 2$. Similar equations have been studied in [16, 17] where they analyse a McKean-Vlasov type SDE with singular coefficients with a drift of convolution form $b * \mu_{V_{t}}$ and a general $\alpha$-stable process as noise. They prove well-posedness of said SDE and heat kernel estimates. Notice that their threshold for the singularity is $-\beta>-1$ but they are still in the Young regime due to the smoothing effect of the convolution, as opposed to the pointwise product in (1.1), which is the same as in 40].

In the realm of kinetic-type SDEs, the well-posedness of the linear martingale problem, together with Gaussian estimates for the density, have been established in [50] and 49, assuming the coefficients in suitable Hölder spaces induced by an anisotropic norm that takes into account the different time-scaling properties of the degenerate components, namely the component $X$ of $(V, X)$ according to our notation. In the latter references, the drift of the degenerate component $X$ may be non-linear and the diffusion coefficient is allowed to be non-constant, provided that it satisfies a uniform ellipticity condition on $\mathbb{R}^{d}$. In [18, the authors allow the drift of $V$ to be an unbounded discontinuous function and derive heat kernel and gradient kernel estimates. In [33, the drift of $V$ is a convolution with a kernel that may be a distribution and the authors study the singular martingale problem in order to tackle a convolutional kinetic McKean-Vlasov SDE (see also the next paragraph). In the kinetic McKean-Vlasov setting, we mention a few contributions. In [13] a conditional Langevin-type dynamics is considered as an alternative approach to Navier-Stokes equations for turbulent flows. The weak well-posedness of the McKean-Vlasov SDE was proved via propagation of chaos, by considering a smoothed SDE and proving that the corresponding interacting particle system propagates chaos. The weak existence for equations with McKean-Vlasov coefficients in the form of $\mathbb{E}\left[b\left(t, z, Z_{t}\right)\right]$, both in the drift and the diffusion, was recently proved in 61] for the strictly kinetic case ( $N=2 d$ ), under minimal regularity conditions (uniform continuity w.r.t. to the position variable in both the state and the measure component) on the function $b$. Similar results were recently proved in 63].

Finally, we mention [33] in which the authors combine all three aspects considered in this paper: singular, kinetic and McKean-Vlasov. In particular, they study a kinetic McKean-Vlasov equation which differs from (1.3) in that the dynamics of the velocity component $V_{t}$ reads as

$$
\begin{equation*}
d V_{t}=b_{t}\left(Z_{t}\right) d t+\left(K * \mu_{X_{t}}\right)\left(X_{t}\right) d t+d W_{t} \tag{1.7}
\end{equation*}
$$

where the drift component is the sum of a term $b_{t}$ in a weighted anisotropic Besov space with regularity index $-\beta$ with $\beta \in(1 / 2,2 / 3)$ (hence this is outside the Young regime and requires the use of tools like paracontrolled calculus) and one convolution part involving the law of the position $X$ with a singular kernel $K$ with regularity index $\alpha>(\beta-1) / 3$ (notice that $\alpha$ can be negative). They prove existence of a martingale solution, and under the stronger assumptions that $K$ is bounded and measurable (thus non-singular) they also prove uniqueness. One of the main differences between the setting in [33] and that of the present work regards the way the drift depends on the law: (i) in (1.7) the dependence appears through the convolution with a singular term, hence it is linear, while here, as in (1.1), we have a nonlinear function evaluated pointwisely in the law and multiplied by a Schwartz distribution; (ii) in (1.7) the dependence on the law, and thus the mean-field interaction of the associated particle system, only involves the position variable $X$.

Finally we stress that in the present work we derive our results in the general degenerate setting of equation (1.1) (with $0<d<N)$ and not only in the purely kinetic case ( $N=2 d$ ).

As mentioned in Section 1.1, a key step to prove our results on the SDE (1.7) is the study of the singular non-linear Fokker-Planck equation (1.5) and the backward Kolmogorov equation (1.6). From the PDE point of view, our results in Sections 3 and 4 on the well-posedness, regularity and stability of these equations are natural extensions of those in 40] and [38] from the elliptic to the hypoelliptic setting. As the proofs in the latter references rely on Besov-Schauder estimates for the heat semigroup (see [32]), our proofs rely on their anisotropic counterpart for the semigroup of the operators $\mathcal{K}$ and $\mathcal{K}^{\prime}$ (defined in (1.9) and (2.13)), for which we provide a complete proof. To the best of our knowledge, in the hypoelliptic framework, these estimates only appeared in [64] for the strictly kinetic $(N=2 d)$ and homogeneous case, namely when the
operator $\mathcal{K}$ is invariant with respect to a family of dilations. We also mention that our PDE results are somehow complementary to those in 33, where the paracontrolled case $(\beta \in(1 / 2,2 / 3))$ was considered, in the strictly kinetic framework. In general, there is a large body of literature, also very recent, concerned with the regularity properties of degenerate-type PDEs involving $\mathcal{K}$ or its adjoint $\mathcal{K}^{\prime}$ as a principal operator. In the Hölder setting, we recognize two main approaches. In the semigroup approach, initiated by [48], solutions are defined in the distributional sense: in this framework, solutions do not benefit from the time-smoothing effect that is typical of parabolic equations, and the regularity structures are typically defined in terms of spatial anisotropic Hölder spaces (see Section 2.3), which do not require Hölder-regularity with respect to the time-variable. With respect to this approach, the anisotropic Besov spaces defined in Section 2.1 and the related Schauder estimates for the semigroups of $\mathcal{K}$ and $\mathcal{K}^{\prime}$ in Section 2.2, are the natural distributional extensions. On the other hand, in the stream of research started by [56], solutions in the Lie sense are defined in terms of directional derivatives along the Hörmander vector fields. In this approach, the regularity of the coefficients and of the solutions is typically stated in so-called instrinsic Hölder spaces (see Section 2.3), where the regularity properties in space and time are strictly intertwined. Some authors (see [10], [25], [47]) have recently combined these two approaches to obtain intrinsic regularity of the solution (with respect to all the variables) by only assuming anisotropic regularity for the data (and only measurability). We refer to [46] and 47] for a more exhaustive overview of the literature regarding these two approaches and their combination. In particular, we refer to [46] and to the previous work [24] for the study of fundamental solutions in the degenerate Hölder setting. We note that, although the theory of functional intrinsic spaces has already been developed in the Sobolev setting (e.g. [30], [54), the distributional Besov counterpart of the intrinsic Hölder spaces has not yet been studied and it is an open problem for future research. This will be necessary to establish sharp regularity estimates for the singular PDEs considered in this paper.

### 1.3 Setting and main result

Throughout the paper, we set the matrix

$$
\begin{equation*}
B:=\binom{\mathcal{B}_{0}}{\mathcal{B}_{1}} \in \mathcal{M}^{N \times N}, \tag{1.8}
\end{equation*}
$$

where $\mathcal{B}_{0} \in \mathcal{M}^{d \times N}$ and $\mathcal{B}_{1} \in \mathcal{M}^{(N-d) \times N}$ are the real matrices in (1.7). We also denote by $\Delta_{v}$ and $\nabla_{z}$, respectively, the Laplacian operator on $\mathbb{R}^{d}$ and the gradient on $\mathbb{R}^{N}$, namely

$$
\Delta_{v}=\sum_{i=1}^{d} \partial_{v_{i}}^{2}, \quad \nabla_{z}=\left(\partial_{z_{1}}, \cdots, \partial_{z_{N}}\right)
$$

Assumption 1.1. The Kolmogorov operator

$$
\begin{equation*}
\mathcal{K}:=\mathcal{A}+\partial_{t}:=\frac{1}{2} \Delta_{v}+\underbrace{\left\langle B z, \nabla_{z}\right\rangle+\partial_{t}}_{=: Y}, \quad z=(v, x) \in \mathbb{R}^{N}, \tag{1.9}
\end{equation*}
$$

is hypoelliptic on $\mathbb{R}^{N+1}$.
Remark 1.2. By Hörmander theorem, $\mathcal{K}$ in (1.9) is hypoelliptic if and only if the vector fields $\partial_{v_{1}}, \ldots, \partial_{v_{d}}$ and $Y$ satisfy

$$
\begin{equation*}
\operatorname{rank} \operatorname{Lie}\left(\partial_{v_{1}}, \ldots, \partial_{v_{d}}, Y\right)=N+1 \tag{1.10}
\end{equation*}
$$

Example 1.3. The kinetic equation (1.3) can be obtained from (1.7) by setting $N=2 d, m=d$ and

$$
B:=\left(\begin{array}{cc}
0 & 0 \\
I_{d} & 0
\end{array}\right)
$$

In this case we have $Y=\partial_{t}+\left\langle v, \nabla_{x}\right\rangle$ and

$$
\left[\partial_{v_{i}}, Y\right]=\partial_{x_{i}}, \quad i=1, \cdots, d
$$

thus (1.10) is satisfied.
In 44 ] it was shown that (1.10), known as weak (or parabolic) Hörmander condition, is equivalent to $\mathcal{B}_{1}$ having the block-form

$$
\mathcal{B}_{1}=\left(\begin{array}{ccccc}
B_{1} & * & \cdots & * & *  \tag{1.11}\\
0 & B_{2} & \cdots & * & * \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & B_{r} & *
\end{array}\right)
$$

where the $*$-blocks are arbitrary and $B_{j}$ is a $\left(d_{j-1} \times d_{j}\right)$-matrix of rank $d_{j}$ with

$$
\begin{equation*}
d \equiv d_{0} \geq d_{1} \geq \cdots \geq d_{r} \geq 1, \quad \sum_{i=0}^{r} d_{i}=N \tag{1.12}
\end{equation*}
$$

It is convenient to set

$$
\bar{d}_{i}:=\sum_{k=0}^{i} d_{k}, \quad i=0, \cdots, r, \quad \text { and } \quad \bar{d}_{-1}:=0
$$

Next we introduce the notation for function spaces used in this paper. For a given $T>0, \alpha \in \mathbb{R}$, and for any $\left(U,\|\cdot\|_{U}\right)$ generic normed space endowed with the Borel $\sigma$-algebra generated by the topology induced by $\|\cdot\|_{U}$, we introduce the following notations.

- $\mathcal{S}$ the space of Schwartz functions and $\mathcal{S}^{\prime}$ the space of tempered distribution on $\mathbb{R}^{N}$.
- $\mathcal{C}_{b}$ the space of bounded continuous functions on $\mathbb{R}^{N}$, equipped with the norm $\|\cdot\|_{L^{\infty}}=\|\cdot\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}$.
- $\mathcal{C}_{c}^{\infty}$ the space of $\mathcal{C}^{\infty}$ functions on $\mathbb{R}^{N}$ with compact support.
- $\mathcal{C}_{B}^{\alpha}$ the anisotropic Besov space of order $\alpha$ and by $\|\cdot\|_{\alpha}$ its norm, see Definition 2.6.
- $C_{B, T}^{\alpha}$ the space of intrinsically $\alpha$-Hölder continuous functions for $\alpha>0$, and by $\|\cdot\|_{C_{B, T}^{\alpha}}$ its norm, see Definition 2.15
- $L_{T}^{\infty} U$, the space of Borel-measurable functions $f:[0, T] \rightarrow U$ such that

$$
\|f\|_{T, U}:=\underset{t \in[0, T]}{\operatorname{esss} \sup }\left\|f_{t}\right\|_{U}<+\infty
$$

We have two special cases:

- when $U=\mathcal{C}_{B}^{\alpha}$ the norm $\|f\|_{T, U}$ is denoted by $\|f\|_{T, \alpha}$,
- when $U=\mathcal{C}_{b}$, the norm $\|f\|_{T, U}$ is denoted by $\|f\|_{T}$.
- $C_{T} U$ the space of continuous functions $f:[0, T] \rightarrow U$.
- $C_{T} \mathcal{S}$ the space of continuous functions $f:[0, T] \rightarrow \mathcal{S}$, where $\mathcal{S}$ is equipped with the usual strong topology.

We use the notation $\langle\cdot, \cdot\rangle$ to indicate the scalar product in $\mathbb{R}^{N}$, and $\langle\cdot \mid \cdot\rangle$ for the distributional dual pairing in $\mathcal{S}$ and $\mathcal{S}^{\prime}$.

We now specify the regularity assumptions on the coefficients $b, F$ in (1.1) and on the density of the initial condition $u^{0}$ in (1.2), under which we will prove the main result.

Assumption 1.4. Let $T>0, \beta \in\left(0, \frac{1}{2}\right)$. We have
(i) $b \in C_{T} \mathcal{C}_{B}^{-\beta}$.
(ii) $u^{0} \in \mathcal{C}_{B}^{\beta+\varepsilon}$ for some $\varepsilon \in(0,1-2 \beta)$, and is a probability density on $\mathbb{R}^{N}$.

Let $F: \mathbb{R} \rightarrow \mathcal{M}^{d \times m}$ and $\widetilde{F}: \mathbb{R} \rightarrow \mathcal{M}^{d \times m}$, defined as

$$
\begin{equation*}
\widetilde{F}(s):=s F(s) \tag{1.13}
\end{equation*}
$$

We will make use of the following assumptions for $\Phi=F$ or $\Phi=\widetilde{F}$.
Assumption 1.5. The function $\Phi: \mathbb{R} \rightarrow \mathcal{M}^{d \times m}$ is differentiable, with bounded and globally Lipschitzcontinuous derivative.

Postponing until Section5.2 (Definition 5.14) the precise definition of solution (in law) to (1.1) (denoted as solution to $\operatorname{MKMP}\left(F, b, u^{0}\right)$ ), we formulate the following main result, which will be restated and proved in Theorem 5.15, Concerning the regularity of the density of the solution to the $\operatorname{MKMP}\left(F, b, u^{0}\right)$, we refer to Remark 5.16.

Theorem 1.6. Let Assumptions 1.1 and 1.4 hold. Let also Assumption 1.5 hold with $\Phi=F, \widetilde{F}$. Then there exists a unique solution to $\operatorname{MKMP}\left(F, b, u^{0}\right)$.

In order to help the reader better understand the paper, we now explain the key steps and overall strategy for the proof of the main result. The idea in a nutshell is to construct a reasonably good "guess" of solution to the McKean problem and then verify that such a guess is the unique solution of our problem. However, the construction of the guess solution is not trivial.

The first step, in order to do this, is to view the $\operatorname{MKMP}\left(F, b, u^{0}\right)$ as a particular case in a class of linear martingale problems, denoted by $\operatorname{MP}\left(\mathcal{B}, \mu_{0}\right)$, where the drift $\mathcal{B}$ does not contain any unknowns. Here $\mathcal{B}$ must be any given Besov distribution and $\mu_{0}$ any initial law. We will construct our guess solution by solving the linear martingale problem, which is an easier environment to work in. It can be easily verified that a solution of $\operatorname{MKMP}\left(F, b, u^{0}\right)$ is a solution of $\operatorname{MP}\left(F(u) b, u^{0}(z) d z\right)$, so in order to move from the McKean-Vlasov framework to the linear framework we need to know the density of the solution itself, because the unknown density $u$ of (1.1) has to be given as an input of the linear problem. In the linear case, by applying the Itô formula, it is easily verified that the marginals of an SDE are (distributional) solutions of the associated FP equation. This fact also holds for a solution of $\operatorname{MKPM}\left(F, b, u^{0}\right)$, as proved in Proposition 5.13, even though the associated FP equation is non-linear in this case. The results on well-posedness for the nonlinear FP equation are proved in Section [3, and are a first hint about the well-posedness of (1.1). Once we are in the
linear framework, the second step consists of finding a (unique) solution to the singular linear martingale problem, which is the content of Theorem 5.11. To do so, the singular drift is smoothed and the result [26, Theorem 2.6] allows us to find the solution of the Stroock-Varadhan martingale problem. At this point, it is worth noticing that in the smoothed case our notion of solution coincides with the classical one à là StroockVaradhan, as proven in Proposition 5.5. To show existence of a solution to the non-smoothed linear problem we have to verify that the sequence of measures that solves the regularized problem is tight, and that the limit of a subsequence is a solution. To prove tightness (see Lemma 5.7) we make use of a uniform-boundness result of solutions to a Kolmogorov-type PDE, whose analysis is done in Section 4. To prove uniqueness, we extend a well-known uniqueness propriety of martingale problems to time-inhomogeneous coefficients, which is referred to as 'Propriety P ' in this work (see Appendix A).

The final step is now easy and consists of checking that the solution constructed as described above is indeed the unique solution to the singular McKean-Vlasov martingale problem. This can be seen using tightness as well as continuity results of the Zvonkin-type PDE and the Fokker-Planck PDE, together with the fact that for the smoothed coefficient the result is valid. This is done in Section 5.2

The rest of the paper is organized as follows. In Section 2 we introduce the anisotropic Besov and Hölder spaces we will work in and the main analytical tools that are needed to study the non-linear FokkerPlanck and the backward Kolmogorov PDEs. In particular we introduce the semigroups associated to the Kolmogorov backward operator and to the Fokker-Planck forward operator and provide key Schauder estimates for both, the proof of which is postponed to the Appendix. In Section 3.1 we study the well posedness of the nonlinear Fokker-Planck equation via local fixed point arguments and using Schauder estimates. We also show continuity results for the FP equation in Section 3.2 Section 4 is devoted to showing well-posedness and continuity results for the linear Kolmogorov equation. Section 5.1 contains the study of the linear martingale problem and Section 5.2 the well posedness of the McKean-Vlasov problem. Appendix A contains the extension of the uniqueness results for time-inhomogeneous martingale problems knowing the uniqueness of the marginals and Appendix B the proof of Schauder estimates.

## 2 Analytical tools

In this section we provide the main analytical results that are needed for the study of the singular non-linear Fokker-Planck PDE (1.5) and backward Kolmogorov PDE (1.6). We first introduce the relevant anisotropic Besov spaces and recall some of their basic properties (Section 2.1), then we state the inherent Schauder estimates for the semigroup kernels of $\mathcal{K}$ and $\mathcal{K}^{\prime}$ (Section 2.2). We then recall the definition of anisotropic Hölder spaces, their characterization as Besov spaces with non-integer positive regularity index, and briefly compare them with their intrinsic counterparts (Section 2.3). Finally we state some useful regularization results (Section 2.4).

Hereafter we will always assume that Assumption 1.1 is satisfied and thus $\mathcal{B}_{1}$ admits a representation as in (1.11)-(1.12), which factorizes $\mathbb{R}^{N}$ in $r+1$ components of dimensions $d_{0} \geq \cdots \geq d_{r} \geq 1$. Accordingly, we will employ the notation $z=\left(z_{0}, \cdots, z_{r}\right) \in \mathbb{R}^{N}$ with each $z_{i} \in \mathbb{R}^{d_{i}}$.

### 2.1 Anisotropic Besov Spaces

For the reader's convenience, we recall the classical Fourier-based construction of anisotropic distributional Besov spaces together with some useful results. We focus on the particular case of integrability and microscopic parameters equal to infinity (typically denoted by $p$ and $q$ in the literature), as this work only covers this case. The interested reader can refer to [60, Chapter 5] for the general definition, and to the references therein for an account on the historical development of these spaces.

Let us define the so-called anisotropic norm as

$$
|z|_{B}:=\sum_{i=0}^{r}\left|z_{i}\right|^{\frac{1}{2 i+1}}, \quad z=\left(z_{0}, \cdots, z_{r}\right) \in \mathbb{R}^{N}
$$

where $\left|z_{i}\right|$ is the Euclidean norm in $\mathbb{R}^{d_{i}}$. It is immediate that $|\cdot|_{B}$ is not strictly a norm as it is not homogeneous with respect to usual scalar multiplication. However, homogeneity holds for the family of dilations $D_{\lambda}: \mathbb{R}^{N} \longrightarrow \mathbb{R}^{N}, \lambda>0$, defined as

$$
\begin{equation*}
D_{\lambda} z=\lambda . z:=\left(\lambda z_{0}, \lambda^{3} z_{1}, \ldots, \lambda^{2 r+1} z_{r}\right), \quad z=\left(z_{0}, \cdots, z_{r}\right) \in \mathbb{R}^{N} \tag{2.1}
\end{equation*}
$$

In this work $\mathbf{B}_{\tau}(z)$ denotes the closed anisotropic disk, or ball, centred at $z \in \mathbb{R}^{N}$ with radius $\tau>0$, i.e. $\mathbf{B}_{\tau}(z):=\left\{y \in \mathbb{R}^{N}:|y-z|_{B} \leq \tau\right\}$. The ball centred at the origin is denoted by $\mathbf{B}_{\tau}:=\mathbf{B}_{\tau}(0)$. Moreover, we define the anisotropic annuli

$$
\mathcal{A}_{\tau, \rho}:=\left\{x \in \mathbb{R}^{N}: \tau \leq|x|_{B} \leq \rho\right\}, \quad 0<\tau<\rho
$$

We finally denote by $Q$ the so-called homogeneous dimension, set as

$$
Q:=\sum_{i=0}^{r} d_{i}(2 i+1)
$$

As in the isotropic case, the anisotropic spaces are defined through a Paley-Littlewood decomposition. We start by considering a smooth, non-negative function $\rho_{-1}$ on $\mathbb{R}^{N}$ such that

$$
\begin{equation*}
\rho_{-1} \equiv 1 \text { on } \mathbf{B}_{\frac{1}{2}}, \quad \operatorname{supp} \rho_{-1} \subseteq \mathbf{B}_{\frac{2}{3}} \quad \text { and } \int_{\mathbb{R}^{N}} \rho_{-1}(\xi) d \xi=1 \tag{2.2}
\end{equation*}
$$

The sequence of functions $\left\{\rho_{j}\right\}_{j \geq 0}$, defined by

$$
\rho_{j}(\xi):=\rho_{-1}\left(2^{-(j+1)} \cdot \xi\right)-\rho_{-1}\left(2^{-j} \cdot \xi\right), \quad \xi \in \mathbb{R}^{N}
$$

is called an anisotropic Paley-Littlewood partition.
Remark 2.1. By definition we have the following properties:
(a) $\rho_{j}(\xi)=\rho_{0}\left(2^{-j} \cdot \xi\right), \quad j \geq 0$,
(b) $\operatorname{supp} \rho_{j} \subseteq \mathcal{A}_{2^{j-1}, 2^{j+1}}, \quad j \geq 0$,
(c) $\operatorname{supp} \rho_{i} \cap \operatorname{supp} \rho_{j} \neq \emptyset \Longleftrightarrow|i-j| \leq 1, \quad i, j \geq-1$,
(d) $\quad \sum_{j=-1}^{n} \rho_{j}(\xi)=\rho_{-1}\left(2^{-(n+1)} \cdot \xi\right), \quad n \geq-1$,
(e) $\sum_{j=-1}^{+\infty} \rho_{j} \equiv 1$ on $\mathbb{R}^{N}$.

For any $f \in L^{1}\left(\mathbb{R}^{N}\right)$ we employ the following definitions for the Fourier transform and its inverse:

$$
\begin{aligned}
\mathcal{F}(f)(\xi) & =\widehat{f}(\xi) \\
\mathcal{F}^{-1}(f)(z) & =\check{f}(z):=(2 \pi)^{-\frac{N}{2}} \int_{\mathbb{R}^{N}} e^{-i\langle z, \xi\rangle} f(z) d z, \\
-\frac{N}{2} & \int_{\mathbb{R}^{N}} e^{i\langle z, \xi\rangle} f(\xi) d \xi
\end{aligned}
$$

Remark 2.2. It can be directly verified that the scaling property of the Fourier transform for the $\left\{\rho_{j}\right\}_{j \geq 0}$ reads as

$$
\begin{equation*}
2^{j Q_{\check{\rho_{0}}} \circ D_{2^{j}}=\mathcal{F}^{-1}\left(\rho_{0} \circ D_{2^{-j}}\right)=\check{\rho_{j}}, \quad j \geq 0 . . . \quad . \quad . \quad . \quad . \quad .} \tag{2.4}
\end{equation*}
$$

Another important property is

$$
(2 \pi)^{-\frac{N}{2}} \int_{\mathbb{R}^{N}} \check{\rho}_{-1}(z) d z=1, \quad(2 \pi)^{-\frac{N}{2}} \int_{\mathbb{R}^{N}} \check{\rho}_{j}(z) d z=0, \quad j \geq 0
$$

which stems from

$$
(2 \pi)^{-\frac{N}{2}} \int_{\mathbb{R}^{N}} \check{\rho_{j}}(z) d z=\mathcal{F}\left(\mathcal{F}^{-1} \rho_{j}\right)(0)=\rho_{j}(0)
$$

The Fourier transform of $f \in \mathcal{S}^{\prime}$ is defined, as usual, by duality, i.e.

$$
\langle\mathcal{F}(f) \mid \varphi\rangle=\langle\widehat{f} \mid \varphi\rangle:=\langle f \mid \widehat{\varphi}\rangle, \quad \varphi \in \mathcal{S}
$$

and the same for $\mathcal{F}^{-1}=\check{f}$. For $f \in \mathcal{S}^{\prime}$, the $j$-th Paley-Littlewood block of $f$ is defined as

$$
\begin{equation*}
\Delta_{j} f:=\mathcal{F}^{-1}\left(\rho_{j} \widehat{f}\right), \quad j \geq-1 \tag{2.5}
\end{equation*}
$$

Remark 2.3. By the properties of the Fourier transform, we have

$$
\Delta_{j} f=\check{\rho_{j}} * f
$$

and in particular, $\Delta_{j} f$ is smooth. On the other hand, it is easy to check that $\sum_{j=-1}^{n} \Delta_{j} f$ tends to $f$ in $\mathcal{S}^{\prime}$ as $n \rightarrow \infty$.

The following result, whose proof is completely analogous to that of [3, Lemma 2.1] in the isotropic case, is fundamental to comprehend the construction of Besov spaces used in the paper.

Theorem 2.4 (Bernstein's type inequality). For every $k \in \mathbb{N}_{0}$, there exists a positive constant $C=C(k)$ such that

$$
\begin{equation*}
\sum_{l=\bar{d}_{i-1}+1}^{\bar{d}_{i}}\left\|\partial_{z_{l}}^{k} f\right\|_{L^{\infty}} \leq C \lambda^{(2 i+1) k}\|f\|_{L^{\infty}}, \quad \lambda>0, \quad i=0, \cdots, r \tag{2.6}
\end{equation*}
$$

for any $f \in L^{\infty}\left(\mathbb{R}^{N}\right)$ such that $\operatorname{supp} \widehat{f} \subseteq \mathbf{B}_{\lambda}$. Note that, in particular, $C$ does not depend on $\lambda$.
By applying this result to the Paley-Littlewood partition, we have the following.
Corollary 2.5. For any $f \in \mathcal{S}^{\prime}$ and $k \in \mathbb{N}_{0}$, we have

$$
\begin{equation*}
\sum_{l=\bar{d}_{i-1}+1}^{\bar{d}_{i}}\left\|\Delta_{j}\left(\partial_{z_{l}}^{k} f\right)\right\|_{L^{\infty}} \leq C 2^{j(2 i+1) k}\left\|\Delta_{j} f\right\|_{L^{\infty}}, \quad i=0, \cdots, r, \quad j \geq-1 \tag{2.7}
\end{equation*}
$$

where $C=C(k)>0$.

Proof. By (2.5) we have

$$
\mathcal{F}\left(\Delta_{j} f\right)=\rho_{j} \widehat{f}, \quad j \geq-1
$$

whose support is contained in $\mathbf{B}_{2^{j+1}}$ by (2.3). If $\left\|\Delta_{j} f\right\|_{L^{\infty}}=\infty$, there is nothing to prove. Otherwise, since the decomposition operators $\Delta_{j}$ commute with the derivatives, the result follows from (2.6).

We can now give the definition of anisotropic Besov space.
Definition 2.6. Given $\gamma \in \mathbb{R}$, the space $\mathcal{C}_{B}^{\gamma}$ of the distributions $f \in \mathcal{S}^{\prime}$ such that

$$
\|f\|_{\gamma}:=\sup _{j \geq-1}\left(2^{j \gamma}\left\|\Delta_{j} f\right\|_{L^{\infty}}\right)<\infty
$$

is called anisotropic Besov space of order $\gamma$. In this context, $\gamma$ is called the regularity parameter.
It is straightforward to see that

$$
\alpha<\gamma \Longrightarrow \mathcal{C}_{B}^{\gamma} \subset \mathcal{C}_{B}^{\alpha}
$$

Also, by applying inequality (2.7), for any $\gamma \in \mathbb{R}$ and $k \in \mathbb{N}_{0}$ we have

$$
\begin{equation*}
\sum_{l=\bar{d}_{i-1}+1}^{\bar{d}_{i}}\left\|\partial_{z_{l}}^{k} f\right\|_{\gamma} \leq C\|f\|_{\beta+(2 i+1) k}, \quad i=0, \cdots, r \tag{2.8}
\end{equation*}
$$

The quantity $(2 i+1)$ represents the reduction in terms of regularity whenever a derivative along the $i$-th block is required.
Example 2.7. We have that $L^{\infty}\left(\mathbb{R}^{N}\right) \subset \mathcal{C}_{B}^{0}$. Indeed, for any $f \in L^{\infty}\left(\mathbb{R}^{N}\right)$, Young's inequality yields

$$
\left\|\Delta_{j} f\right\|_{L^{\infty}} \leq\left\|\check{\rho_{j}}\right\|_{L^{1}}\|f\|_{L^{\infty}}
$$

Also, by (2.4) we have $\left\|\check{\rho_{j}}\right\|_{L^{1}}=\left\|\check{\rho_{0}}\right\|_{L^{1}}$, and thus

$$
\|f\|_{0}=\sup _{j \geq-1}\left\|\Delta_{j} f\right\|_{L^{\infty}}<\infty
$$

Example 2.8. The Dirac delta $\delta_{0}$ of $\mathbb{R}^{N}$ is an element of $\mathcal{C}_{B}^{\gamma}$ if and only if $\gamma \leq-Q$. To see this, note that

$$
\Delta_{j} \delta_{0}=\check{\rho_{j}} * \delta_{0}=\check{\rho_{j}}, \quad j \geq-1
$$

Therefore, by (2.4) we obtain

$$
\sup _{j \geq 0}\left(2^{j \gamma}\left\|\Delta_{j} \delta_{0}\right\|_{L^{\infty}}\right)=\sup _{j \geq 0}\left(2^{(j(\gamma+Q)}\left\|\check{\rho_{0}}\right\|_{L^{\infty}}\right)
$$

which is finite if and only if $\gamma \leq-Q$.
To make sense of the product appearing in the MKV SDE (1.1) and in the PDEs (1.5) and (1.6), we will consider the so-called Bony's product (see [12]) between Besov distributions, which extends the product between functions (which are also tempered distributions). Intuitively, this is defined if we can make sense of the formal product

$$
\begin{equation*}
f g=\sum_{j, i=-1}^{\infty} \Delta_{j} f \Delta_{i} g \tag{2.9}
\end{equation*}
$$

which is possible if the sum between the regularity parameters of $f$ and $g$ is strictly positive. As in the isotropic framework, this is achieved by bounding separately the paraproduct and the resonant components of (2.9) (see [32, Section 2.1]). In particular, the following result can be proved by proceeding exactly as in [32, Lemma 2.1] (see also [33]).

Proposition 2.9. Let $\alpha, \gamma \in \mathbb{R}$ with $\alpha+\gamma>0$. Then Bony's product restricted to $\mathcal{C}_{B}^{\alpha} \times \mathcal{C}_{B}^{\gamma}$ is a bilinear form from $\mathcal{C}_{B}^{\alpha} \times \mathcal{C}_{B}^{\gamma}$ to $\mathcal{C}_{B}^{\alpha \wedge \gamma}$ and there exists a positive constant $C$ such that

$$
\begin{equation*}
\|f g\|_{\alpha \wedge \gamma} \leq C\|f\|_{\alpha}\|g\|_{\gamma}, \quad f \in \mathcal{C}_{B}^{\alpha}, g \in \mathcal{C}_{B}^{\gamma} \tag{2.10}
\end{equation*}
$$

### 2.2 Kinetic-type semigroups and Schauder's estimates

In this section we present Besov-Schauder's estimates for the fundamental solutions of the hypoelliptic operators $\mathcal{K}$ in (1.9) and of its formal adjoint $\mathcal{K}^{\prime}$ defined below, which appear in (1.6) and (1.5), respectively. Note that $\mathcal{K}$ is the Kolmogorov operator associated to the $\mathbb{R}^{N}$-valued linear SDE

$$
\begin{equation*}
d Z_{t}=B Z_{t} d t+\sigma d W_{t} \tag{2.11}
\end{equation*}
$$

with

$$
\sigma=\binom{I_{d}}{0_{N-d, d}} \in \mathcal{M}^{N \times d}
$$

where $I_{d}$ and $0_{N-d, d}$ denote, respectively, the $d \times d$ identity matrix and the $(N-d) \times d$ matrix with null entries. We recall that $B$ is as in (1.8)-(1.11)-(1.12), so that Assumption 1.1 is satisfied. Note that (2.11) coincides with (1.1) upon posing the McKean-Vlasov coefficient $F\left(u_{t}\left(Z_{t}\right)\right) b_{t}\left(Z_{t}\right)$ equal to zero. It is known since [34] (see also [53, Section 9.5] for a recent presentation) that $\mathcal{K}$ admits a unique smooth fundamental solution $\Gamma(T-t ; y, z), t<T, y, z \in \mathbb{R}^{N}$. Namely, the function $(t, y) \mapsto \Gamma(T-t ; y, z)$ solves $\mathcal{K} u=0$ on $(-\infty, T) \times \mathbb{R}^{N}$ and

$$
\Gamma(T-t ; \eta, z) d z \longrightarrow \delta_{y}(d z) \quad \text { weakly as }(t, \eta) \rightarrow\left(T^{-}, y\right)
$$

In particular, $\Gamma$ is explicitly given by

$$
\Gamma(s ; y, z)=\Gamma_{s}\left(z-e^{s B} y\right), \quad s>0, \quad z, y \in \mathbb{R}^{N}
$$

with

$$
\begin{equation*}
\Gamma_{s}(z):=\frac{(2 \pi)^{-\frac{N}{2}}}{\sqrt{\operatorname{det} \mathcal{C}(s)}} \exp \left(-\frac{1}{2}\left\langle\mathrm{C}^{-1}(s) z, z\right\rangle\right) \tag{2.12}
\end{equation*}
$$

and

$$
\mathcal{C}(s):=\int_{0}^{s} e^{\tau B} A\left(e^{\tau B}\right)^{\top} d \tau, \quad A:=\left(\begin{array}{cc}
I_{d} & 0 \\
0 & 0
\end{array}\right)
$$

Note that $\mathcal{C}(s)$ is strictly positive definite if (and only if) Assumption 1.1 holds. It is also known that $\Gamma(t-s ; y, z), t>s$, is the fundamental solution (with respect to the forward variables $t, z$ ) of the FokkerPlanck operator $\mathcal{K}^{\prime}$ given by

$$
\begin{align*}
\mathcal{K}^{\prime} & :=-\partial_{t}+\mathcal{A}^{\prime}  \tag{2.13}\\
\mathcal{A}^{\prime} & :=\frac{1}{2} \Delta_{v}-\left\langle\nabla_{z}, B z\right\rangle=\frac{1}{2} \Delta_{v}-\left\langle B z, \nabla_{z}\right\rangle-\operatorname{Tr}(B), \quad z=(v, x) \in \mathbb{R}^{N} . \tag{2.14}
\end{align*}
$$

This means that the function $(t, z) \mapsto \Gamma(t-s ; y, z)$ solves $\mathcal{K}^{\prime} u=0$ on $(s,+\infty) \times \mathbb{R}^{N}$ and

$$
\begin{equation*}
\Gamma(t-s ; y, \eta) d y \longrightarrow \delta_{z}(d y) \quad \text { weakly as }(t, \eta) \rightarrow\left(s^{+}, z\right) \tag{2.15}
\end{equation*}
$$

To fix the ideas, this implies that the function

$$
v(s ; t, z):=\int_{\mathbb{R}^{N}} \Gamma(t-s ; y, z) \varphi(y) d y-\int_{s}^{t} \int_{\mathbb{R}^{N}} \Gamma(t-\tau ; y, z) g(s, y) d y d \tau, \quad t>s, z \in \mathbb{R}^{N}
$$

is a smooth solution to the Cauchy problem

$$
\left\{\begin{array}{l}
\mathcal{K}^{\prime} v(s ; \cdot, \cdot)=g, \quad \text { on }(s,+\infty) \times \mathbb{R}^{N} \\
v(s ; s, \cdot)=\varphi,
\end{array}\right.
$$

for any $\varphi \in C_{b}\left(\mathbb{R}^{N}\right)$ and $g$ sufficiently smooth. An analogous representation holds for the solution to the backward Cauchy problem for $\mathcal{K}$.

In light of this, we want to extend the action of the fundamental solution to tempered distributions. For $t>0$, we consider $P_{t}, P_{t}^{\prime}: \mathcal{S} \rightarrow \mathcal{S}$ acting as

$$
P_{t} \varphi(y)=\int_{\mathbb{R}^{N}} \Gamma(t ; y, z) \varphi(z) d z, \quad P_{t}^{\prime} \varphi(z)=\int_{\mathbb{R}^{N}} \Gamma(t ; y, z) \varphi(y) d y
$$

which define semigroups. By duality, we then extend these semigroups $\left(P_{t}\right)_{t>0}$ and $\left(P_{t}^{\prime}\right)_{t>0}$ of $\mathcal{K}$ and $\mathcal{K}^{\prime}$, respectively, as the family of linear operators $P_{t}, P_{t}^{\prime}: \mathcal{S}^{\prime} \rightarrow \mathcal{S}^{\prime}$ acting as

$$
\left\langle P_{t} f \mid \varphi\right\rangle:=\left\langle f \mid P_{t}^{\prime} \varphi\right\rangle, \quad\left\langle P_{t}^{\prime} f \mid \varphi\right\rangle:=\left\langle f \mid P_{t} \varphi\right\rangle, \quad \varphi \in \mathcal{S}, \quad f \in \mathcal{S}^{\prime}
$$

Theorem 2.10 (Schauder's estimates). For any $\gamma \in \mathbb{R}, \alpha \geq 0$ and $T>0$ there exists a positive constant $C=C(\alpha, \gamma, T)$ such that, for any $f \in \mathcal{C}_{B}^{\gamma}$, we have

$$
\begin{equation*}
\left\|P_{t} f\right\|_{\gamma+\alpha}+\left\|P_{t}^{\prime} f\right\|_{\gamma+\alpha} \leq C t^{-\frac{\alpha}{2}}\|f\|_{\gamma}, \quad t \in(0, T] . \tag{2.16}
\end{equation*}
$$

The proof of Theorem 2.10 is postponed to Appendix B. These estimates generalize those in 32 for the semigroup of the heat operator, and those in 64 for the strictly kinetic ( $N=2 d$ ) and homogeneous case, namely when the operator $\mathcal{K}$ is invariant with respect to the family of dilations in (2.1).

### 2.3 Anisotropic and intrinsic Hölder spaces

As mentioned in the introduction, the anisotropic Besov spaces defined above represent a natural extension of the anisotropic Hölder spaces typically used in the study of $\mathcal{K}$ and $\mathcal{K}^{\prime}$-type operators according to the semi-group approach. For $\gamma>0$, a full characterization of $\mathcal{C}_{B}^{\gamma}$ in terms of an anisotropic Hölder space can be found in [64, Lemma 2.8]. To illustrate the idea, we provide a representation of such a characterization for some ranges of $\beta$.

Definition 2.11. We denote by $C_{B}^{\gamma}$ the linear space of functions $f: \mathbb{R}^{N} \longrightarrow \mathbb{R}$ such that the following quantity is finite:

$$
\|f\|_{C_{B}^{\gamma}}:= \begin{cases}\|f\|_{L^{\infty}}+\sup _{z \in \mathbb{R}^{N}} \sup _{h \in \mathbb{R}^{N}} \frac{|f(z+h)-f(z)|}{|h|_{B}^{\gamma}}, & \gamma \in(0,1], \\ \|f\|_{L^{\infty}}+\sup _{z \in \mathbb{R}^{N}} \sup _{h \in \mathbb{R}^{N-d}} \frac{|f(z+(0, h))-f(z)|}{|(0, h)|_{B}^{\gamma}}+\sum_{l=1}^{d}\left\|\partial_{z_{l}} f\right\|_{C_{B}^{\gamma-1}}, & \gamma \in(1,3], \\ \|f\|_{L^{\infty}}+\sup _{z \in \mathbb{R}^{N}} \sup _{h \in \mathbb{R}^{N-d-d_{1}}} \frac{|f(z+(0,0, h))-f(z)|}{|(0,0, h)|_{B}^{\gamma}}+\sum_{l=1}^{d}\left\|\partial_{z_{l}} f\right\|_{C_{B}^{\gamma-1}}+\sum_{l=1}^{d_{1}}\left\|\partial_{z_{d+l}} f\right\|_{C_{B}^{\gamma-3}}, & \gamma \in(3,4] .\end{cases}
$$

Previous quantity is a norm and $C_{B}^{\gamma}$ is a Banach space.

Note that, up to order $\gamma=3$, the only derivatives appearing are with respect to the first $d$ space-variables. The first-order derivatives with respect to the space variables in the $d_{1}$-block only appear when $\gamma>3$. We refer the reader to [64, Subsection 2.1] for the definition of $C_{B}^{\gamma}$ for an arbitrary $\gamma>0$. The basic idea is that a derivative with respect to a space-variable within the $j$-th block is counted as a $(2 j+1)$-th order derivative.

Remark 2.12. If $\alpha>\gamma>0$ then the space $C_{B}^{\alpha}$ is topologically embedded in $C_{B}^{\gamma}$.
The relation between the Besov spaces $\mathcal{C}_{B}^{\gamma}$ and $C_{B}^{\gamma}$ is as follows (see [64, Lemma 2.8], which is an adaptation of [21, Proposition 1.3.2], see also [20]).

Proposition 2.13. For any non-integer $\gamma>0, C_{B}^{\gamma}=\mathcal{C}_{B}^{\gamma}$ and their norms are equivalent.
Remark 2.14. We observe that, if $f \in C_{B}^{\gamma}$ with $\gamma \in(0,1]$, then there exist two positive constants $C$ and $\nu \in(0, \gamma)$ (small enough depending on $B$ ) such that

$$
\|f\|_{\mathcal{C}^{\nu}}:=\|f\|_{L^{\infty}}+\sup _{z \neq z^{\prime} \in \mathbb{R}^{N},\left|z-z^{\prime}\right| \leq 1} \frac{\left|f(z)-f\left(z^{\prime}\right)\right|}{\left|z-z^{\prime}\right|^{\nu}} \leq C\|f\|_{\gamma} .
$$

In other words, $f$ is $\nu$-Hölder continuous in the classical sense (see [3, Definition 1.49]).
The anisotropic Hölder spaces above can be somehow "extended" to functions defined on $\mathbb{R} \times \mathbb{R}^{N}$. These are the so-called intrinsic Hölder spaces mentioned in the introduction, which are the natural choices to include the regularity along the time-variable in the study of degenerate $\mathcal{K}$ and $\mathcal{K}^{\prime}$-type operators. In this framework, the correct translation to consider is not the Euclidean one used in the parabolic case, but the one with respect to the integral curves of $Y$. Intuitively, this follows from the fact that $Y$ plays the role played by the partial derivative $\partial_{t}$ in the parabolic case. For the same reason, the Lie derivative along $Y$, i.e.

$$
\begin{equation*}
Y u(t, z):=\lim _{h \rightarrow 0} \frac{u\left(t+h, e^{h B} z\right)-u(t, z)}{h} \tag{2.17}
\end{equation*}
$$

counts as a second-order derivative. Once more, we provide the definition of these spaces only for some ranges of $\gamma$.

Definition 2.15. For $T>0$, we denote by $C_{B, T}^{\gamma}$ the space of functions $u:[0, T] \times \mathbb{R}^{N} \longrightarrow \mathbb{R}$ such that the following exists and it is finite (in particular it is a norm):

$$
\|u\|_{C_{B, T}^{\gamma}}:= \begin{cases}\sup _{(t, z) \in[0, T] \times \mathbb{R}^{N}}|u(t, z)|+\sup _{(t, z),(s, y) \in[0, T] \times \mathbb{R}^{N}} \frac{|u(t, z)-u(s, y)|}{|t-s|^{\gamma / 2}+\left|z-e^{(t-s) B} y\right|_{B}^{\gamma}}, & \gamma \in(0,1], \\ \sup _{(t, z) \in[0, T] \times \mathbb{R}^{N}}|u(t, z)|+\sup _{\substack{(t, z) \in[0, T] \times \mathbb{R}^{N} \\ s \in[0, T]}} \frac{\left|u\left(s, e^{(s-t) B} z\right)-u(t, z)\right|}{|s-t| \gamma / 2}+\sum_{l=1}^{d}\left\|\partial_{z_{l}} u\right\|_{C_{B, T}^{\gamma-1}}, & \gamma \in(1,2], \\ \sup _{(t, z) \in[0, T] \times \mathbb{R}^{N}}|u(t, z)|+\sum_{l=1}^{d}\left\|\partial_{z_{l}} u\right\|_{C_{B, T}^{\gamma-1}}+\|Y u\|_{L_{T}^{\infty} \mathcal{C}_{B}^{\gamma-2},} & \gamma \in(2,3] .\end{cases}
$$

In the case $\gamma \in(2,3]$, we also require that $Y u$, which is the Lie derivative of $u$ in the sense of (2.17), is continuous on $[0, T] \times \mathbb{R}^{N}$. Note that, by the boundedness of the norm, $u, \partial_{z_{i}} u, \partial_{z_{i} z_{j}} u$ are uniformly continuous on $[0, T] \times \mathbb{R}^{N}$. We say that these functions are instrinsically $\gamma$-Hölder continuous.

Obviously, by Proposition 2.13, for any $\gamma \in(0,1)$ we have

$$
\begin{equation*}
C_{B, T}^{\gamma} \subset C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\gamma} \tag{2.18}
\end{equation*}
$$

A full characterization of the intrinsic Hölder spaces at any order was given in [52] (see also the references therein for previous characterizations), where an intrinsic Taylor formula was proved. The latter allows to see that (2.18) actually holds for any non-integer $\gamma>0$.

### 2.4 Regularizations

Let $\Phi$ be a standard mollifier on $\mathbb{R}^{N}$ with compact support. For $n \in \mathbb{N}$ we set $\Phi_{n}(z)=n^{N} \Phi(n z)$. For $\gamma \in \mathbb{R}$, $g \in \mathcal{C}_{B}^{\gamma}$, set the family

$$
\begin{equation*}
g^{(n)}:=\Phi_{n} * g, \quad n \in \mathbb{N} \tag{2.19}
\end{equation*}
$$

Lemma 2.16. Let $T>0, g \in L_{T}^{\infty} \mathcal{C}_{B}^{\gamma}$ with $\gamma \in \mathbb{R}$ (respectively $g \in C_{T} \mathcal{C}_{B}^{\gamma}$ ), and denote by $g^{(n)}$ the function ( $[0, T] \ni t \mapsto g_{t}^{(n)}$ ) given by (2.19). Then we have the following.
(i) For any $n \in \mathbb{N}$ and $\alpha>0$, we have $g^{(n)} \in L_{T}^{\infty} \mathcal{C}_{B}^{\alpha}$ (respectively $g^{(n)} \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\alpha}$ ).
(ii) For any $\eta \in(0,1)$, there exists $C=C(\gamma, \eta)>0$ such that

$$
\begin{equation*}
\left\|g^{(n)}-g\right\|_{T, \gamma-\eta} \leq C\|g\|_{T, \gamma} \int_{\mathbb{R}^{N}}\left|\frac{y}{n}\right|_{B}^{\eta} \Phi(y) d y, \quad n \in \mathbb{N} \tag{2.20}
\end{equation*}
$$

and in particular,

$$
\left\|g^{(n)}-g\right\|_{T, \gamma-\eta} \rightarrow 0, \quad \text { as } n \rightarrow \infty
$$

(iii) In the case $g \in C_{T} \mathcal{C}_{b}$ with compact support, then $g^{(n)} \in C_{T} \mathcal{S}$ for any $n \in \mathbb{N}$.

To prove Lemma 2.16, we need the following result, which is a particular case of [33, Corollary 2.9].
Lemma 2.17. Let $g \in \mathcal{C}_{B}^{\gamma}$ with $\gamma \in \mathbb{R}$, and $\eta \in(0,1)$. There exists a constant $C=C(\gamma, \eta)>0$ such that

$$
\begin{equation*}
\left\|\delta_{h} g\right\|_{\gamma-\eta} \leq C|h|_{B}^{\eta}\|g\|_{\gamma}, \quad h \in \mathbb{R}^{N}, \tag{2.21}
\end{equation*}
$$

with $\delta_{h} g \in \mathcal{C}_{B}^{\gamma}$ being defined through

$$
\left\langle\delta_{h} g \mid \phi\right\rangle:=\langle g \mid \phi(\cdot-h)-\phi\rangle, \quad \phi \in \mathcal{S}\left(\mathbb{R}^{N}\right)
$$

Proof of Lemma 2.16. Let $n \in \mathbb{N}$ and $t \in[0, T]$ be fixed throughout the proof and dropped for ease of notation. To prove Part (i) it is sufficient to show that all $g^{(n)}$ are smooth in space with bounded derivatives uniformly in $t$. Smoothness is proved as in [35, Theorem 4.1.1]. We need to prove that for every multi-index $k \in \mathbb{N}^{N}$

$$
\left|\partial^{k} g^{(n)}(z)\right|=\left|g * \partial^{k} \Phi_{n}(z)\right|=\left|\left\langle g \mid \partial^{k} \Phi_{n}(z-\cdot)\right\rangle\right|<\infty, \quad z \in \mathbb{R}^{N}
$$

If $\varphi_{z}(y):=\partial^{k} \Phi_{n}(z-y)$, it follows from Remark 2.1.(c) that

$$
\partial^{k} g^{(n)}(z)=\sum_{i, j \geq-1}\left\langle\Delta_{i} g \mid \Delta_{j} \varphi_{z}\right\rangle=\sum_{i \geq-1}\left\langle\Delta_{i} g \mid \widetilde{\Delta}_{i} \varphi_{z}\right\rangle
$$

with

$$
\widetilde{\Delta}_{i} \varphi_{z}:= \begin{cases}\left(\Delta_{-1}+\Delta_{0}\right) \varphi_{z}, & i=-1 \\ \left(\Delta_{i-1}+\Delta_{i}+\Delta_{i+1}\right) \varphi_{z}, & i \geq 0\end{cases}
$$

Therefore, using Hölder inequality we get

$$
\begin{equation*}
\left|\partial^{k} g^{(n)}(z)\right| \leq \sum_{i \geq-1}\left\|\Delta_{i} g\right\|_{L^{\infty}}\left\|\widetilde{\Delta}_{i} \varphi_{z}\right\|_{L^{1}}=\sum_{i \geq-1} 2^{i \gamma}\left\|\Delta_{i} g\right\|_{L^{\infty}} 2^{-i \gamma}\left\|\widetilde{\Delta}_{i} \varphi_{z}\right\|_{L^{1}} \leq\|g\|_{\gamma} \sum_{i \geq-1} 2^{-i \gamma} \underbrace{\left\|\widetilde{\Delta}_{i} \varphi_{z}\right\|_{L^{1}}}_{=\left\|\widetilde{\Delta}_{i} \varphi_{0}\right\|_{L^{1}}} \tag{2.22}
\end{equation*}
$$

Now, the latter sum is finite as it is bounded by the dual Besov norm $\sum_{i \geq-1} 2^{-i \gamma}\left\|\Delta_{i} \varphi_{0}\right\|_{L^{1}}$, which is finite due to $\varphi \in C_{c}^{\infty}$. Respectively, under the additional assumption $g \in C_{T} \mathcal{C}_{B}^{\gamma}$, with $k=0$ in (2.22) and replacing $g^{(n)}$ with $g_{t}^{(n)}-g_{s}^{(n)}$ yields $g^{(n)} \in C_{T} \mathcal{C}_{b}$.

We now prove Part (ii). For any $j \geq-1$ we have

$$
\Delta_{j} g_{t}^{(n)}=\check{\rho}_{j} * \Phi_{n} * g_{t}=\Phi_{n} * \check{\rho}_{j} * g_{t}=\Phi_{n} * \Delta_{j} g_{t}
$$

and thus

$$
\begin{aligned}
\left(\Delta_{j}\left(g_{t}^{(n)}-g_{t}\right)\right)(z) & =\int_{\mathbb{R}^{N}}\left(\Delta_{j} g_{t}\right)(z-y) \Phi_{n}(y) d y-\int_{\mathbb{R}^{N}}\left(\Delta_{j} g_{t}\right)(z) \Phi(y) d y \\
& =\int_{\mathbb{R}^{N}} \underbrace{\left(\left(\Delta_{j} g_{t}\right)(z-y / n)-\left(\Delta_{j} g_{t}\right)(z)\right)}_{=\delta_{y / n}\left(\Delta_{j} g_{t}\right)(z)} \Phi(y) d y, \quad z \in \mathbb{R}^{N},
\end{aligned}
$$

which yields

$$
\left\|\Delta_{j}\left(g_{t}^{(n)}-g_{t}\right)\right\|_{L^{\infty}} \leq \int_{\mathbb{R}^{N}}\left\|\delta_{y / n}\left(\Delta_{j} g_{t}\right)\right\|_{L^{\infty}} \Phi(y) d y
$$

(by (2.21) and definition of Besov norm)

$$
\leq C\|g\|_{T, \gamma} 2^{-j(\gamma-\eta)} \int_{\mathbb{R}^{N}}\left|\frac{y}{n}\right|_{B}^{\eta} \Phi(y) d y
$$

Again by definition of Besov norm, the latter inequality implies (2.20) and concludes the proof.
We now prove Part (iii). It is sufficient to prove that $t \mapsto \mathcal{F} g^{(n)}(t, \cdot)$ is continuous with values in $\mathcal{S}$. We have

$$
\mathcal{F} g^{(n)}(t, \cdot)=\mathcal{F} g(t, \cdot) \mathcal{F} \Phi_{n}
$$

Since $g$ is a continuous function with compact support then $(t \mapsto \mathcal{F} g(t, \cdot)) \in C_{T} \mathcal{S}$. Since $\mathcal{F} \Phi_{n} \in \mathcal{S}$ the result easily follows.

The next result will be used in Section 5.1 to prove the equivalence between our formulation of the martingale problem with the classical one by Stroock-Varadhan.

Lemma 2.18. Let $T>0, \alpha \in(0,1]$. For any $u \in C_{B, T}^{2+\alpha}$, there exists a sequence $\left(u^{(n)}\right)_{n \in \mathbb{N}}$ such that the following hold.
(a) For any $n \in \mathbb{N}$, $u^{(n)} \in C^{1,2}\left([0, T] \times \mathbb{R}^{N}\right)$, with $u^{(n)}, \partial_{z_{i}} u^{(n)}, \partial_{z_{i} z_{j}} u^{(n)}$ bounded on $[0, T] \times \mathbb{R}^{N}$.
(b) For any $i, j=1, \cdots, d$ and for any compact $K \subset \mathbb{R}^{N}$, we have

$$
\begin{equation*}
\left\|u-u^{(n)}\right\|_{T},\left\|\partial_{z_{i}} u-\partial_{z_{i}} u^{(n)}\right\|_{T},\left\|\partial_{z_{i} z_{j}} u-\partial_{z_{i} z_{j}} u^{(n)}\right\|_{T},\left\|\left(Y u-Y u^{(n)}\right) \mathbf{1}_{K}\right\|_{T} \longrightarrow 0, \quad \text { as } n \rightarrow+\infty \tag{2.23}
\end{equation*}
$$

where $Y u$ denotes the Lie derivative of $u$, continuous on $[0, T] \times \mathbb{R}^{N}$, defined as in (2.17).
Proof. Let $\Phi$ be a standard mollifier on $\mathbb{R}^{N}$ and set, for any $n \in \mathbb{N}$,

$$
u^{(n)}(t, z):=\frac{1}{\left|\operatorname{det} e^{t B}\right|} \int_{\mathbb{R}^{N}} \Phi_{n}\left(e^{-t B}(z-y)\right) u(t, y) d y, \quad \Phi_{n}(y):=n^{N} \Phi(n y), \quad(t, z) \in[0, T] \times \mathbb{R}^{N}
$$

We first prove Part (a). By the properties of the mollifier and by the fact that $u$ is continuous and bounded on $[0, T] \times \mathbb{R}^{N}$, it is standard to prove that $\nabla_{z} u^{(n)}(t, z)$ is continuous and bounded on $[0, T] \times \mathbb{R}^{N}$
and that the same holds true for the second order derivatives in space. We now study $\partial_{t} u^{(n)}(t, z)$. First note that a simple change of variable yields

$$
\begin{equation*}
u^{(n)}(t, z)=\int_{\mathbb{R}^{N}} \Phi_{n}(y) u\left(t, z-e^{t B} y\right) d y \tag{2.24}
\end{equation*}
$$

Note that the Lie derivative along $Y$ is invariant with respect to the translation along its integral curves, namely

$$
\begin{aligned}
Y\left((t, z) \mapsto u\left(t, z-e^{t B} y\right)\right) & =\lim _{\delta \rightarrow 0} \frac{u\left(t+\delta, e^{\delta B}\left(z-e^{t B} y\right)\right)-u\left(t, z-e^{t B} y\right)}{\delta} \\
& =\left.\lim _{\delta \rightarrow 0} \frac{u\left(t+\delta, e^{\delta B} \xi\right)-u(t, \xi)}{\delta}\right|_{\xi=z-e^{t B} y}=(Y u)\left(t, z-e^{t B} y\right)
\end{aligned}
$$

for any $0 \leq t \leq T$ and $z, y \in \mathbb{R}^{N}$. Owing to this, and to the boundedness of $Y u$ on $[0, T] \times \mathbb{R}^{N}$, one can move the Lie derivative under the integral in (2.24) and obtain

$$
\begin{equation*}
Y u^{(n)}(t, z)=\int_{\mathbb{R}^{N}} \Phi_{n}(y)(Y u)\left(t, z-e^{t B} y\right) d y \tag{2.25}
\end{equation*}
$$

Therefore, $u^{(n)}(t, z)$ is differentiable with respect to $t$ and we have

$$
\partial_{t} u^{(n)}(t, z)=Y u^{(n)}(t, z)-\left\langle B z, \nabla_{z} u^{(n)}(t, z)\right\rangle, \quad(t, z) \in[0, T] \times \mathbb{R}^{N}
$$

where $\nabla_{z} u^{(n)}(t, z)$ makes sense a standard Euclidean gradient. As $Y u^{(n)}, \nabla_{z} u^{(n)}$ are continuous on $[0, T] \times$ $\mathbb{R}^{N}$, so is $\partial_{t} u^{(n)}$. This concludes the proof of Part (a).

We now prove Part (b). By the boundedness of $\partial_{z_{i}} u, \partial_{z_{i} z_{j}} u$ on $[0, T] \times \mathbb{R}^{N}$, one can move the derivatives under the sign of the integral in (2.24) and obtain

$$
\begin{align*}
\partial_{z_{i}} u^{(n)}(t, z) & =\int_{\mathbb{R}^{N}} \Phi_{n}(y) \partial_{z_{i}} u\left(t, z-e^{t B} y\right) d y  \tag{2.26}\\
\partial_{z_{i} z_{j}} u^{(n)}(t, z) & =\int_{\mathbb{R}^{N}} \Phi_{n}(y) \partial_{z_{i} z_{j}} u\left(t, z-e^{t B} y\right) d y \tag{2.27}
\end{align*}
$$

Noticing now that, by assumption, $u, \partial_{z_{i}} u, \partial_{z_{i} z_{j}} u$ are uniformly continuous on $[0, T] \times \mathbb{R}^{N}$ and $Y u$ is uniformly continuous on $[0, T] \times K$ for any compact $K \subset \mathbb{R}^{N}$, it is standard to show that (2.24), (2.25), (2.26) and (2.27) imply (2.23).

## 3 Non-linear Fokker-Planck singular PDE

In this section we study the Fokker-Planck PDE associated to the McKean-Vlasov SDE (1.3), i.e.

$$
\left\{\begin{array}{l}
\mathcal{K}^{\prime} u_{t}=\operatorname{div}_{v}\left(u_{t} F\left(u_{t}\right) b_{t}\right), \quad t \in(0, T]  \tag{3.1}\\
u_{0}=u^{0}
\end{array}\right.
$$

with $\mathcal{K}^{\prime}$ being the forward Kolmogorov operator associated to the Markovian SDE (2.11), defined in (2.13)(2.14), and where $\operatorname{div}_{v}$ is the divergence operator in $\mathbb{R}^{d}$. Namely $\operatorname{div}_{v}$ formally acts on a function $G: \mathbb{R}^{N} \rightarrow \mathbb{R}^{d}$ as

$$
\operatorname{div}_{v} G(z)=\sum_{j=1}^{d} \partial_{v_{j}} G_{j}(v, x), \quad z=(v, x) \in \mathbb{R}^{d} \times \mathbb{R}^{N-d}
$$

We assume, throughout this section, that Assumptions 1.1, 1.4 and 1.5 for $\Phi=F$ and $\Phi=\widetilde{F}($ see (1.13) $)$ are satisfied.

### 3.1 Well-posedeness of the PDE

We prove that (3.1) has a unique mild (or, equivalently, weak) solution in $C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$ for a suitable $\varepsilon>0$. Note that, a priori, it is not obvious how the term

$$
\operatorname{div}_{v}\left(u_{t} F\left(u_{t}\right) b_{t}\right), \quad t \in[0, T]
$$

in (3.1) might be well-defined. In this respect and to prove well-posedness of (3.1) we need the following
Lemma 3.1. Let $\Phi$ satisfy Assumption 1.5. For any $\alpha \in(0,1)$, the map

$$
\Phi: \mathcal{C}_{B}^{\alpha} \longrightarrow \mathcal{C}_{B}^{\alpha}, \quad f \longmapsto \Phi f:=\Phi \circ f
$$

is well-defined and there exists a constant $C>0$, only depending on $\Phi$, such that

$$
\begin{align*}
\|\Phi f-\Phi g\|_{\alpha} & \leq C\left(1+\|f\|_{\alpha}+\|g\|_{\alpha}\right)\|f-g\|_{\alpha}, & & f, g \in \mathcal{C}_{B}^{\alpha}  \tag{3.2}\\
\|\Phi f\|_{\alpha} & \leq C\left(1+\|f\|_{\alpha}\right), & & f \in \mathcal{C}_{B}^{\alpha} \tag{3.3}
\end{align*}
$$

Proof. We only show (3.2), with (3.3) being simpler. Furthermore, without loosing generality, we can assume $\Phi$ being scalar valued. As the function $\Phi$ is Lipschitz continuous, we have

$$
\|\Phi f-\Phi g\|_{L^{\infty}} \leq C\|f-g\|_{L^{\infty}}
$$

Now fix $z, z^{\prime} \in \mathbb{R}^{d}$. To complete the proof of (3.2), we need to show

$$
\begin{equation*}
\left|\Phi f(z)-\Phi g(z)-\Phi f\left(z^{\prime}\right)+\Phi g\left(z^{\prime}\right)\right| \leq C\left(1+\|f\|_{\alpha}+\|g\|_{\alpha}\right)\|f-g\|_{\alpha}\left|z-z^{\prime}\right|_{B}^{\alpha} \tag{3.4}
\end{equation*}
$$

We set

$$
a:=f(z)-g(z), \quad b:=f\left(z^{\prime}\right)-g\left(z^{\prime}\right), \quad c:=f(z)-f\left(z^{\prime}\right), \quad d:=g(z)-g\left(z^{\prime}\right),
$$

and proceed by considering two separate cases:
$|a|+|b| \leq|c|+|d|$ By mean-value theorem, there exists $\xi$ included between $f(z)$ and $g(z)$, and $\eta$ included between $f\left(z^{\prime}\right)$ and $g\left(z^{\prime}\right)$, such that

$$
\Phi f(z)-\Phi g(z)=\Phi^{\prime}(\xi) a, \quad \Phi f\left(z^{\prime}\right)-\Phi g\left(z^{\prime}\right)=\Phi^{\prime}(\eta) b
$$

Therefore, by triangular inequality we obtain

$$
\left|\Phi f(z)-\Phi g(z)-\Phi f\left(z^{\prime}\right)+\Phi g\left(z^{\prime}\right)\right| \leq\left|\Phi^{\prime}(\xi)(a-b)\right|+\left|b\left(\Phi^{\prime}(\xi)-\Phi^{\prime}(\eta)\right)\right|
$$

(by Assumption 1.5 )

$$
\begin{equation*}
\leq C\|f-g\|_{\alpha}\left(\left|z-z^{\prime}\right|_{B}^{\alpha}+|\xi-\eta|\right) \tag{3.5}
\end{equation*}
$$

Now, as $|a|+|b| \leq|c|+|d|$, we obtain

$$
|\xi-\eta| \leq|a|+|b|+|c|+|d| \leq 2(|c|+|d|) \leq 2\left(\|f\|_{\alpha}+\|g\|_{\alpha}\right)\left|z-z^{\prime}\right|_{B}^{\alpha},
$$

which, together with (3.5), yields (3.4).
$|c|+|d| \leq|a|+|b|$ By mean-value theorem, there exist $\xi$ included between $f(z)$ and $f\left(z^{\prime}\right)$, and $\eta$ included between $g(z)$ and $g\left(z^{\prime}\right)$, such that

$$
\Phi f(z)-\Phi f\left(z^{\prime}\right)=\Phi^{\prime}(\xi) c, \quad \Phi g(z)-\Phi g\left(z^{\prime}\right)=\Phi^{\prime}(\eta) d
$$

Therefore, by triangular inequality we obtain

$$
\left|\Phi f(z)-\Phi g(z)-\Phi f\left(z^{\prime}\right)+\Phi g\left(z^{\prime}\right)\right| \leq\left|\Phi^{\prime}(\xi)(c-d)\right|+\left|d\left(\Phi^{\prime}(\xi)-\Phi^{\prime}(\eta)\right)\right|
$$

(by Assumption 1.5)

$$
\begin{equation*}
\leq C\left(\|f-g\|_{\alpha}+\|g\|_{\alpha}|\xi-\eta|\right)\left|z-z^{\prime}\right|_{B}^{\alpha} \tag{3.6}
\end{equation*}
$$

Now, as $|c|+|d| \leq|a|+|b|$, we obtain

$$
|\xi-\eta| \leq|a|+|b|+|c|+|d| \leq 2(|a|+|b|) \leq 4\|f-g\|_{\alpha},
$$

which, together with (3.6), yields (3.4) and completes the proof.
Remark 3.2. By Lemma 3.1 applied to $\Phi=\widetilde{F}$, for any $\alpha \in(\beta, 1)$ we have

$$
\operatorname{div}_{v}\left(f F(f) b_{t}\right) \in \mathcal{C}_{B}^{-\beta-1}, \quad f \in C_{B}^{\alpha}, \quad t \in[0, T]
$$

Indeed, by the Bernstein inequality (2.8), the estimate for the Bony's product (2.10) and by (3.3), we obtain

$$
\begin{equation*}
\left\|\operatorname{div}_{v}\left(f F(f) b_{t}\right)\right\|_{-\beta-1} \leq C \sum_{i=1}^{d}\left\|\left((\widetilde{F} f) b_{t}\right)_{i}\right\|_{-\beta} \leq C\left(1+\|f\|_{\alpha}\right)\left\|b_{t}\right\|_{-\beta}<+\infty \tag{3.7}
\end{equation*}
$$

Definition 3.3. We say that a function $u \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$ is a weak solution for the singular Fokker-Planck (3.1) if it is a distributional solution. Namely, for all $\varphi \in \mathcal{S}$ we have

$$
\left\langle u_{t} \mid \varphi\right\rangle=\left\langle u^{0} \mid \varphi\right\rangle+\int_{0}^{t}\left\langle u_{s} \mid \mathcal{A} \varphi\right\rangle d s+\sum_{i=1}^{d} \int_{0}^{t}\left\langle u_{s}\left(F\left(u_{s}\right) b_{s}\right)_{i} \mid \partial_{v_{i}} \varphi\right\rangle d s, \quad t \in[0, T]
$$

where $\mathcal{A}$ is the generator of $Z$ in (2.11), defined through (1.9).
We now introduce the notion of mild solution, which turns out to be equivalent to the one of weak solution.
Definition 3.4. We say that a function $u \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$ is a mild solution for the singular Fokker-Planck equation (3.1) if the integral equation

$$
\begin{equation*}
u_{t}=P_{t}^{\prime} u^{0}-\int_{0}^{t} P_{t-s}^{\prime}\left(\operatorname{div}_{v}\left(u_{s} F\left(u_{s}\right) b_{s}\right)\right) d s, \quad t \in[0, T] \tag{3.8}
\end{equation*}
$$

is satisfied.
Remark 3.5. Inequality (3.7) in Remark 3.2 together with the Schauder's estimate (2.16) yield

$$
\begin{equation*}
\left\|P_{t-s}^{\prime}\left(\operatorname{div}_{v}\left(u_{s} F\left(u_{s}\right) b_{s}\right)\right)\right\|_{\beta+\varepsilon} \leq C(t-s)^{-\left(\beta+\frac{\varepsilon+1}{2}\right)}\left\|\operatorname{div}_{v}\left(u_{s} F\left(u_{s}\right) b_{s}\right)\right\|_{-\beta-1} \leq C(t-s)^{-\left(\beta+\frac{\varepsilon+1}{2}\right)} \tag{3.9}
\end{equation*}
$$

where

$$
\beta+\frac{\varepsilon+1}{2}<1
$$

in light of $\beta \in(0,1 / 2)$ and $\varepsilon \in(0,1-2 \beta)$. This shows that the LHS in (3.9) is integrable as a function of $s$, in $[0, t]$, and thus Definition 3.4 is well-posed. Indeed, the integral in (3.8) can be understood as a pointwise Lebesgue integral, namely as

$$
\int_{0}^{t} P_{t-s}^{\prime}\left(\operatorname{div}_{v}\left(u_{s} F\left(u_{s}\right) b_{s}\right)\right)(x) d s, \quad x \in \mathbb{R}^{N}
$$

and the standard triangular inequality yields

$$
\left\|u_{t}\right\|_{\beta+\varepsilon} \leq\left\|P_{t}^{\prime} u^{0}\right\|_{\beta+\varepsilon}+\int_{0}^{t}\left\|P_{t-s}^{\prime}\left(\operatorname{div}_{v}\left(u_{s} F\left(u_{s}\right) b_{s}\right)\right)\right\|_{\beta+\varepsilon} d s
$$

Remark 3.6. 1. The right-hand side of (3.8) can also be considered as a Bochner's integral with values in $\mathcal{S}^{\prime}$ equipped with its strong topology, being the strong dual of the vector space $\mathcal{S}$, see e.g. [62, Chapter 4, Example 1 a]. For $k \in \mathbb{N}$, let $\left(E_{k},\|\cdot\|_{k}\right)$ be the normed space

$$
\begin{equation*}
E_{k}:=\left\{\varphi \in C^{\infty}\left(\mathbb{R}^{N}\right)\left|\|\varphi\|_{k}:=\sup _{z \in \mathbb{R}^{N},|\alpha| \leq k}\right| D^{\alpha} \varphi(z) \mid\left(|z|^{2}+1\right)^{k}<\infty\right\} \tag{3.10}
\end{equation*}
$$

Then $\mathcal{S}$ is a vector (metrizable) space given by the intersection of the $E_{k}$ 's, while $\mathcal{S}^{\prime}$ coincides with the union of the spaces $E_{k}^{*}$, which are the strong duals of $\left(E_{k},\|\cdot\|_{k}\right)$. The (strong) topology of $\mathcal{S}^{\prime}$ is the one corresponding with the inductive limit of the $E_{k}^{*}$ 's.
2. Since $E_{k}^{*}$ endowed with the strong topology is a Banach space, it is then possible to define the Bochner's integral $\int_{0}^{T} g_{s} d s$ for $g \in L_{T}^{\infty} \mathcal{S}^{\prime}$. The latter is the space of strongly measurable $g:[0, T] \rightarrow \mathcal{S}^{\prime}$ such that there is $k$ with $g(t) \in E_{k}^{*}$ for a.e. $t \in[0, T]$ and that $t \mapsto\|g(t)\|_{E_{k}^{*}}$ belongs to $L^{\infty}([0, T])$.
3. Specifically, if $g \in L_{T}^{\infty} \mathcal{S}^{\prime}$ then we have the following.
i) The $\operatorname{map} t \mapsto\left\langle u_{t} \mid \varphi\right\rangle$ is Borel for all $\varphi \in \mathcal{S}$.
ii) There exists $C=C(g)>0, k \in \mathbb{N}$ such that for all $\varphi \in \mathcal{S}$

$$
\left|\left\langle g_{t} \mid \varphi\right\rangle\right| \leq C\|\varphi\|_{k} \quad \text { a.e. in }[0, T] .
$$

4. We say that $g:[0, T] \rightarrow \mathcal{S}^{\prime}$ belongs to $C^{A C}\left([0, T] ; \mathcal{S}^{\prime}\right)$ if there is $g^{\prime}:[0, T] \rightarrow \mathcal{S}^{\prime}$ continuous with $g(t)=g(0)+\int_{0}^{t} g^{\prime}(s) d s$ for any $t \in[0, T]$.

The next result shows the equivalence between mild and weak solutions. Although the statement assumes $u \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$ in accordance with Definitions 3.3 and 3.4, its proof relies on the weaker assumption that $u \in L_{T}^{\infty} \mathcal{S}^{\prime}$, the latter being the natural framework in order to make sense of the the concepts of mild and weak solutions to the linear version of the Fokker-Planck equation.

Proposition 3.7. Let $u \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$. Then $u$ is a weak solution of (3.1) if and only if it is a mild solution.

Proof. For $g \in L_{T}^{\infty} \mathcal{S}^{\prime}, t \in[0, T]$, and $\varphi \in \mathcal{S}$ we have

$$
\left|\left\langle P_{t-s}^{\prime} g_{s} \mid \varphi\right\rangle\right|=\left|\left\langle g_{s} \mid P_{t-s} \varphi\right\rangle\right| \leq C(g)\|\varphi\|_{k}, \quad s \in[0, t]
$$

for some $k \in \mathbb{N}$, where $\|\cdot\|_{k}$ was defined in (3.10). Then $s \mapsto P_{t-s}^{\prime} g_{s} \in L_{t}^{\infty} \mathcal{S}^{\prime}$ and, for $f_{0} \in \mathcal{S}^{\prime}$, the mild function $u:[0, T] \rightarrow \mathcal{S}^{\prime}$ defined by

$$
u_{t}:=P_{t}^{\prime} u^{0}-\int_{0}^{t} P_{t-s}^{\prime} g_{s} d s, \quad t \in[0, T]
$$

is well-defined in $L_{T}^{\infty} \mathcal{S}^{\prime}$. By inspection, it can be verified that such a $u$ is a weak solution of

$$
\left\{\begin{array}{l}
\mathcal{K}^{\prime} u_{t}=g_{t}, \quad t \in(0, T),  \tag{3.11}\\
u_{0}=u^{0}
\end{array}\right.
$$

namely, for every $\varphi \in \mathcal{S}$

$$
\left\langle u_{t} \mid \varphi\right\rangle=\left\langle u^{0} \mid \varphi\right\rangle+\int_{0}^{t}\left(\left\langle u_{s} \mid \mathcal{A} \varphi\right\rangle+\left\langle g_{s} \mid \varphi\right\rangle\right) d s, \quad t \in[0, T]
$$

By setting $g_{s}:=\operatorname{div}_{v}\left(u_{s} F\left(u_{s}\right) b_{s}\right)$, it holds that a mild solution of (3.1) is also a weak solution. To prove the opposite implication it is then sufficient to prove uniqueness of weak solutions to (3.11) in the sense above. This fact can be established in the same way as in 41, Proposition 3.18], even though that result was stated for finite measure-valued functions.

We now state one of the main results of this section.
Theorem 3.8. Let Assumptions 1.1, 1.4, and Assumption 1.5 for $\Phi=\widetilde{F}$, hold. For all $\varepsilon \in(0,1-2 \beta)$ such that $u^{0} \in \mathcal{C}_{B}^{\beta+\varepsilon}$ there exists a unique mild solution (or equivalently, by Proposition 3.7, a weak solution) $u \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$ to (3.1).

Remark 3.9. Notice that, given an initial condition $u^{0} \in \mathcal{C}_{B}^{\beta+\varepsilon}$ for some $\varepsilon \in(0,1-2 \beta)$, the solution $u$ to equation (3.1) exists in the space $C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$ but it is unique in any larger space of the form $C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon^{\prime}}$ for $0<\varepsilon^{\prime}<\varepsilon$.

Remark 3.10. The result of Theorem 3.8 remains true, with identical proof, under a weaker version of Assumption 1.4, namely replacing $b \in C_{T} \mathcal{C}_{B}^{-\beta}$ by $b \in L_{T}^{\infty} \mathcal{C}_{B}^{-\beta}$.

To prove Theorem 3.8 the idea is to find a fixed point $w^{*} \in L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$ for the map

$$
\begin{equation*}
J_{t}(w):=-\int_{0}^{t} P_{t-s}^{\prime}\left[\operatorname{div}_{v} G_{s}(w)\right] d s, \quad G_{s}(w):=\widetilde{F}\left(w_{s}+P_{s}^{\prime} u^{0}\right) b_{s}, \quad t \in[0, T] \tag{3.12}
\end{equation*}
$$

A mild solution to (3.1) can be then obtained by setting $u_{t}:=w_{t}^{*}+P_{t}^{\prime} u^{0}$, after verifying that $u \in C_{T} \mathcal{C}_{b}$. The uniqueness of the solution will stem from the fact that the fixed point $w^{*}$ is proved via contraction.

Remark 3.11. Proceeding as in Remark 3.2 one can see that, if $w \in L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$, the integral in (3.12) can be understood as a standard pointwise Lebesgue integral, namely

$$
J_{t}(w)(x)=-\int_{0}^{t} P_{t-s}^{\prime}\left[\operatorname{div}_{v} G_{s}(w)\right](x) d s, \quad x \in \mathbb{R}^{N}
$$

The standard triangular inequality also yields

$$
\left\|J_{t}(w)\right\|_{\beta+\varepsilon} \leq \int_{0}^{t}\left\|P_{t-s}^{\prime}\left[\operatorname{div}_{v} G_{s}(w)\right]\right\|_{\beta+\varepsilon} d s
$$

For any $\rho \geq 0$ we define the norm on $L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$ given by

$$
\begin{equation*}
\|w\|_{\rho, T, \beta+\varepsilon}:=\sup _{t \in[0, T]} e^{-\rho t}\left\|w_{t}\right\|_{\beta+\varepsilon} \tag{3.13}
\end{equation*}
$$

and we consider the $\rho$-closed balls

$$
E_{\rho, M}^{\beta+\varepsilon}:=\left\{w \in L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}:\|w\|_{\rho, T, \beta+\varepsilon} \leq M\right\}, \quad M>0
$$

Remark 3.12. For any $\rho \geq 0$, the norm $\|\cdot\|_{\rho, T, \beta+\varepsilon}$ is equivalent to $\|\cdot\|_{T, \beta+\varepsilon}$. Furthermore, the $\rho$-closed balls are closed sets of $L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$, and thus $\left(E_{\rho, M}^{\beta+\varepsilon},\|\cdot\|_{\rho, T, \beta+\varepsilon}\right)$ is a complete metric space for any $M>0$.

The choice of these spaces is justified by the following lemma.
Lemma 3.13. There exist $\rho_{0}, M_{0}>0$, depending on $T, \beta, \varepsilon,\left\|u^{0}\right\|_{\beta+\varepsilon},\|b\|_{T,-\beta}$, such that

$$
J: E_{\rho_{0}, M}^{\beta+\varepsilon} \longrightarrow E_{\rho_{0}, M}^{\beta+\varepsilon}, \quad M>M_{0}
$$

Furthermore, for any $M>M_{0}$ there exists $\rho_{M}>0$, also dependent on $T, \beta, \varepsilon, B,\left\|u^{0}\right\|_{\beta+\varepsilon},\|b\|_{T,-\beta}$, such that

$$
\left\|J(w)-J\left(w^{\prime}\right)\right\|_{\rho_{M}, T, \beta+\varepsilon} \leq \frac{1}{2}\left\|w-w^{\prime}\right\|_{\rho_{M}, T, \beta+\varepsilon}, \quad w, w^{\prime} \in E_{\rho_{0}, M}^{\beta+\varepsilon}
$$

Proof. Owing to the anisotropic Schauder's estimate of Theorem 2.10, the proof is identical to the one of [40, Proposition 3.5 and Lemma 3.6].

Lemma 3.14. We have

$$
\begin{align*}
\left(t \mapsto P_{t}^{\prime} g\right) \in C_{T} \mathcal{C}_{b}, & g \in \mathcal{C}_{b}  \tag{3.14}\\
J(w) \in C_{T} \mathcal{C}_{b}, & w \in L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon} \tag{3.15}
\end{align*}
$$

Proof. The proof of (3.14) is standard: indeed $\Gamma(t-s, y, z)$ is smooth on $\{s>t\}$, and (2.15) holds true uniformly with respect to $z \in \mathbb{R}^{N}$. Let now $w \in L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$ be fixed. Lemma 3.13 implies that $J_{t}(w) \in \mathcal{C}_{b}$ for any $t \in[0, T]$. To show (3.15), note that applying (3.7) in Remark 3.2 with $f=w_{s}+P_{s}^{\prime} u^{0} \in \mathcal{C}_{B}^{\beta+\varepsilon}$ and Schauder's estimate (2.16) with $\alpha=0$ yields

$$
\left\|\operatorname{div}_{v} G_{s}(w)\right\|_{-\beta-1} \leq C\left(1+\left\|w_{s}\right\|_{\beta+\varepsilon}+\left\|u^{0}\right\|_{\beta+\varepsilon}\right)\left\|b_{s}\right\|_{-\beta}, \quad s \in[0, T]
$$

and thus $\operatorname{div}_{v} G(w) \in L_{T}^{\infty} \mathcal{C}_{B}^{-\beta-1}$. Therefore, it is sufficient to show that

$$
t \longmapsto \int_{0}^{t} P_{t-s}^{\prime} f_{s} d s \in C_{T} \mathcal{C}_{b}, \quad f \in L_{T}^{\infty} \mathcal{C}_{B}^{-\beta-1}
$$

We study the continuity in time, by splitting the integrals as follows. For $h \in(0, T-t)$, using the semigroup property, we have

$$
\begin{aligned}
\int_{0}^{t+h} P_{t+h-s}^{\prime} f_{s} d s-\int_{0}^{t} P_{t-s}^{\prime} f_{s} d s & =\int_{0}^{t}(P_{h}^{\prime} P_{t-s}^{\prime} f_{s}-\underbrace{P_{t-s}^{\prime} f_{s}}_{=: g_{s}})+\int_{t}^{t+h} P_{t+h-s}^{\prime} f_{s} d s \\
& =\int_{0}^{t}\left(P_{h}^{\prime} g_{s}-g_{s}\right) d s+\int_{t}^{t+h} P_{t+h-s}^{\prime} f_{s} d s=: I_{1}^{h}+I_{2}^{h}
\end{aligned}
$$

To estimate $\left\|I_{2}^{h}\right\|_{\infty}$, we set $\delta \in\left(0, \frac{1}{2}\right)$. By the Schauder's estimate (2.16) we obtain

$$
\left\|I_{2}^{h}\right\|_{\infty} \leq \int_{t}^{t+h}\left\|P_{t+h-s}^{\prime} f_{s}\right\|_{\infty} d s \leq C \int_{t}^{t+h}\left\|P_{t+h-s}^{\prime} f_{s}\right\|_{\delta} d s \leq C\|f\|_{T,-\beta-1} \int_{0}^{h}(h-s)^{-\frac{\beta+1+\delta}{2}} d s \underset{h \rightarrow 0^{+}}{ } 0
$$

To estimate $\left\|I_{1}^{h}\right\|_{\infty}$, note that (3.14) yields

$$
\left\|P_{h}^{\prime} g_{s}-g_{s}\right\|_{\infty} \rightarrow 0, \quad \text { as } \quad h \rightarrow 0^{+}
$$

for any $s \in[0, t)$. Also, $\left\|P_{h}^{\prime} g_{s}\right\|_{\infty} \leq C\left\|g_{s}\right\|_{\infty}$, the latter being summable on $[0, t]$ (once more by Schauder's estimate (2.16) ). Therefore, Lebesgue's dominated convergence theorem yields $\left\|I_{1}^{h}\right\|_{\infty} \rightarrow 0$ as $h \rightarrow 0^{+}$. This proves continuity from the right. Continuity from the left can be shown with analogous computations.

We are now in the position to prove Theorem 3.8,
Proof of Theorem 3.8. Since $P . u^{0} \in L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$, a function $u \in L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$ satisfies (3.8) if and only if $u_{t}=$ $w_{t}^{*}+P_{t} u^{0}$ with

$$
J\left(w^{*}\right)=w^{*} \in L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}
$$

Lemma 3.13 and Remark 3.12 allow us to apply Banach fixed point theorem and obtain that such $w^{*}$ exists and is unique. Finally, Lemma 3.14 ensures that both $\left(t \mapsto P_{t} u^{0}\right), w^{*} \in C_{T} \mathcal{C}_{b}$, and this completes the proof.

### 3.2 The regularized equation

For any $n \in \mathbb{N}$, consider the regularized Fokker-Planck Cauchy problem

$$
\left\{\begin{array}{l}
\mathcal{K}^{\prime} u_{t}=\operatorname{div}_{v}\left(u_{t} F\left(u_{t}\right) b_{t}^{(n)}\right), \quad t \in(0, T]  \tag{3.16}\\
u_{0}=u^{0}
\end{array}\right.
$$

where $b^{(n)}$ is the smooth approximation of $b$ defined in (2.19).
Theorem 3.15. Let Assumptions $1.1,1.4$ with related $\varepsilon$, and 1.5 for $\Phi=\widetilde{F}$ be in force. Then the following properties hold.
(a) For any $n \in \mathbb{N}$ and $\alpha>0$, we have $b^{(n)} \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\alpha}$, and the regularized Fokker-Planck Cauchy problem (3.16) admits a unique mild solution $u^{(n)} \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$, in the sense of Definition 3.4. with

$$
\begin{equation*}
u_{t}^{(n)} \geq 0, \quad\left\|u_{t}^{(n)}\right\|_{L^{1}\left(\mathbb{R}^{N}\right)} \leq 1, \quad t \in[0, T] \tag{3.17}
\end{equation*}
$$

(b) We have

$$
\begin{equation*}
\left\|u^{(n)}-u\right\|_{T, \beta+\varepsilon} \rightarrow 0, \quad \text { as } n \rightarrow \infty \tag{3.18}
\end{equation*}
$$

where $u \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$ is the unique solution to (3.1).
The rest of the section is devoted to the proof of Theorem 3.15. We start by proving the first part.
Proof of Theorem 3.15, Part (a). Here $n$ is fixed. By Lemma 2.16(i), $b^{(n)} \in L_{T}^{\infty} \mathcal{C}_{B}^{\alpha}$ for any $\alpha>0$. In particular, we have $b^{(n)} \in L_{T}^{\infty} \mathcal{C}_{B}^{-\beta}$, and, by Remark 3.10, the regularized FP Cauchy problem (3.16) admits a unique mild solution $u^{(n)}$ such that

$$
\begin{equation*}
u^{(n)} \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon} \tag{3.19}
\end{equation*}
$$

We now show (3.17). Setting

$$
\mathcal{B}_{t}^{(n)}(z):=F\left(u_{t}^{(n)}(z)\right) b_{t}^{(n)}(z), \quad t \in[0, T], \quad z \in \mathbb{R}^{N}
$$

the function $u^{(n)}$ solves the linear FP Cauchy problem

$$
\left\{\begin{array}{l}
\mathcal{K}^{\prime} u_{t}=\operatorname{div}_{v}\left(u_{t} \mathcal{B}_{t}^{(n)}\right), \quad t \in(0, T]  \tag{3.20}\\
u_{0}=u^{0}
\end{array}\right.
$$

We can show that $\mathcal{B}^{(n)} \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$ : by Lemma 2.16(i), $b^{(n)} \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$, and $F\left(u_{t}^{(n)}(z)\right) \in$ $L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$ thanks to Lemma 3.1 with $\Phi=F$, and $F\left(u_{t}^{(n)}(z)\right) \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$ thanks to (3.19), thus
$\mathcal{B}^{(n)} \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$. Since the PDE in (3.20) is written in divergence form, the results about classical solutions for degenerate operators in non-divergence form are not directly applicable since $\mathcal{B}^{(n)}$ is not regular enough. We thus need a further regularization step. For any $m \in \mathbb{N}$, consider the linear Cauchy problem

$$
\left\{\begin{array}{l}
\mathcal{K}^{\prime} u_{t}-\operatorname{div}_{v}\left(u_{t} \mathcal{B}_{t}^{(n, m)}\right)=0, \quad t \in(0, T]  \tag{3.21}\\
u_{0}=u^{0}
\end{array}\right.
$$

where $\mathcal{B}^{(n, m)}$ denotes the regular approximation of $\mathcal{B}^{(n, m)}$ defined as in Lemma 2.16. Obviously $\mathcal{B}^{(n, m)} \in$ $C_{T} \mathcal{C}_{b}$ and by Lemma 2.16•(i), $\mathcal{B}^{(n, m)} \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\alpha}$ for any $\alpha>0$. Therefore, by 47, Theorem 2.7 and Remark 2.9], (3.21) has a strong Lie solution $u^{(n, m)}$, which can be represented (see [47, equation (3.1)]) as

$$
\begin{equation*}
u_{t}^{(n, m)}=\int_{\mathbb{R}^{N}} \Gamma^{(m)}(0, y ; t, \cdot) u^{0}(y) d y, \quad t \in[0, T] \tag{3.22}
\end{equation*}
$$

where $\Gamma^{(m)}(s, y ; t, z)$ is the fundamental solution of the operator

$$
\mathcal{K}^{\prime}-\left\langle\mathcal{B}^{(n, m)}, \nabla_{v}\right\rangle-\operatorname{div}_{v} \mathcal{B}^{(n, m)}
$$

in the variables $(t, z)$. Also, proceeding like in the proof of [24, Theorem 1.5], it can be shown that $\Gamma^{(m)}(s, y ; t, z)$ is also the fundamental solution of the operator

$$
\mathcal{K}+\left\langle\mathcal{B}^{(n, m)}, \nabla_{v}\right\rangle
$$

in the variables $(s, y)$. In particular $\Gamma^{(m)}>0$ (see [46, Theorem 1.1]) and $\int_{\mathbb{R}^{N}} \Gamma^{(m)}(0, y ; t, z) d z=1$ (by [47, Theorem 2.7]). The latter and (3.22) imply (3.17) for $u^{(n, m)}$. Therefore, owing to the positivity of the functions and to Fatou's lemma, to show (3.17) for $u^{(n)}$ it is enough to prove

$$
\begin{equation*}
\left\|u^{(n, m)}-u^{(n)}\right\|_{T, \beta+\varepsilon} \rightarrow 0, \quad \text { as } m \rightarrow \infty \tag{3.23}
\end{equation*}
$$

Owing once more to [47, (3.1)], it is straightforward to see that $u^{(n, m)}$ is also a mild solution to (3.21) in the sense of Definition (3.4) and the proof of (3.23) is a simpler version of the proof of (3.18): we omit the details for brevity.

To prove the second part of Theorem 3.15, we need the following stability result.
Lemma 3.16. Let the assumptions of Theorem 3.15 be in force. Let $\widetilde{b} \in L_{T}^{\infty} \mathcal{C}_{B}^{-\beta}$, and denote by $\widetilde{u} \in$ $C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$ the mild solution of the nonlinear FP Cauchy problem obtained by replacing $b$ with $\widetilde{b}$ in (3.1), which exists in light of Remark 3.10. Then, for any $0 \leq \eta<\min (\varepsilon, 1-2 \beta-\varepsilon)$ there exists a function $l_{\varepsilon, \eta}: \mathbb{R}^{+} \times \mathbb{R}^{+} \longrightarrow \mathbb{R}^{+}$, independent of $b$ and $\widetilde{b}$, increasing in the second variable, such that

$$
\|u-\widetilde{u}\|_{T, \beta+\varepsilon} \leq l_{\varepsilon, \eta}\left(\left\|u^{0}\right\|_{\beta+\varepsilon},\|b\|_{T,-\beta-\eta} \vee\|\widetilde{b}\|_{T,-\beta-\eta}\right)\|b-\widetilde{b}\|_{T,-\beta-\eta}
$$

where $u \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$ is the unique solution to (3.1).
Proof. Owing to the anisotropic Schauder's estimate of Lemma 2.10, and the continuity of the function $\widetilde{F}$ by Lemma 3.1, the proof is a straightforward modification of the one of 40, Proposition 4.7-(i)], upon substituting $\|u\|_{T, \alpha},\|\widetilde{u}\|_{T, \alpha}$ with $\|u\|_{T, \beta+\varepsilon},\|\widetilde{u}\|_{T, \beta+\varepsilon}$ and $\|b\|_{T,-\beta},\|\widetilde{b}\|_{T,-\beta}$ with $\|b\|_{T,-\beta-\eta},\|\widetilde{b}\|_{T,-\beta-\eta}$.

We are now in the position to prove Part (b) of Theorem 3.15,

Proof of Theorem 3.15, Part (b). The result stems from combining Lemma 2.16•(ii) with Lemma 3.16 with $\widetilde{u}=u^{(n)}$ and $\widetilde{b}=b^{(n)}$ and using the fact that

$$
l_{\varepsilon, \eta}\left(\left\|u^{0}\right\|_{\beta+\varepsilon},\|b\|_{T,-\beta-\eta} \vee\left\|b^{(n)}\right\|_{T,-\beta-\eta}\right) \leq l_{\varepsilon, \eta}\left(\left\|u^{0}\right\|_{\beta+\varepsilon},\|b\|_{T,-\beta-\eta} \vee \sup _{n}\left\|b^{(n)}\right\|_{T,-\beta-\eta}\right)
$$

Remark 3.17. The result of Theorem 3.15 remains true, with identical proof, under a weaker version of Assumption 1.4, namely replacing $b \in C_{T} \mathcal{C}_{B}^{-\beta}$ by $b \in L_{T}^{\infty} \mathcal{C}_{B}^{-\beta}$.

## 4 Backward Kolmogorov PDE with singular drift

In this section we study the backward Kolmogorov Cauchy problem associated to the Markovian kinetic SDE with singular drift, obtained by (1.1) with $F(u) b$ replaced by $\mathcal{B}$. Namely, for any $\lambda \geq 0$, we consider the backward Cauchy problem

$$
\left\{\begin{array}{l}
\mathcal{K} u+\left\langle\mathcal{B}, \nabla_{v}\right\rangle u=\lambda u+g, \quad t \in(0, T)  \tag{4.1}\\
u_{T}=\ell
\end{array}\right.
$$

with $\mathcal{K}$ being the backward Kolmogorov operator associated to the Markovian SDE (2.11), defined in (1.9). Throughout this section we let Assumption 1.1 be in force, and we fix $g, \mathcal{B} \in L_{T}^{\infty} \mathcal{C}_{B}^{-\beta}$ and $\ell \in \mathcal{C}_{B}^{1+\beta+\varepsilon}$, with $T>0, \beta \in(0,1 / 2)$ and $\varepsilon \in(0,1-2 \beta)$.

### 4.1 Well-posedness of the PDE

Definition 4.1. We say that a function $u \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{1+\beta+\varepsilon}$ is a mild solution for the backward Kolmogorov Cauchy problem (4.1) if the integral equation

$$
\begin{equation*}
u_{t}=P_{T-t} \ell-\int_{t}^{T} P_{s-t}\left(\lambda u_{s}+g_{s}-\left\langle\mathcal{B}_{s}, \nabla_{v}\right\rangle u_{s}\right) d s, \quad t \in[0, T] \tag{4.2}
\end{equation*}
$$

is satisfied.
Remark 4.2. If $u \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{1+\beta+\varepsilon}$, then Schauder's estimate (2.16) yields

$$
\begin{equation*}
\left\|P_{s-t}\left(\lambda u_{s}+g_{s}-\left\langle\mathcal{B}_{s}, \nabla_{v}\right\rangle u_{s}\right)\right\|_{1+\beta+\varepsilon} \leq C(s-t)^{-\left(\beta+\frac{\varepsilon+1}{2}\right)}\left\|\lambda u_{s}+g_{s}-\left\langle\mathcal{B}_{s}, \nabla_{v}\right\rangle u_{s}\right\|_{-\beta} \leq C(s-t)^{-\left(\beta+\frac{\varepsilon+1}{2}\right)} \tag{4.3}
\end{equation*}
$$

where

$$
\beta+\frac{\varepsilon+1}{2}<1
$$

in light of $\beta \in(0,1 / 2)$ and $\varepsilon \in(0,1-2 \beta)$. This shows that the LHS in (4.3) is integrable as a function of $s$, in $[t, T]$, and thus Definition 4.1 makes sense. Indeed, the integral in (4.2) can be understood as a pointwise Lebesgue integral, namely as

$$
\int_{t}^{T} P_{s-t}\left(\lambda u_{s}+g_{s}-\left\langle\mathcal{B}_{s}, \nabla_{v}\right\rangle u_{s}\right)(x) d s, \quad x \in \mathbb{R}^{N}
$$

and the standard triangular inequality yields

$$
\left\|u_{t}\right\|_{1+\beta+\varepsilon} \leq\left\|P_{T-t} \phi\right\|_{1+\beta+\varepsilon}+\int_{t}^{T}\left\|P_{s-t}\left(\lambda u_{s}+g_{s}-\left\langle\mathcal{B}_{s}, \nabla_{v}\right\rangle u_{s}\right)\right\|_{1+\beta+\varepsilon} d s
$$

Definition 4.3. We say that a function $u \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{1+\beta+\varepsilon}$ is a weak solution to the backward Kolmogorov Cauchy problem (4.1) if it is a distributional solution. Namely, for all $\varphi \in \mathcal{S}$ we have

$$
\langle\ell \mid \varphi\rangle=\left\langle u_{t} \mid \varphi\right\rangle-\int_{t}^{T}\left\langle u_{s} \mid \mathcal{A}^{\prime} \varphi\right\rangle d s-\sum_{i=1}^{d} \int_{t}^{T}\left\langle\left(\mathcal{B}_{s}\right)_{i}\left(\partial_{v_{i}} u_{s}\right) \mid \varphi\right\rangle d s+\int_{t}^{T}\left\langle\lambda u_{s}+g_{s} \mid \varphi\right\rangle d s, \quad t \in[0, T]
$$

where $\mathcal{A}^{\prime}$ is the formal adjoint of $\mathcal{A}$ as defined in (2.14).
The proof of the next statement is fully analogous to that of Proposition 3.7, and thus is omitted.
Proposition 4.4. A function $u \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{1+\beta+\varepsilon}$ is a weak solution to the backward Kolmogorov Cauchy problem (4.1) if and only if it is a mild solution.

We now state the first main result of this section.
Theorem 4.5. Let Assumption 1.1 hold, and let $g, \mathcal{B} \in L_{T}^{\infty} \mathcal{C}_{B}^{-\beta}$ and $\ell \in \mathcal{C}_{B}^{1+\beta+\varepsilon}$, for some $\varepsilon \in(0,1-2 \beta)$. Then there exists a unique mild solution $u \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{1+\beta+\varepsilon}$ to (4.1).

Remark 4.6. If $0<\varepsilon^{\prime}<\varepsilon$ then clearly $\ell \in \mathcal{C}_{B}^{1+\beta+\varepsilon^{\prime}}$ and the unique solution $u \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{1+\beta+\varepsilon^{\prime}}$ coincides with the solution $u \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{1+\beta+\varepsilon}$, by uniqueness in the larger space $C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{1+\beta+\varepsilon^{\prime}}$.

Proof of Theorem 4.5. To prove Theorem 4.5, we follow the same strategy employed in the parabolic case ([38, Theorem 4.7]), namely $d=N$ and $B \equiv 0$. The idea is to find a unique fixed point $u \in L_{T}^{\infty} \mathcal{C}_{B}^{1+\beta+\varepsilon}$ for the solution map

$$
I_{t}(w):=P_{T-t} \ell-\int_{t}^{T} P_{s-t}\left(\lambda w_{s}+g_{s}-\left\langle\mathcal{B}_{s}, \nabla_{v}\right\rangle w_{s}\right) d s, \quad t \in[0, T]
$$

and to show that $u \in C_{T} \mathcal{C}_{b}$.
Relying on the anisotropic Schauder estimate of Theorem 2.10, one can proceed exactly as in the proof of [38, Theorem 4.7] and obtain that $I$ is a contraction from the complete metric space ( $\left.L_{T}^{\infty} \mathcal{C}_{B}^{1+\beta+\varepsilon},\|\cdot\|_{\rho, T, 1+\beta+\varepsilon}\right)$ onto itself for $\rho>0$ suitably large, where $\|f\|_{\rho, T, 1+\beta+\varepsilon}:=\sup _{t \in[0, T]} e^{-\rho(T-t)}\left\|f_{t}\right\|_{1+\beta+\varepsilon}$ is the analogous backward of the norm defined in (3.13). Banach fixed point theorem then yields that there exists a unique fixed point $u \in L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon+1}$ for $I$. Eventually, a straightforward modification of the proof of Lemma 3.14 yields $u \in C_{T} \mathcal{C}_{b}$ and completes the proof.

Then next result shows that, if $\mathcal{B}_{t}, g_{t}$ are Hölder-continuous functions, then the mild solution $u$ is a solution also in some classical sense and enjoys additional regularity.

Proposition 4.7. Let Assumption 1.1 be in force. If $\ell \in \mathcal{C}_{B}^{2+\alpha}, g \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\alpha}$ for $\alpha \in(0,1)$ and $\mathcal{B} \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\alpha+\nu}$ for some $\nu>0$, then the mild solution $u$ to (4.1) belongs to $C_{B, T}^{2+\alpha}$ (see Definition 2.15) and is also a strong Lie solution in the sense of $\sqrt[47,]{ }$ Definition 2.6].

Remark 4.8. In particular, the function $u$ solves the PDE pointwise, everywhere on $[0, T] \times \mathbb{R}^{N}$, where the term $Y u$ that appears in $\mathcal{K} u$ makes sense as a Lie derivative (see (2.17)).

Proof of Proposition 4.7. By [47, Theorem 2.7 and Remark 2.9] (see also [14), (4.1) admits a (unique) Lie solution $u \in C_{B, T}^{2+\alpha}$. Furthermore, by [47, (3.1)], the latter verifies equation (4.2), and thus $u$ coincides with the unique mild solution to (4.1).

### 4.2 Continuity properties

We recall it is assumed that $g, \mathcal{B} \in L_{T}^{\infty} \mathcal{C}_{B}^{-\beta}$ and $\ell \in \mathcal{C}_{B}^{1+\beta+\varepsilon}$, with $\beta \in(0,1 / 2)$ and $\varepsilon \in(0,1-2 \beta)$. Let $\mathcal{B}^{(n)}, g^{(n)} \in L_{T}^{\infty} \mathcal{C}_{B}^{-\beta}$ and $\ell^{(n)} \in \mathcal{C}_{B}^{1+\beta+\varepsilon}$ denote any approximations of $b, g$ and $\ell$, respectively, such that

$$
\left\|\mathcal{B}-\mathcal{B}^{(n)}\right\|_{T,-\beta-\eta},\left\|g-g^{(n)}\right\|_{T,-\beta-\eta},\left\|\ell-\ell^{(n)}\right\|_{1+\beta+\varepsilon-\eta} \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

for all $\eta>0$. An example of how to construct said approximation is given in by (2.19) and Lemma 2.16 ensures the convergence. For any fixed $n \in \mathbb{N}$, we consider the unique mild (or, equivalently, weak) solution $u^{(n)}$ to the approximate backward Kolmogorov Cauchy problem

$$
\left\{\begin{array}{l}
\mathcal{K} u+\left\langle\mathcal{B}^{(n)}, \nabla_{v}\right\rangle u=\lambda u+g^{(n)}, \quad t \in(0, T)  \tag{4.4}\\
u_{T}=\ell^{(n)}
\end{array}\right.
$$

Theorem 4.9. Let Assumption 1.1 be in force and let $g, \mathcal{B} \in L_{T}^{\infty} \mathcal{C}_{B}^{-\beta}$ and $\phi \in \mathcal{C}_{B}^{1+\beta+\varepsilon}$ for some $\varepsilon \in(0,1-2 \beta)$.
(a) Let $\lambda \geq 0$. For any $\eta>0$, we have

$$
\begin{equation*}
\left\|u^{(n)}-u\right\|_{T, 1+\beta+\varepsilon-\eta} \longrightarrow 0, \quad \text { as } n \rightarrow \infty \tag{4.5}
\end{equation*}
$$

where $u^{(n)}, u \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{1+\beta+\varepsilon}$ are the unique mild solutions to (4.4) and (4.1), respectively.
(b) Let $\ell \equiv 0$. There exists $\bar{\lambda}>0$, dependent on $T, \beta, \varepsilon,\|\mathcal{B}\|_{T,-\beta}$ and $\|g\|_{T,-\beta}$ such that for any $\lambda>\bar{\lambda}$ we have

$$
\begin{equation*}
\left\|u^{(n)}\right\|_{T, 1+\beta+\varepsilon} \leq \frac{1}{2}, \quad n \in \mathbb{N} \tag{4.6}
\end{equation*}
$$

Remark 4.10. Combining Part (a) and Part (b) of Theorem4.9, one trivially obtains that (4.6) also holds for the unique solution $u$ in $C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{1+\beta+\varepsilon}$ to the singular Cauchy problem (4.1) with $\lambda>\bar{\lambda}$ and $\phi \equiv 0$.

Proof of Theorem 4.9. We first prove Part (a). It is enough to show the claim for $\eta<\varepsilon$. Owing to the anisotropic Schauder's estimate of Lemma 2.10, the proof is a straightforward modification of the one of [38, Lemma 4.17-(ii)] where we substitute $\left\|u-u^{(n)}\right\|_{\rho, T, 1+\alpha}$ with $\left\|u-u^{(n)}\right\|_{\rho, T, 1+\beta+\varepsilon-\eta},\left\|\mathcal{B}-\mathcal{B}^{(n)}\right\|_{T,-\beta}$ with $\left\|\mathcal{B}-\mathcal{B}^{(n)}\right\|_{T,-\beta-\eta},\left\|g-g^{(n)}\right\|_{\rho, T,-\beta}$ with $\left\|g-g^{(n)}\right\|_{\rho, T,-\beta-\eta}$ and $\left\|\ell-\ell^{(n)}\right\|_{1+\alpha}$ with $\left\|\ell-\ell^{(n)}\right\|_{1+\beta+\varepsilon-\eta}$.

We now prove Part (b). Let $n \in \mathbb{N}$ be fixed. Proceeding similarly as in the proof of 38, Proposition 4.13-(ii)] one obtains that $u^{(n)}$ is a solution of

$$
\begin{equation*}
u_{t}^{(n)}=-\int_{t}^{T} e^{-\lambda(s-t)} P_{s-t}\left(g_{s}^{(n)}-\left\langle\mathcal{B}_{s}^{(n)}, \nabla_{v}\right\rangle u_{s}^{(n)}\right) d s, \quad t \in[0, T] \tag{4.7}
\end{equation*}
$$

In fact it is enough to choose $\eta<\min (\varepsilon, 1-2 \beta-\varepsilon)$ and denote by $C$, indistinctly, any positive constant that depends, at most, on $T, \beta$ and $\varepsilon$. For any $0 \leq t<s \leq T$, applying the Schauder estimate of Theorem 2.10 yields

$$
\left\|P_{s-t}\left(g_{s}^{(n)}-\left\langle\mathcal{B}_{s}^{(n)}, \nabla_{v}\right\rangle u_{s}^{(n)}\right)\right\|_{1+\beta+\varepsilon} \leq C(s-t)^{-\frac{1+\varepsilon+\eta+2 \beta}{2}}\left\|g_{s}^{(n)}-\left\langle\mathcal{B}_{s}^{(n)}, \nabla_{v}\right\rangle u_{s}^{(n)}\right\|_{-\beta-\eta}
$$

(by Proposition 2.9, since $\varepsilon-\eta>0$ )

$$
\begin{aligned}
& \leq C(s-t)^{-\frac{1+\varepsilon+\eta+2 \beta}{2}}\left(\left\|g_{s}^{(n)}\right\|_{-\beta-\eta}+\left\|\mathcal{B}_{s}^{(n)}\right\|_{-\beta-\eta}\left\|\nabla_{v} u_{s}^{(n)}\right\|_{\beta+\varepsilon}\right) \\
& \leq C(s-t)^{-\frac{1+\varepsilon+\eta+2 \beta}{2}}\left(\left\|g_{s}^{(n)}\right\|_{-\beta}+\left\|\mathcal{B}_{s}^{(n)}\right\|_{-\beta}\left\|\nabla_{v} u_{s}^{(n)}\right\|_{\beta+\varepsilon}\right)
\end{aligned}
$$

$$
\leq C(s-t)^{-\frac{1+\varepsilon+\eta+2 \beta}{2}}\left(\sup _{m}\left\|g_{s}^{(m)}\right\|_{-\beta}+\sup _{m}\left\|\mathcal{B}_{s}^{(m)}\right\|_{-\beta}\left\|u_{s}^{(n)}\right\|_{1+\beta+\varepsilon}\right)
$$

which, combined with (4.7), yields

$$
\begin{aligned}
\left\|u^{(n)}\right\|_{T, 1+\beta+\varepsilon} & \leq C\left(\sup _{m}\left\|g^{(m)}\right\|_{T,-\beta}+\sup _{m}\left\|\mathcal{B}^{(m)}\right\|_{T,-\beta}\left\|u^{(n)}\right\|_{T, 1+\beta+\varepsilon}\right) \sup _{t \in[0, T]} \int_{t}^{T} e^{-\lambda(s-t)}(s-t)^{-\frac{1+\varepsilon+\eta+2 \beta}{2}} d s \\
& \leq C\left(\sup _{m}\left\|g^{(m)}\right\|_{T,-\beta}+\sup _{m}\left\|\mathcal{B}^{(m)}\right\|_{T,-\beta}\left\|u^{(n)}\right\|_{T, 1+\beta+\varepsilon}\right) \int_{0}^{T} e^{-\lambda s} s^{-\frac{1+\varepsilon+\eta+2 \beta}{2}} d s
\end{aligned}
$$

Now, as $\eta<1-2 \beta-\varepsilon$, the latter integral is finite and tends to 0 as $\lambda \rightarrow+\infty$. This completes the proof.
Corollary 4.11. Under the assumptions of Theorem 4.9 we have $u^{(n)} \rightarrow u$ in $C_{T} \mathcal{C}_{b}$ as $n \rightarrow \infty$, and in particular $u^{(n)}$ is equicontinuous in $n$ as a function on $[0, T]$ with values in $\mathcal{C}_{b}$.

Proof. It is a straightforward consequence of Theorem 4.9, Part (a).
Lemma 4.12. Let $\left(\mathcal{B}^{(n)}\right)_{n \in \mathbb{N}} \subset L_{T}^{\infty} \mathcal{C}_{B}^{-\beta}$ be such that $\mathcal{B}^{(n)} \rightarrow \mathcal{B}$ in $L_{T}^{\infty} \mathcal{C}_{B}^{-\beta-\eta}$ for some $\eta>0$. Let $u^{(n)}$ be the mild $\mathbb{R}^{N}$-valued solution in $L_{T}^{\infty} \mathcal{C}_{B}^{1+\beta+\varepsilon}$, for some $\varepsilon \in(0,1-2 \beta)$ not depending on $n$, to the Cauchy problem

$$
\left\{\begin{array}{l}
\mathcal{K} u^{(n)}+\left\langle\mathcal{B}^{(n)}, \nabla_{v}\right\rangle u^{(n)}=\lambda u^{(n)}-\binom{\mathcal{B}^{(n)}}{0}  \tag{4.8}\\
u_{T}^{(n)}=0
\end{array}\right.
$$

which is meant component by component, where we recall that $\mathcal{B}^{(n)}$ is d-dimensional and the vector 0 here is $(N-d)$-dimensional. Similarly, let $u$ be the unique solution to

$$
\left\{\begin{array}{l}
\mathcal{K} u+\left\langle\mathcal{B}, \nabla_{v}\right\rangle u=\lambda u-\binom{\mathcal{B}}{0}  \tag{4.9}\\
u_{T}=0
\end{array}\right.
$$

There exists $\bar{\lambda}$ such that for all $\lambda>\bar{\lambda}$ we have

$$
\begin{equation*}
\left\|\nabla_{v} u^{(n)}\right\|_{\infty} \vee\left\|\nabla_{v} u\right\|_{\infty} \leq \frac{1}{2}, \quad n \in \mathbb{N} \tag{4.10}
\end{equation*}
$$

We set

$$
\phi_{t}^{(n)}(z):=z+u_{t}^{(n)}(z), \quad \phi_{t}(z):=z+u_{t}(z), \quad t \in[0, T], z \in \mathbb{R}^{N}
$$

and notice that they take values in $\mathbb{R}^{N}$. Then we have the following.
(i) For any fixed $t \in[0, T]$, the function $\phi_{t}^{(n)}$ is invertible;
(ii) denoting by $\psi^{(n)}$ the inverse of $\phi^{(n)}$, the sequence $\left(\psi^{(n)}\right)$ is equicontinuous;
(iii) $\phi^{(n)} \rightarrow \phi$ uniformly on $[0, T] \times \mathbb{R}^{N}$;
(iv) $\psi^{(n)} \rightarrow \psi$ uniformly on $[0, T] \times \mathbb{R}^{N}$ where $\psi$ is the inverse of $\phi$;
(v) $\sup _{t, \widetilde{x}}\left|\psi_{t}^{(n)}(\widetilde{v}, \widetilde{x})\right| \leq c(1+|\widetilde{v}|), \forall \widetilde{v} \in \mathbb{R}^{d}$ for a universal constant $c$ independent of $n$.

Proof. By Theorem 4.5 each component of $u^{(n)}$ is well-defined as weak solution of (4.8). Theorem 4.9 and Remark 4.10 guarantee that the sequence of solutions $u^{(n)}$ converges in $L_{T}^{\infty} \mathcal{C}_{B}^{1+\beta+\varepsilon}$ for some $\varepsilon \in(0,1-2 \beta)$ to the unique weak solution $u$ of (4.9), and that $\bar{\lambda}$ can be chosen such that (4.10) holds.

To prove Item (i), we fix $t \in[0, T]$ and, for notational simplicity, we omit the variable $t$. We sometimes write $\phi^{(n)}(z)=\left(\phi_{1}^{(n)}(z), \phi_{2}^{(n)}(z)\right), u^{(n)}(z)=\left(u_{1}^{(n)}(z), u_{2}^{(n)}(z)\right)$ and $z=(v, x)$, where the first component of these vectors is $d$-dimensional and the second is $(N-d)$-dimensional. Due to the definition of the vector $u^{(n)}(z)$ as solution of the PDE above, and by uniqueness of the PDE, we have that $u_{2}^{(n)}(z)=0$ and so

$$
\phi^{(n)}(z)=\left(\phi_{1}^{(n)}(z), \phi_{2}^{(n)}(z)\right)=\left(v+u_{1}^{(n)}(z), x+u_{2}^{(n)}(z)\right)=\left(v+u_{1}^{(n)}(z), x\right)
$$

To show that $\phi^{(n)}(v, x)$ is invertible it is equivalent to find a unique solution $(v, x)$ of the system

$$
\left\{\begin{array}{l}
\widetilde{v}=u_{1}^{(n)}(v, x)+v  \tag{4.11}\\
\widetilde{x}=x
\end{array}\right.
$$

for any given $\widetilde{z}=(\widetilde{v}, \widetilde{x}) \in \mathbb{R}^{N}$. If it exists, we denote the inverse of $\phi^{(n)}$ by $\psi^{(n)}=\left(\psi_{1}^{(n)}, \psi_{2}^{(n)}\right) \in \mathbb{R}^{N}$. Clearly $x:=\widetilde{x}$ so the inverse of the second block is simply the identity, $\psi_{2}^{(n)}(\widetilde{v}, \widetilde{x})=\widetilde{x}$. As for the first block, by (4.10) we have

$$
\left|u_{1}^{(n)}(v, x)-u_{1}^{(n)}\left(v^{\prime}, x\right)\right| \leq \frac{1}{2}\left|v-v^{\prime}\right|, \quad v, v^{\prime} \in \mathbb{R}^{d}
$$

uniformly in $(t, x)$, so the map $\widetilde{v}-u_{1}^{(n)}(\cdot, x)$ is a contraction, with fixed point in $\mathbb{R}^{d}$ denoted by $\psi_{1}^{(n)}(\widetilde{v}, \widetilde{x})$. It immediately follows that $(v, x):=\left(\psi_{1}(\widetilde{v}, \widetilde{x}), \psi_{2}(\widetilde{v}, \widetilde{x})\right)$ solves (4.11) and so $\psi^{(n)}(\widetilde{z})=\left(\psi_{1}^{(n)}(\widetilde{z}), \psi_{2}^{(n)}(\widetilde{z})\right)$ is the inverse of $\phi^{(n)}(z)$.

We now verify Item (ii), that is the equicontinuity of $\left(\psi^{(n)}\right)$; to this aim, it is enough to consider only the first component $\psi_{1}^{(n)}$ because $\psi_{2}^{(n)}$ is simply the identity in the $\widetilde{x}$ variable. For $\left(\psi_{1}^{(n)}\right)$ we have
$\left|\psi_{1}^{(n)}(t, \widetilde{v}, \widetilde{x})-\psi_{1}^{(n)}\left(t^{\prime}, \widetilde{v}^{\prime}, \widetilde{x}^{\prime}\right)\right| \leq\left|\psi_{1}^{(n)}(t, \widetilde{v}, \widetilde{x})-\psi_{1}^{(n)}\left(t^{\prime}, \widetilde{v}, \widetilde{x}^{\prime}\right)\right|+\left|\psi_{1}^{(n)}\left(t^{\prime}, \widetilde{v}, \widetilde{x}^{\prime}\right)-\psi_{1}^{(n)}\left(t^{\prime}, \widetilde{v}^{\prime}, \widetilde{x}^{\prime}\right)\right|=: J_{1}^{(n)}+J_{2}^{(n)}$.

For the term $J_{1}^{(n)}$ we can reduce the problem to the equicontinuity of $\left(u_{1}^{(n)}\right)$ in $(t, x)$ uniformly in $v$ as follows: setting

$$
v:=\psi_{1}^{(n)}(t, \widetilde{v}, \widetilde{x}), \quad v^{\prime}:=\psi_{1}^{(n)}\left(t^{\prime}, \widetilde{v}, \widetilde{x}^{\prime}\right)
$$

and using that $\widetilde{x}=x$ and $\widetilde{x}^{\prime}=x^{\prime}$ we get

$$
\begin{aligned}
& \widetilde{v}=\phi_{1}^{(n)}(t, v, x)=v+u_{1}^{(n)}(t, v, x) \\
& \widetilde{v}=\phi_{1}\left(t^{\prime}, v^{\prime}, x^{\prime}\right)=v^{\prime}+u_{1}^{(n)}\left(t^{\prime}, v^{\prime}, x^{\prime}\right) .
\end{aligned}
$$

Then,

$$
\begin{aligned}
\left|\psi_{1}^{(n)}(t, \widetilde{v}, \widetilde{x})-\psi_{1}^{(n)}\left(t^{\prime}, \widetilde{v}, \widetilde{x}^{\prime}\right)\right| & =\left|v-v^{\prime}\right| \\
& =\left|u_{1}^{(n)}(t, v, x)-u_{1}^{(n)}\left(t^{\prime}, v^{\prime}, x^{\prime}\right)\right| \\
& \leq\left|u_{1}^{(n)}(t, v, x)-u_{1}^{(n)}\left(t, v^{\prime}, x\right)\right|+\left|u_{1}^{(n)}\left(t, v^{\prime}, x\right)-u_{1}^{(n)}\left(t^{\prime}, v^{\prime}, x^{\prime}\right)\right| \\
& \leq\left\|\nabla_{v} u_{1}^{(n)}\right\|_{\infty}\left|v-v^{\prime}\right|+\left|u_{1}^{(n)}\left(t, v^{\prime}, x\right)-u_{1}^{(n)}\left(t^{\prime}, v^{\prime}, x^{\prime}\right)\right| \\
& \leq \frac{1}{2}\left|\psi_{1}^{(n)}(t, \widetilde{v}, \widetilde{x})-\psi_{1}^{(n)}\left(t^{\prime}, \widetilde{v}, \widetilde{x}^{\prime}\right)\right|+\left|u_{1}^{(n)}\left(t, v^{\prime}, x\right)-u_{1}^{(n)}\left(t^{\prime}, v^{\prime}, x^{\prime}\right)\right|
\end{aligned}
$$

having used Theorem 4.9 Part (b). Moving on the LHS the first term we have

$$
\begin{align*}
\left|\psi_{1}^{(n)}(t, \widetilde{v}, \widetilde{x})-\psi_{1}^{(n)}\left(t^{\prime}, \widetilde{v}, \widetilde{x}^{\prime}\right)\right| & \leq 2\left|u_{1}^{(n)}\left(t, v^{\prime}, x\right)-u_{1}^{(n)}\left(t^{\prime}, v^{\prime}, x^{\prime}\right)\right|  \tag{4.13}\\
& \leq 2\left|u_{1}^{(n)}\left(t, v^{\prime}, x\right)-u_{1}^{(n)}\left(t^{\prime}, v^{\prime}, x\right)\right|+2\left|u_{1}^{(n)}\left(t^{\prime}, v^{\prime}, x\right)-u_{1}^{(n)}\left(t^{\prime}, v^{\prime}, x^{\prime}\right)\right| \\
& =: J_{11}^{(n)}+J_{12}^{(n)}
\end{align*}
$$

The term $J_{11}^{(n)}$ is controlled by Corollary 4.11. For the term $J_{12}^{(n)}$, since $u_{1}^{(n)}(t, \cdot) \in \mathcal{C}_{B}^{1+\beta+\varepsilon} \subset \mathcal{C}_{B}^{\alpha}$ for every $\alpha \in(0,1)$, by Remarks 2.14 and 2.12 there exists some $\nu \in(0,1)$ such that for all $t \in[0, T]$

$$
\left\|u_{1}^{(n)}(t, \cdot, \cdot)\right\|_{C^{\nu}} \leq C\left\|u_{1}^{(n)}(t, \cdot, \cdot)\right\|_{\alpha} \leq C\left\|u_{1}^{(n)}(t, \cdot, \cdot)\right\|_{1+\beta} \leq C\left\|u_{1}^{(n)}\right\|_{T, 1+\beta}
$$

where the latter bound is uniformly bounded in $n$ thanks to Theorem 4.9, Part (a). Thus, recalling also that $\widetilde{x}=x$ and $\widetilde{x}^{\prime}=x^{\prime}$, we obtain $J_{12}^{(n)} \leq C \sup _{n}\left\|u_{1}^{(n)}\right\|_{T, 1+\beta}\left|\widetilde{x}-\widetilde{x}^{\prime}\right|^{\nu}$.
For the term $J_{2}^{(n)}$ in (4.12) we notice that

$$
\left|\psi_{1}^{(n)}\left(t^{\prime}, \widetilde{v}, \widetilde{x}^{\prime}\right)-\psi_{1}^{(n)}\left(t^{\prime}, \widetilde{v}^{\prime}, \widetilde{x}^{\prime}\right)\right| \leq\left\|\nabla_{\widetilde{v}} \psi_{1}\right\|_{\infty}\left|\widetilde{v}-\widetilde{v}^{\prime}\right|
$$

so it is enough to show that $\nabla_{\widetilde{v}} \psi_{1}^{(n)}$ is uniformly bounded. As $\sup _{n}\left\|\nabla_{v} u_{1}^{(n)}\right\|_{\infty} \leq \frac{1}{2}$ by (4.10), the Jacobian

$$
\nabla_{v} \phi_{1}^{(n)}=I_{d}+\nabla_{v} u_{1}^{(n)}
$$

is nonsingular for every $(t, v, x)$. By the Inverse function Theorem, $\psi_{1}$ is of class $C^{1}$ in $\widetilde{v}$; then

$$
\begin{equation*}
\left\|\nabla_{\widetilde{v}} \psi_{1}^{(n)}\right\|_{\infty}=\left\|\left(\nabla_{v} \phi_{1}^{(n)}\right)^{-1}\right\|_{\infty} \leq 2 \tag{4.14}
\end{equation*}
$$

Item (iii) states uniform convergence of $\phi^{(n)}$ to $\phi$, and it follows from the definition of $\phi^{(n)}$ and $\phi$ and the fact that $u_{1}^{(n)} \rightarrow u_{1}$ uniformly by Corollary 4.11.

Item (iv) states uniform convergence of $\psi^{(n)}$ to $\psi$. Taking into account Item (ii) and the fact that $\psi_{2}^{(n)}(t, \widetilde{v}, \widetilde{x})=\widetilde{x}=\psi_{2}(t, \widetilde{v}, \widetilde{x})$, it is enough to show pointwise convergence of $\psi_{1}^{(n)}(t, \widetilde{v}, \widetilde{x})$ to $\psi_{1}(t, \widetilde{v}, \widetilde{x})$. We define $v^{(n)}:=\psi_{1}^{(n)}(t, \widetilde{v}, \widetilde{x})$ we have by the inverse property

$$
\begin{equation*}
\widetilde{v}=\phi_{1}^{(n)}\left(t, v^{(n)}, \widetilde{x}\right)=v^{(n)}+u_{1}^{(n)}\left(t, v^{(n)}, \widetilde{x}\right) \tag{4.15}
\end{equation*}
$$

Since $\left(u_{1}^{(n)}\right)$ is a uniformly bounded sequence, also $\left(v^{(n)}\right)$ is a bounded sequence and thus it converges to some $v^{(0)}$ up to a subsequence. Since $\left(\phi_{1}^{(n)}\right)$ converges uniformly by Item (iii), taking the limit as $n \rightarrow \infty$ in (4.15) we get $\widetilde{v}=\phi_{1}\left(t, v^{(0)}, \widetilde{x}\right)$, so by the inverse property again $v^{(0)}=\psi_{1}(t, \widetilde{v}, \widetilde{x})$ which concludes the proof.

Item (v) can be seen with similar ideas as in Item (ii). Again, we drop the variable $t$. Since $\psi^{(n)}(\widetilde{v}, \widetilde{x})=$ $\left(\psi_{1}^{(n)}(\widetilde{v}, \widetilde{x}), \psi_{2}^{(n)}(\widetilde{v}, \widetilde{x})\right)=\left(\psi_{1}^{(n)}(\widetilde{v}, \widetilde{x}), \widetilde{x}\right)$, we focus on the linear growth of the first component. From bound (4.13) with $t^{\prime}=t, \widetilde{x}^{\prime}=0$ we get

$$
\left|\psi_{1}^{(n)}(\widetilde{v}, \widetilde{x})-\psi_{1}^{(n)}(\widetilde{v}, 0)\right| \leq 4 \sup _{n}\left\|u_{1}^{(n)}\right\|_{C_{T} \mathcal{C}_{b}}
$$

and together with (4.14) we have

$$
\begin{aligned}
\left|\psi_{1}^{(n)}(\widetilde{v}, \widetilde{x})\right| & \leq\left|\psi_{1}^{(n)}(\widetilde{v}, \widetilde{x})-\psi_{1}^{(n)}(\widetilde{v}, 0)\right|+\left|\psi_{1}^{(n)}(\widetilde{v}, 0)-\psi_{1}^{(n)}(0,0)\right|+\left|\psi_{1}^{(n)}(0,0)\right| \\
& \leq 4 \sup _{n}\left\|u_{1}^{(n)}\right\| C_{T} \mathcal{C}_{b}+2|\widetilde{v}|+\sup _{n}\left|\psi_{1}^{(n)}(0,0)\right| \\
& \leq c(1+|\widetilde{v}|)
\end{aligned}
$$

having used the fact that $\sup _{n}\left\|u_{1}^{(n)}\right\|_{C_{T} \mathcal{C}_{b}}$ is bounded by Corollary 4.11 and that $\sup _{n}\left|\psi_{1}^{(n)}(0,0)\right|$ is finite by Item (iv).

## 5 The singular McKean-Vlasov kinetic SDE

In this section we apply the results on the PDEs to define and show well-posedness for the singular McKeanVlasov kinetic equation (1.1). Here the canonical space will be $C_{T}\left(\mathbb{R}^{N}\right)$ equipped, as usual, with the Borel sets with respect to the topology induced by the uniform convergence. In the sequel we will also make use of the standard canonical process on the canonical space.

### 5.1 The martingale problem formulation for the linear case

Let $\mu_{0}$ be a probability law on $\mathbb{R}^{N}$. Throughout this subsection we assume that Assumption 1.1 holds and $\mathcal{B} \in C_{T} \mathcal{C}_{B}^{-\beta}$ with $\beta \in(0,1 / 2)$. We consider the linear case of equation (1.1), which is formally

$$
\left\{\begin{array}{l}
d V_{t}=\left(\mathcal{B}_{t}\left(Z_{t}\right)+\mathcal{B}_{0} Z_{t}\right) d t+d W_{t}  \tag{5.1}\\
d X_{t}=\mathcal{B}_{1} Z_{t} d t
\end{array}\right.
$$

with initial condition $Z_{0} \sim \mu_{0}$, where the $\mathbb{R}^{N}$-valued stochastic process $Z_{t}:=\left(V_{t}, X_{t}\right)$ is the unknown, and $B:=\binom{\mathcal{B}_{0}}{\mathcal{B}_{1}}$ is given as in (1.8). The term linear refers to the fact that the corresponding Fokker-Planck equation is linear, and is reflected in the SDE by the fact that the coefficients do not depend on the law of the unknown. Clearly (5.1) is only formal, and its meaning is given below in terms of martingale problem.

The backward Kolmogorov operator $\mathcal{L}$ associated to the SDE (5.1) with drift $\mathcal{B}$ is given by

$$
\begin{equation*}
\mathcal{L} u=\mathcal{K} u+\left\langle\mathcal{B}, \nabla_{v}\right\rangle u \tag{5.2}
\end{equation*}
$$

where $\mathcal{K}$ is given in (1.9) and $u \in C^{A C}\left([0, T] ; \mathcal{S}^{\prime}\right) \cap L_{T}^{\infty} \mathcal{C}_{B}^{1+\beta}$.
Let $g \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\varepsilon}$ and $f_{T} \in \mathcal{C}_{B}^{1+\beta+\varepsilon}$ for some $\varepsilon \in(0,1-2 \beta)$. We denote by $u$ the unique weak (or, equivalently, mild) solution of

$$
\left\{\begin{array}{l}
\mathcal{L} u=g  \tag{5.3}\\
u_{T}=f_{T}
\end{array}\right.
$$

in the space $C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{1+\beta+\varepsilon}$. Let $Z$ be a stochastic process on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$, and set

$$
\begin{equation*}
M_{t}^{u}=M_{t}^{u}(Z):=u_{t}\left(Z_{t}\right)-u_{0}\left(Z_{0}\right)-\int_{0}^{t} g_{s}\left(Z_{s}\right) d s \tag{5.4}
\end{equation*}
$$

Definition 5.1. Let $\mu_{0}$ be a probability law on $\mathbb{R}^{N}$ and $t_{0} \in[0, T)$. Let also $\mathcal{B} \in C_{T} \mathcal{C}_{B}^{-\beta}$ and let the operator $\mathcal{L}$ with drift $\mathcal{B}$ be given in (5.2). We denote by $\operatorname{MP}\left(\mathcal{B}, \mu_{0} ; t_{0}\right)$ the martingale problem formally formulated as SDE (5.1), with initial condition $Z_{t_{0}} \sim \mu_{0}$.

We say that a couple $(Z, \mathbb{P})$ defined on some measurable space $(\Omega, \mathcal{F})$ is a solution to $M P\left(\mathcal{B}, \mu_{0} ; t_{0}\right)$ if $Z$ is continuous, $Z_{t_{0}} \sim \mu_{0}$ and for all $g \in C_{T} \mathcal{S}$ and all $f_{T} \in \mathcal{S}$ we have that $\left(M_{t}^{u}-M_{t_{0}}^{u}\right)_{t \in\left[t_{0}, T\right]}$ is a (local) martingale under $\mathbb{P}$ with respect to the canonical filtration of $Z$, where $M^{u}$ is given in (5.4) and $u$ is the solution of (5.3). We say that $\operatorname{MP}\left(\mathcal{B}, \mu_{0} ; t_{0}\right)$ admits uniqueness if, given any pair of solutions $\left(Z^{1}, \mathbb{P}^{1}\right)$ and $\left(Z^{2}, \mathbb{P}^{2}\right)$, then the law of $Z^{1}$ under $\mathbb{P}^{1}$ is the same as the law of $Z^{2}$ under $\mathbb{P}^{2}$.

If $t_{0}=0$ we employ the abbreviation $\operatorname{MP}\left(\mathcal{B}, \mu_{0}\right)$ in place of $\operatorname{MP}\left(\mathcal{B}, \mu_{0} ; 0\right)$.
Remark 5.2. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space and $Z$ be a stochastic process on $(\Omega, \mathcal{F})$. Let us denote by $\mathbb{P}_{Z}$ the law of $Z$ under $\mathbb{P}$ and by $\hat{Z}$ the canonical process on the canonical space $C_{T} \mathbb{R}^{N}$. The couple
$(Z, \mathbb{P})$ is a solution to $\operatorname{MP}\left(\mathcal{B}, \mu_{0}\right)$ if and only if the couple $\left(\hat{Z}, \mathbb{P}_{Z}\right)$ is a solution to $\operatorname{MP}\left(\mathcal{B}, \mu_{0}\right)$. This is a direct consequence of the change of variable theorem and the martingale property.

Remark 5.3. (a) The solution to $\operatorname{MP}\left(\mathcal{B}, \mu_{0}\right)$ can be equivalently defined as follows. Let us define the domain
$\mathcal{D}_{\mathcal{L}}:=\left\{u \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{1+\beta+\varepsilon}\right.$ for some $\varepsilon \in(0,1-2 \beta): u$ is a sol. to (5.3) for some $\left.g \in C_{T} \mathcal{S}, f_{T} \in \mathcal{S}\right\}$.

Then $(Z, \mathbb{P})$ is a solution to $\operatorname{MP}\left(\mathcal{B}, \mu_{0}\right)$ if and only if for all $u \in \mathcal{D}_{\mathcal{L}}, M^{u}$ is a local martingale under $\mathbb{P}$.
(b) We expect that the formulation of the martingale problem could be equivalently expressed with the smaller domain
$\mathcal{D}_{\mathcal{L}}^{\prime}:=\left\{u \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{1+\beta+\varepsilon}\right.$ for some $\varepsilon \in(0,1-2 \beta): u$ is a sol. to (5.3) for some $\left.g \in C_{T} \mathcal{S}, f_{T}=0\right\}$.
Indeed, an element of $\mathcal{D}_{\mathcal{L}}$ can be decomposed into the sum $u^{0}+u^{1}$ where $u^{1} \in \mathcal{D}_{\mathcal{L}}^{\prime}$ and $u^{0}$ is a solution of $\mathcal{L} u^{0}=0$, i.e. an $\mathcal{L}$-harmonic function. We expect that $u^{0}\left(t, X_{t}\right)$ is a martingale under $\mathbb{P}$, where $(X, \mathbb{P})$ is a solution of $\operatorname{MP}\left(\mathcal{B}, \mu_{0}\right)$.

Lemma 5.4. If $(Z, \mathbb{P})$ is a solution to $M P\left(\mathcal{B}, \mu_{0}\right)$ then the process $M^{u}$ defined in (5.4) is a local martingale even if $u$ is solution to $\operatorname{PDE}$ (5.3) with $g \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\varepsilon}$ for some $\varepsilon>0$ and $f_{T} \in \mathcal{C}_{B}^{1+\beta+\varepsilon}$, when both have compact support.

Proof. By Lemma 2.16 Parts (ii) and (iii) there exist two sequences $\left(g^{(n)}\right)_{n \in \mathbb{N}} \subset C_{T} \mathcal{S}$ and $\left(f_{T}^{(n)}\right)_{n \in \mathbb{N}} \subset \mathcal{S}$ such that $\left\|g^{(n)}-g\right\|_{T, \varepsilon} \rightarrow 0$ and $\left\|f_{T}^{(n)}-f_{T}\right\|_{1+\beta+\varepsilon} \rightarrow 0$ for some $\varepsilon>0$. Thus by Theorem 4.9 Part (a) there exists $\varepsilon>0$ such that $\left\|u^{(n)}-u\right\|_{T, 1+\beta+\varepsilon} \rightarrow 0$. Consequently $g^{(n)} \rightarrow g$ and $u^{(n)} \rightarrow u$ uniformly on compacts and thus $M^{u^{(n)}} \rightarrow M^{u}$ in the sense of uniform convergence in probability (ucp). We conclude that $M^{u}$ is a local martingale since the space of local martingales is closed under the ucp topology.

In the next result we compare the notion of solution to the MP given in Definition 5.1 with the classical notion of solution à là Stroock-Varadhan. Suppose that $\mathcal{B} \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\varepsilon}$, for some $\varepsilon>0$. We recall that $(Z, \mathbb{P})$ is a solution to the Stroock-Varadhan Martingale Problem with respect to $\mathcal{L}_{\mathcal{B}}:=\mathcal{K}+\left\langle\mathcal{B}, \nabla_{v}\right\rangle$ meant in the classical sense, with initial condition $\mu_{0}$ if $Z$ is continuous, $Z_{0} \sim \mu_{0}$ and, for every $u \in C^{1,2}\left([0, T] \times \mathbb{R}^{N}\right)$ (or equivalently $u \in C_{c}^{\infty}$ ), the process

$$
u_{t}\left(Z_{t}\right)-u_{0}\left(Z_{0}\right)-\int_{0}^{t}\left(\mathcal{L}_{\mathcal{B}} u\right)_{s}\left(Z_{s}\right) d s
$$

is a (local) martingale, see e.g. [58, Chapter 6].
Proposition 5.5. Let Assumption 1.1 hold. Let $(Z, \mathbb{P})$ be a couple where $Z$ is a stochastic process with $Z_{0} \sim \mu_{0}$ and $\mathbb{P}$ is a probability measure on a given measurable space $(\Omega, \mathcal{F})$. Let $\mathcal{B} \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\varepsilon}$, for some $\varepsilon>0$. Then $(Z, \mathbb{P})$ is a solution to $M P\left(\mathcal{B}, \mu_{0}\right)$ if and only if it is a solution to the classical Stroock-Varadhan martingale problem with respect to $\mathcal{L}_{\mathcal{B}}$ with initial condition $\mu_{0}$.

Proof. " $\Rightarrow$ " We have to show that for any $u \in C_{c}^{\infty}$ then $M^{u}$ is a local martingale. It is clear that $\mathcal{K} u \in C_{c}^{\infty}$ and $\left\langle\mathcal{B}, \nabla_{z} u\right\rangle \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\varepsilon}$, hence $\mathcal{L} u \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\varepsilon}$ for some $\varepsilon>0$. Moreover since $u$ has compact support and is time-homogeneous, also $\mathcal{L} u$ and $u(T, \cdot)$ have compact support. The claim now follows by Lemma 5.4
" $\Leftarrow$ " Let $g \in C_{T} \mathcal{S} \subset C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\varepsilon}$ and $f_{T} \in \mathcal{S} \subset \mathcal{C}_{B}^{2+\varepsilon}$. By assumption, $\mathcal{B} \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\varepsilon}$, and thus, by Proposition 4.7 the mild solution $u$ to (5.3) belongs to $C_{B, T}^{2+\alpha}$ for any $\alpha<\varepsilon$ and solves pointwise

$$
\mathcal{L} u=g \quad(t, z) \in[0, T] \times \mathbb{R}^{N},
$$

where the term $Y u$ that appears in $\mathcal{L} u$, through $\mathcal{K} u$, makes sense as a Lie derivative (see (2.17)). Furthermore, by Lemma 2.18, there exists a sequence $\left(u^{(n)}\right)$ such that each $u^{(n)} \in C^{1,2}\left([0, T] \times \mathbb{R}^{N}\right)$, and

$$
\left\|u-u^{(n)}\right\|_{T},\left\|\left(g-\mathcal{L} u^{(n)}\right) \mathbf{1}_{K}\right\|_{T} \longrightarrow 0, \quad \text { as } n \rightarrow+\infty
$$

for any compact $K \subset \mathbb{R}^{N}$. Thus $u^{(n)} \rightarrow u$ and $\mathcal{L} u^{(n)} \rightarrow g$ uniformly on compacts and so $M^{u^{(n)}} \rightarrow M^{u}$ ucp, which implies that $M^{u}$ is a local martingale on $[0, T]$.

Corollary 5.6. Under the conditions of Proposition 5.5, a solution to $M P\left(\mathcal{B}, \mu_{0}\right)$ always exists.
Proof. Under the conditions of Proposition 5.5, by [58, Theorem 12.2.3 and Exercise 12.4.1] we know that there exists a solution to the classical Stroock-Varadhan Martingale Problem with deterministic initial condition $z$ at time $s$. The solution is constructed on the canonical space and the probability is denoted by $\mathbb{P}_{s, z}$. Moreover $(s, z) \mapsto \mathbb{P}_{s, z}$ is measurable. Thus we can superpose these laws to treat any initial condition $\mu_{0}$ at time 0 , by setting $\mathbb{P}(B):=\int_{\mathbb{R}^{N}} \mathbb{P}_{0, z}(B) \mu_{0}(d z)$ where $B$ is a Borel set of the canonical space. For more details on the superposition argument, see the proof of existence of [39, Theorem 4.5]. Hence as a consequence of Proposition 5.5 a solution to $\operatorname{MP}\left(\mathcal{B}, \mu_{0}\right)$ always exists when $\mathcal{B} \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\varepsilon}$, for some $\varepsilon>0$.

Lemma 5.7. Let the hypotheses of Lemma 4.12 hold and $\bar{\lambda}, \phi^{(n)}$ be as in Lemma 4.12, Let $Z$ be a stochastic process on some measurable space equipped with a sequence of probability measures $\mathbb{P}^{(n)}, n \in \mathbb{N}$, such that the following holds.
(a) For any $\lambda>\bar{\lambda}$ we have

$$
\begin{equation*}
\phi_{t}^{(n)}\left(Z_{t}\right)-\phi_{0}^{(n)}\left(Z_{0}\right)=\int_{0}^{t} \lambda\left(\phi_{r}^{(n)}\left(Z_{r}\right)-Z_{r}\right) d r+\int_{0}^{t} B Z_{r} d r+M_{t}^{(n)} \tag{5.5}
\end{equation*}
$$

where $M^{(n)}$ is an $N$-dimensional martingale under $\mathbb{P}^{(n)}$, with respect to the canonical filtration of $Z$, with the last $N-d$ components identically zero and the first $d$ components, denoted by $\widetilde{M}^{(n)}$, with covariation

$$
\begin{equation*}
\left[\widetilde{M}^{(n)}, \widetilde{M}^{(n)}\right]_{t}=\int_{0}^{t}\left[\nabla_{v} \phi_{r}^{(n)}\left(\nabla_{v} \phi_{r}^{(n)}\right)^{\top}\right]\left(Z_{r}\right) d r \tag{5.6}
\end{equation*}
$$

(b) $Z_{0} \sim \mu_{0}$ under $\mathbb{P}^{(n)}$ for any $n \in \mathbb{N}$.
(c) $Z_{t}$ under $\mathbb{P}^{(n)}$ has finite 4 th moment for any $t \in[0, T]$.

Then the sequence of the laws of $Z$ under $\mathbb{P}^{(n)}$ is tight.
Proof. Let us define the process $Y^{(n)}$ as

$$
\begin{equation*}
Y_{t}^{(n)}:=u_{t}^{(n)}\left(Z_{t}\right)+Z_{t}=\phi_{t}^{(n)}\left(Z_{t}\right) \tag{5.7}
\end{equation*}
$$

We first show that the sequence of the laws of $Y^{(n)}$ under $\mathbb{P}^{(n)}$ is tight. According to 42, Theorem 4.10 in Chapter 2] we need to prove that

$$
\begin{equation*}
\lim _{\eta \rightarrow \infty} \sup _{n \geq 1} \mathbb{P}^{(n)}\left(\left|Y_{0}^{(n)}\right|>\eta\right)=0 \tag{5.8}
\end{equation*}
$$

and that for every $\varepsilon>0$

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \sup _{n \geq 1} \mathbb{P}^{(n)}\left(\sup _{\substack{s, t \in[0, T] \\|s-t| \leq \delta}}\left|Y_{t}^{(n)}-Y_{s}^{(n)}\right|>\varepsilon\right)=0 \tag{5.9}
\end{equation*}
$$

By (5.7) and recalling that $Z_{0}=\left(V_{0}, X_{0}\right)$ we have

$$
Y_{0}^{(n)}=\phi_{0}^{(n)}\left(Z_{0}\right)=\binom{V_{0}+u_{1}^{(n)}\left(0, Z_{0}\right)}{X_{0}}
$$

so the first condition (5.8) for tightness gives

$$
\begin{aligned}
\mathbb{P}^{(n)}\left(\left|Y^{(n)}(0)\right|>\eta\right) & \leq \mathbb{P}^{(n)}\left(\left|X_{0}\right|+\left|V_{0}\right|+\left|u_{1}^{(n)}\left(0, Z_{0}\right)\right|>\eta\right) \\
& \leq \mathbb{P}^{(n)}\left(\left|X_{0}\right|+\left|V_{0}\right|+\sup _{n}\left\|u_{1}^{(n)}\right\|_{\infty}>\eta\right)
\end{aligned}
$$

having used the fact that $\sup _{n}\left\|u_{1}^{(n)}\right\|_{\infty}$ is finite by Theorem4.9 Part (a). The right hand side of the latter inequality does not depend on $n$ because the initial condition $\left(V_{0}, X_{0}\right) \sim \mu_{0}$ is independent of $n$, so (5.8) is satisfied.

Concerning the second bound (5.9) for tightness, if we can prove that

$$
\begin{equation*}
\mathbb{E}^{(n)}\left[\left|Y_{t}^{(n)}-Y_{s}^{(n)}\right|^{4}\right] \leq C|t-s|^{2}, \quad t, s \in[0, T] \tag{5.10}
\end{equation*}
$$

holds for some positive constant $C$ independent of $n$, then we conclude exactly as in the proof of 39, Lemma 3.12], using Garsia-Rodemich-Rumsey lemma (see [6, Section 3]). It remains to prove (5.10). To this aim, using assumption (c) we know that $Y_{t}^{(n)}=\phi_{t}^{(n)}\left(Z_{t}\right)$ has finite 4 th moment since $\phi_{t}^{(n)}$ has linear growth. We next prove that there exists a constant $C$ depending on $T$ such that

$$
\begin{equation*}
\mathbb{E}^{(n)}\left[\left|Y_{t}^{(n)}\right|^{4}\right] \leq C, \quad t \in[0, T] \tag{5.11}
\end{equation*}
$$

Indeed, using (5.5) and (5.7) we get

$$
\begin{equation*}
Y_{t}^{(n)}=Y_{0}^{(n)}+\int_{0}^{t} \lambda u_{r}^{(n)}\left(Z_{r}\right) d r+\int_{0}^{t} B Z_{r} d r+M_{t}^{(n)} \tag{5.12}
\end{equation*}
$$

Taking the square and then the expectation, and using the results of Lemma 4.12 in particular that $Z_{t}=$ $\psi_{t}^{(n)}\left(\phi_{t}^{(n)}\left(Z_{t}\right)\right)=\psi_{t}^{(n)}\left(Y_{t}^{(n)}\right)$ and the uniform in $n$ linear growth property (v) of $\psi^{(n)}$, Jensen's inequality, BDG inequality and (5.6), one obtains, for all $t \in[0, T]$,

$$
\begin{aligned}
\mathbb{E}^{(n)}\left[\left|Y_{t}^{(n)}\right|^{4}\right] \leq & c \mathbb{E}^{(n)}\left[\left|Y_{0}^{(n)}\right|^{4}\right]+c \mathbb{E}^{(n)}\left[\left|\int_{0}^{t} \lambda u_{r}^{(n)}\left(Z_{r}\right) d r\right|^{4}\right]+c \mathbb{E}^{(n)}\left[\left|\int_{0}^{t} B Z_{r} d r\right|^{4}\right]+c \mathbb{E}^{(n)}\left[\left|M_{t}^{(n)}\right|^{4}\right] \\
\leq & c \mathbb{E}^{(n)}\left[\left(\left|Z_{0}\right|+\left|u_{0}^{(n)}\left(Z_{0}\right)\right|\right)^{4}\right]+c \lambda^{4} T^{4}\left\|u^{(n)}\right\|_{\infty}^{4}+c|B|^{4} t^{3} \mathbb{E}^{(n)}\left[\int_{0}^{t}\left(1+\left|Y_{r}^{(n)}\right|\right)^{4} d r\right] \\
& +c T\left(1+\left\|\nabla_{v} u^{(n)}\right\|_{\infty}\right)^{2}
\end{aligned}
$$

(by the assumption on the 4 th moment of $\mu_{0}$ )

$$
\begin{aligned}
& \leq c\left(1+\left\|u^{(n)}\right\|_{T, 1+\beta+\varepsilon}^{4}\right)+c \mathbb{E}^{(n)}\left[\int_{0}^{t}\left|Y_{r}^{(n)}\right|^{4} d r\right] \\
& \leq c\left(1+\int_{0}^{t} \mathbb{E}^{(n)}\left[\left|Y_{r}^{(n)}\right|^{4}\right] d r\right)
\end{aligned}
$$

for some $\varepsilon>0$, having used Theorem4.9Part (b) in the last bound. Notice that the constant $c$ is independent of $n$ (but depends on $T, B, \mu_{0}, \lambda$ ). Applying Gronwall's lemma we show that (5.11) holds. We now notice that (5.12) yields

$$
Y_{t}^{(n)}-Y_{s}^{(n)}=\int_{s}^{t} \lambda u_{r}^{(n)}\left(Z_{r}\right) d r+\int_{s}^{t} B Z_{r} d r+M_{t}^{(n)}-M_{s}^{(n)} .
$$

With similar computations as above, together with multidimensional BDG inequality (see e.g. [42, Problem 3.29]), we have
$\mathbb{E}^{(n)}\left[\left|Y_{t}^{(n)}-Y_{s}^{(n)}\right|^{4}\right] \leq c \mathbb{E}^{(n)}\left[\left|\int_{s}^{t}\right| \lambda u_{r}^{(n)}\left(Z_{r}\right)\left|+\left|B \psi^{(n)}\left(Y_{r}^{(n)}\right)\right| d r\right|^{4}\right]+c \mathbb{E}^{(n)}\left[\left|M_{t}^{(n)}-M_{s}^{(n)}\right|^{4}\right]$
(by Lemma 4.12(v))

$$
\begin{aligned}
& \leq c\left\|u^{(n)}\right\|_{T, 1+\beta+\varepsilon}|t-s|^{4}+c|t-s|^{3} \mathbb{E}^{(n)}\left[\int_{s}^{t}\left(1+\left|Y_{r}^{(n)}\right|\right)^{4} d r\right] \\
&+c \mathbb{E}^{(n)}\left[\left(\int_{s}^{t}\left|\nabla_{v} u_{r}^{(n)}\left(Z_{r}\right)+\binom{I_{d}}{0}\right|^{2} d r\right)^{2}\right] \\
& \leq c\left\|u^{(n)}\right\|_{T, 1+\beta+\varepsilon}|t-s|^{4}+c|t-s|^{3} \int_{s}^{t} \mathbb{E}^{(n)}\left[\left(1+\left|Y_{r}^{(n)}\right|\right)^{4}\right] d r+c\left(1+\left\|u^{(n)}\right\|_{T, 1+\beta+\varepsilon}\right)^{2}|t-s|^{2} \\
& \leq c\left\|u^{(n)}\right\|_{T, 1+\beta+\varepsilon}|t-s|^{4}+c|t-s|^{3}+c\left(1+\left\|u^{(n)}\right\|_{T, 1+\beta+\varepsilon}\right)^{2}|t-s|^{2},
\end{aligned}
$$

having used (5.11) in the last bound. This clearly implies (5.10), as wanted. To conclude that the laws of $Z$ under $\mathbb{P}^{(n)}$ are tight we observe that $Z=\psi^{(n)}\left(Y^{(n)}\right)$ and $\left(\psi^{(n)}\right)$ are equicontinuous and have linear growth by Lemma 4.12 Parts (ii), (v). Consequently, when restricted to any compact set, the family ( $\psi^{(n)}$ ) is equicontinuous and bounded, so from tightness of the laws of $Y^{(n)}$ under $\mathbb{P}^{(n)}$ the claim follows.

Notice that the assumption on the finiteness of the 4 th moments of $Z_{t}$ in Lemma 5.7 is not optimal, and it could be relaxed up to requiring finite $(2+\epsilon)$-moment. However, this assumption is sufficiently general for us as we will apply this result to $Z_{0} \sim \mu_{0}$ being equal to a Dirac delta distribution, and the finiteness of the moments for $t>0$ will follow.

Lemma 5.8. Let $\left(\mathcal{B}^{(n)}\right)$ be a sequence in $C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\gamma}$ for some $\gamma>0$ and such that $\left\|\mathcal{B}^{(n)}-\mathcal{B}\right\|_{T,-\beta-\eta} \rightarrow 0$ for some $\eta>0$. Let $Z$ be the canonical process and we denote by $\left(Z, \mathbb{P}^{(n)}\right)$ the solution to the StroockVaradhan martingale problem with respect to $\mathcal{L}_{\mathcal{B}(n)}$ and initial condition $\mu_{0}$. Assume that $\mu_{0}$ has finite 4 th moment. Then there exists a subsequence of $\mathbb{P}^{(n)}$ that converges in law to some probability measure $\mathbb{P}$ and $(Z, \mathbb{P})$ is a solution to $\operatorname{MP}\left(\mathcal{B}, \mu_{0}\right)$.

Remark 5.9. Notice that the solution $\left(Z, \mathbb{P}^{(n)}\right)$ exists by Corollary 5.6.
Proof of Lemma 5.8. The solution $\left(Z, \mathbb{P}^{(n)}\right)$ is also a solution to $\operatorname{MP}\left(\mathcal{B}^{(n)}, \mu_{0}\right)$ by Proposition 5.5. For the moment we assume the hypothesis of Lemma 5.7 hold (this will be proven later), which implies that the sequence of $\left(\mathbb{P}^{(n)}\right)$ is tight. Thus there exists a subsequence, which we denote again with $\left(\mathbb{P}^{(n)}\right)$, that converges in law to some Borel probability measure $\mathbb{P}$ on $C_{T} \mathbb{R}^{N}$. We write

$$
\begin{equation*}
\mathbb{P}^{(n)} \Rightarrow \mathbb{P} \tag{5.13}
\end{equation*}
$$

We now show that the couple $(Z, \mathbb{P})$ solves the $\operatorname{MP}\left(\mathcal{B}, \mu_{0}\right)$. Since for any $n \in \mathbb{N}, \mathbb{P}^{(n)} \circ Z_{0}^{-1}=\mu_{0}$ the same holds for $\mathbb{P} \circ Z_{0}^{-1}$. To prove the martingale property, we consider $u \in \mathcal{D}_{\mathcal{L}}$ (see Remark 5.3) along with $g \in C_{T} \mathcal{S} \subset C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\varepsilon}$ and $f_{T} \in \mathcal{S} \subset \mathcal{C}_{B}^{1+\beta+\varepsilon}$, for some $\varepsilon>0$, such that $u$ is a mild solution to (5.3). We then consider the process

$$
M_{t}^{u}:=u_{t}\left(Z_{t}\right)-u_{0}\left(Z_{0}\right)-\int_{0}^{t} g_{s}\left(Z_{s}\right) d s
$$

and show that it is a $\mathbb{P}$-martingale. To this aim, fixed an $n \in \mathbb{N}$, we consider the solution $u^{(n)} \in C_{T} \mathcal{C}_{b} \cap$ $L_{T}^{\infty} \mathcal{C}_{B}^{1+\beta+\varepsilon}$ of

$$
\left\{\begin{array}{l}
\mathcal{K} u^{(n)}+\left\langle\mathcal{B}^{(n)}, \nabla_{v}\right\rangle u^{(n)}=g  \tag{5.14}\\
u_{T}^{(n)}=f_{T} .
\end{array}\right.
$$

Such $u^{(n)}$ exists by Theorem 4.5, By definition of solution of $\operatorname{MP}\left(\mathcal{B}^{(n)}, \mu_{0}\right)$ we have that

$$
M_{t}^{u^{(n)}}=u_{t}^{(n)}\left(Z_{t}\right)-u_{0}^{(n)}\left(Z_{0}\right)-\int_{0}^{t} g_{s}\left(Z_{s}\right) d s
$$

is a $\mathbb{P}^{(n)}$-martingale. Moreover, by assumption $\left\|\mathcal{B}^{(n)}-\mathcal{B}\right\|_{T,-\beta-\eta} \xrightarrow{n \rightarrow \infty} 0$. By (4.5) in Theorem 4.9 Part (a), it now follows that the sequence $\left(u^{(n)}\right)$ converges uniformly to $u$ and is uniformly bounded. The latter implies, the $M^{u^{(n)}}$ and $M^{u}$ are uniformly bounded. By these facts and (5.13) it can be shown easily that $M^{u}$ is a $\mathbb{P}$-martingale by using the definition of martingale, in particular that $\mathbb{E}^{\mathbb{P}}\left[\Phi\left(Z_{r}, r \leq s\right)\left(M_{t}^{u}-M_{s}^{u}\right)\right]=0$ for all bounded continuous functionals $\Phi$ on $C_{s}\left(\mathbb{R}^{N}\right)$ knowing that $\mathbb{E}^{\mathbb{P}(n)}\left[\Phi\left(Z_{r}, r \leq s\right)\left(M_{t}^{u^{(n)}}-M_{s}^{u^{(n)}}\right)\right]=0$ for all bounded continuous functionals $\Phi$.

It is left to prove that we can apply Lemma 5.7 Let $u^{(n)}$ and $\phi^{(n)}$ be defined as in Lemma 4.12, for some $\bar{\lambda}$ independent of $n$ and defined for the sequence $\mathcal{B}^{(n)}$. The reader should be careful about the notation: $u^{(n)}$ in the rest of the proof should not be confused with the $u^{(n)}$ used above in the current proof, which was solution to (5.14). We would like to apply Itô's formula to $\phi_{t}^{(n)}\left(Z_{t}\right)$ under $\mathbb{P}^{(n)}$ for fixed $n$, but $\phi^{(n)}$ does not necessarily belong to $C^{1,2}\left([0, T] \times \mathbb{R}^{N}\right)$, hence we perform a further smoothing procedure and to this aim we momentarily drop the superscript $(n)$, everywhere except in $\mathbb{P}^{(n)}$ and $\mathcal{B}^{(n)}$. Recall that $\left(Z, \mathbb{P}^{(n)}\right)$ solves the Stroock-Varadhan martingale problem with respect to $\mathcal{L}_{\mathcal{B}(n)}$, therefore there exists a probability space $\left(\Omega, \mathbb{P}^{(n)}\right)$ and a Brownian motion $W$ and a process $Z=(V, X)$ such that

$$
\left\{\begin{array}{l}
d V_{t}=\left(\mathcal{B}_{t}^{(n)}\left(Z_{t}\right)+\mathcal{B}_{0} Z_{t}\right) d t+d W_{t}  \tag{5.15}\\
d X_{t}=\mathcal{B}_{1} Z_{t} d t \\
Z_{0} \sim \mu_{0} .
\end{array}\right.
$$

Indeed, equation (5.15) admits existence in law and furthermore $Z$ under $\mathbb{P}^{(n)}$ has finite 4 th moment, hence assumptions (b) and (c) of Lemma 5.7 are satisfied. It remains to prove assumption (a). By Proposition 4.7. $u=u^{(n)}$ is a strong Lie solution of (4.8) in $C_{B, T}^{2+\alpha}$ for any $\alpha \in(0,1)$. Let us denote by $u^{(m)}$ a suitable approximating sequence in $C^{1,2}\left([0, T] \times \mathbb{R}^{N}\right)$, which exists by Lemma 2.18 Part (a). Setting $\phi_{t}^{(m)}(z):=$ $z+u^{(m)}(z)$ we compute $d \phi_{t}^{(m)}\left(Z_{t}\right)$ by applying Itô's formula component-wise: we obtain

$$
\begin{equation*}
\phi_{t}^{(m)}\left(Z_{t}\right)-\phi_{0}^{(m)}\left(Z_{0}\right)=\int_{0}^{t} \partial_{t} \phi_{s}^{(m)}\left(Z_{s}\right) d s+\int_{0}^{t} \nabla \phi_{s}^{(m)}\left(Z_{s}\right) d Z_{s}+\frac{1}{2} \sum_{i, j=1}^{N} \partial_{z_{i}, z_{j}} \phi_{s}^{(m)}\left(Z_{s}\right) d\left[Z^{i}, Z^{j}\right]_{s} . \tag{5.16}
\end{equation*}
$$

The second term on the RHS of (5.16) gives

$$
\int_{0}^{t} \nabla \phi_{s}^{(m)}\left(Z_{s}\right) d Z_{s}
$$

$$
\begin{aligned}
& =\int_{0}^{t}\left\langle\binom{\mathcal{B}_{s}^{(n)}\left(Z_{s}\right)}{0}, \nabla \phi_{s}^{(m)}\left(Z_{s}\right)\right\rangle d s+\int_{0}^{t}\left\langle B Z_{s}, \nabla \phi_{s}^{(m)}\left(Z_{s}\right)\right\rangle d s+\binom{\int_{0}^{t} \nabla_{v} \phi_{s}^{(m)}\left(Z_{s}\right) d W_{s}}{0} \\
& =\int_{0}^{t}\left\langle\mathcal{B}_{s}^{(n)}\left(Z_{s}\right), \nabla_{v} \phi_{s}^{(m)}\left(Z_{s}\right)\right\rangle d s+\int_{0}^{t}\left\langle B Z_{s}, \nabla \phi_{s}^{(m)}\left(Z_{s}\right)\right\rangle d s+\binom{\int_{0}^{t} \nabla_{v} \phi_{s}^{(m)}\left(Z_{s}\right) d W_{s}}{0},
\end{aligned}
$$

where the previous identity are to be intended for each component of the vector $\phi^{(m)}$. The last term on the RHS of (5.16) can be written, again component-wise, as

$$
\frac{1}{2} \sum_{i, j=1}^{N} \partial_{z_{i}, z_{j}} \phi_{s}^{(m)}\left(Z_{s}\right) d\left[Z^{i}, Z^{j}\right]_{s}=\frac{1}{2} \Delta_{v} \phi_{s}^{(m)}\left(Z_{s}\right) d s
$$

so (5.16) becomes

$$
\begin{aligned}
\phi_{t}^{(m)}\left(Z_{t}\right)-\phi_{0}^{(m)}\left(Z_{0}\right)= & \int_{0}^{t}\left[\partial_{t} \phi_{s}^{(m)}\left(Z_{s}\right)+\left\langle B Z_{s}, \nabla \phi_{s}^{(m)}\left(Z_{s}\right)\right\rangle+\frac{1}{2} \Delta_{v} \phi_{s}^{(m)}\left(Z_{s}\right)\right] d s \\
& +\int_{0}^{t}\left\langle\mathcal{B}_{s}^{(n)}\left(Z_{s}\right), \nabla_{v} \phi_{s}^{(m)}\left(Z_{s}\right)\right\rangle d s+\binom{\int_{0}^{t} \nabla_{v} \phi_{s}^{(m)}\left(Z_{s}\right) d W_{s}}{0}
\end{aligned}
$$

We can rewrite this equality in terms of $u^{(m)}$ as

$$
\begin{align*}
u_{t}^{(m)}\left(Z_{t}\right)+ & Z_{t}-u_{0}^{(m)}\left(Z_{0}\right)-Z_{0}  \tag{5.17}\\
= & \int_{0}^{t}\left[\partial_{t} u_{s}^{(m)}\left(Z_{s}\right)+\left\langle B Z_{s}, \nabla u_{s}^{(m)}\left(Z_{s}\right)\right\rangle+\frac{1}{2} \Delta_{v} u_{s}^{(m)}\left(Z_{s}\right)\right] d s+\int_{0}^{t} B Z_{s} d s \\
& +\int_{0}^{t}\left\langle\mathcal{B}_{s}^{(n)}\left(Z_{s}\right), \nabla_{v} u_{s}^{(m)}\left(Z_{s}\right)\right\rangle d s+\int_{0}^{t}\binom{\mathcal{B}_{s}^{(n)}\left(Z_{s}\right)}{0} d s+\binom{\int_{0}^{t} \nabla_{v} u_{s}^{(m)}\left(Z_{s}\right) d W_{s}}{0}+\binom{W_{t}}{0} \\
= & \int_{0}^{t}\left[Y u_{s}^{(m)}\left(Z_{s}\right)+\frac{1}{2} \Delta_{v} u_{s}^{(m)}\left(Z_{s}\right)\right] d s+\int_{0}^{t}\left\langle\mathcal{B}_{s}^{(n)}\left(Z_{s}\right), \nabla_{v} u_{s}^{(m)}\left(Z_{s}\right)\right\rangle d s \\
& +\int_{0}^{t} B Z_{s} d s+\int_{0}^{t}\binom{\mathcal{B}_{s}^{(n)}\left(Z_{s}\right)}{0} d s+\binom{\int_{0}^{t} \nabla_{v} u_{s}^{(m)}\left(Z_{s}\right) d W_{s}}{0}+\binom{W_{t}}{0}
\end{align*}
$$

By Lemma 2.18 Part (b) we get that $u^{(m)}, Y u^{(m)}, \Delta_{v} u^{(m)}$ and $\nabla_{v} u^{(m)}$ converge uniformly on compact sets to $u, Y u, \Delta_{v} u$ and $\nabla_{v} u$, respectively, hence the ucp limit of (5.17) gives

$$
\begin{aligned}
u_{t}\left(Z_{t}\right)+Z_{t}-u_{0}\left(Z_{0}\right)-Z_{0}= & \int_{0}^{t}\left[Y u_{s}\left(Z_{s}\right)+\frac{1}{2} \Delta_{v} u_{s}\left(Z_{s}\right)\right] d s+\int_{0}^{t}\left\langle\mathcal{B}_{s}^{(n)}\left(Z_{s}\right), \nabla_{v} u_{s}\left(Z_{s}\right)\right\rangle d s \\
& +\int_{0}^{t} B Z_{s} d s+\int_{0}^{t}\binom{\mathcal{B}_{s}^{(n)}\left(Z_{s}\right)}{0} d s+\binom{\int_{0}^{t} \nabla_{v} u_{s}\left(Z_{s}\right) d W_{s}}{0}+\binom{W_{t}}{0}
\end{aligned}
$$

As $u$ is a strong Lie solution of (4.8), the PDE in the latter is satisfied everywhere on $[0, T] \times \mathbb{R}^{N}$, and thus

$$
u_{t}\left(Z_{t}\right)+Z_{t}-u_{0}\left(Z_{0}\right)-Z_{0}=\lambda \int_{0}^{t} u_{s}\left(Z_{s}\right) d s+\int_{0}^{t} B Z_{s} d s+\binom{\int_{0}^{t} \nabla_{v} u_{s}\left(Z_{s}\right) d W_{s}}{0}+\binom{W_{t}}{0}
$$

which can be seen to be equality (5.5), where the martingale $M$ is given by

$$
M_{t}=\binom{\int_{0}^{t} \nabla_{v} \phi_{s}\left(Z_{s}\right) d W_{s}}{0}
$$

having used the fact that $\phi_{t}(x)=x+u_{t}(x)$. This concludes the proof that Lemma 5.7 can be applied.

Proposition 5.10. Let Assumption 1.1 hold and $\mathcal{B} \in C_{T} \mathcal{C}_{B}^{-\beta}$ with $\beta \in(0,1 / 2)$. Let $\mu_{0}$ be a probability law on $\mathbb{R}^{N}$ with finite 4 th moment. Then $M P\left(\mathcal{B}, \mu_{0}\right)$ admits existence of a solution according to Definition 5.1.

Proof. We define

$$
\mathcal{B}_{t}^{(n)}:=\Phi_{n} * \mathcal{B}_{t}
$$

as in (2.19). By Lemma 2.16, $\mathcal{B}^{(n)} \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\gamma}$ for all $\gamma>0$, and for any $\eta>0$

$$
\left\|\mathcal{B}^{(n)}-\mathcal{B}\right\|_{T,-\beta-\eta} \xrightarrow[n \rightarrow+\infty]{ } 0
$$

Let $Z$ be the canonical process and we denote by $\left(Z, \mathbb{P}^{(n)}\right)$ the solution to the Stroock-Varadhan martingale problem with respect to $\mathcal{L}_{\mathcal{B}^{(n)}}$. Lemma 5.8 allows to conclude existence of a solution $(Z, \mathbb{P})$.

We now prove existence and uniqueness of solutions to $\operatorname{MP}\left(\mathcal{B}, \mu_{0}\right)$, for a general distribution law $\mu_{0}$. Concerning existence, the key tool is the superposition of solutions to $\operatorname{MP}\left(\mathcal{B}, \delta_{z}\right)$ for any $z \in \mathbb{R}^{N}$, with $\delta_{z}$ clearly satisfying the finite 4 th moment assumption required to apply Proposition 5.10.

Theorem 5.11. Let Assumptions 1.1 hold, $\mathcal{B} \in C_{T} \mathcal{C}_{B}^{-\beta}$ with $\beta \in(0,1 / 2)$, and $\mu_{0}$ be a generic distribution law on $\mathbb{R}^{N}$. Then $\operatorname{MP}\left(\mathcal{B}, \mu_{0}\right)$ admits existence and uniqueness of a solution according to Definition 5.1.

Proof. Uniqueness. We want to apply Theorem A. 2 from the Appendix, so we need to verify that Property P is satisfied for $\operatorname{MP}\left(\mathcal{B}, \mu_{0} ; t_{0}\right)$, for any initial condition $\mu_{0}$ and any $t_{0} \in[0, T)$ (see Definition A. 1 in Appendix Afor the definition of Property P). Without restriction of generality we set $t_{0}=0$. Assume that $\left(Z^{1}, \mathbb{P}^{1}\right)$ and $\left(Z^{2}, \mathbb{P}^{2}\right)$ are two solutions with initial condition $\mu_{0}$. Without loss of generality, we can choose $Z^{1}=Z^{2}=Z$ where $Z$ is the canonical process. Let now $g \in C_{T} \mathcal{S}$ and $u$ be the unique solution of $\mathcal{L} u=g$ with terminal condition $u_{T}=0$. By the definition of solution of $\operatorname{MP}\left(\mathcal{B}, \mu_{0}\right)$

$$
\mathbb{E}^{\mathbb{P}^{i}}[\underbrace{u_{T}\left(Z_{T}\right)}_{=0}-u_{0}\left(Z_{0}\right)-\int_{0}^{T} g_{s}\left(Z_{s}\right) d s]=0, \quad \text { for } i=1,2
$$

and $\mathbb{P}^{1} \circ Z_{0}^{-1}=\mathbb{P}^{2} \circ Z_{0}^{-1}=\mu_{0}$. As a result,

$$
\mathbb{E}^{\mathbb{P}^{1}}\left[\int_{0}^{T} g_{s}\left(Z_{s}\right) d s\right]=\mathbb{E}^{\mathbb{P}^{2}}\left[\int_{0}^{T} g_{s}\left(Z_{s}\right) d s\right]
$$

By arbitrariness of $g \in C_{T} \mathcal{S}$ then $\mathbb{P}^{1}$ and $\mathbb{P}^{2}$ have the same marginals for almost all $s \in[0, T]$, and since $Z$ is continuous they have the same marginals for all $s \in[0, T]$, that is Property P is satisfied for $\operatorname{MP}\left(\mathcal{B}, \mu_{0}\right)$, for any initial condition $\mu_{0}$.

Existence. Given any $z \in \mathbb{R}^{N}$, by Proposition 5.10 there exists a solution $\left(Z, \mathbb{P}_{z}\right)$ to $\operatorname{MP}\left(\mathcal{B}, \delta_{z}\right)$ since $\delta_{z}$ has finite 4 th moment. As the solution is unique, the map $z \mapsto \mathbb{P}_{z}$ is measurable from $\mathbb{R}^{N}$ to the space of probability measures. This can be seen with the same argument as in [58, Exercise 6.7.4]. Given an arbitrary probability law $\mu_{0}$, we define $\mathbb{P}$ for a Borel set $B$ of the canonical space, by $\mathbb{P}(B):=\int_{\mathbb{R}^{N}} \mathbb{P}_{z}(B) d \mu_{0}(z)$. The couple $(Z, \mathbb{P})$ is a solution to $\operatorname{MP}\left(\mathcal{B}, \mu_{0}\right)$, and we recall that the details of this arguments can be seen in the proof of existence of [39, Theorem 4.5], using the current definition of martingale problem.

The next proposition is the extension of the convergence result stated in Lemma 5.8, when removing the assumption on the finiteness of the 4 th moment of the initial condition.

Proposition 5.12. Let $\mu_{0}$ be any probability law on $\mathbb{R}^{N}$. Let $\mathcal{B}^{(n)}, \mathcal{B}$ be as in Lemma 5.8. Let $\left(Z, \mathbb{P}^{(n)}\right)$ be a solution of the Stroock-Varadhan martingale problem with respect to $\mathcal{L}_{\mathcal{B}(n)}$ with initial condition $\mu_{0}$. Then $\mathbb{P}^{(n)}$ converges in law to $\mathbb{P}$, where $(Z, \mathbb{P})$ is solution to $\operatorname{MP}\left(\mathcal{B}, \mu_{0}\right)$.

Proof. For every $n$ we proceed to the disintegration of $\mathbb{P}^{(n)}$ as in [39, Fact 2 in the proof of Theorem 4.5]. We write

$$
\begin{equation*}
\mathbb{P}^{(n)}=\int \mathbb{P}_{z}^{(n)} d \mu_{0}(z) \tag{5.18}
\end{equation*}
$$

We show that $\mathbb{P}_{z}^{(n)}$ solves the Stroock-Varadhan martingale problem with respect to $\mathcal{L}_{\mathcal{B}(n)}$ and initial condition $\delta_{z}$; this can be done as in Fact 2 of previously mentioned [39, Theorem 4.5]. By the uniqueness of the Stroock-Varadhan martingale problem, $\mathbb{P}_{z}^{(n)}$ in (5.18) is the unique solution of that problem. Since $\mu_{0}=\delta_{z}$ has finite 4 -th moment, we apply Lemma 5.8 to show that for all $z \in \mathbb{R}^{N}$ we have

$$
\mathbb{P}_{z}^{(n)} \Rightarrow \mathbb{Q}_{z}
$$

where $\mathbb{Q}_{z}$ solves the $\operatorname{MP}\left(\mathcal{B}, \delta_{z}\right)$. The map $z \mapsto \mathbb{Q}_{z}$ is measurable thanks to the uniqueness by Theorem 5.11 and again an argument as [58, Exercise 6.7.4]. By superposition, $\mathbb{Q}:=\int_{\mathbb{R}^{N}} \mathbb{Q}_{z} d \mu_{0}(z)$ solves the $\operatorname{MP}\left(\mathcal{B}, \mu_{0}\right)$ which equals $\mathbb{P}$ by uniqueness, see again Theorem 5.11. It remains to show that $\mathbb{P}^{(n)} \Rightarrow \mathbb{P}$. Let $F: C_{T} \mathbb{R}^{N} \rightarrow \mathbb{R}$ be bounded and continuous. We get by Fubini

$$
\begin{equation*}
\mathbb{E}^{\mathbb{P}^{(n)}}(F(Z))=\int_{\mathbb{R}^{N}} \mathbb{E}^{\mathbb{P}_{z}^{(n)}}(F(Z)) d \mu_{0}(z) \tag{5.19}
\end{equation*}
$$

Using the fact that $\mathbb{P}_{z}^{(n)} \Rightarrow \mathbb{Q}_{z}$ for all $z \in \mathbb{R}^{N}$, taking the limit in (5.19) and using dominated convergence theorem we get

$$
\lim _{n \rightarrow \infty} \mathbb{E}^{\mathbb{P}^{(n)}}(F(Z))=\int_{\mathbb{R}^{N}} \mathbb{E}^{\mathbb{Q}_{z}}(F(Z)) d \mu_{0}(z)=\mathbb{E}^{\mathbb{P}}(F(Z))
$$

and the proof is concluded.
In the next result we see that if the solution $Z_{t}$ of the singular martingale problem has a density $v_{t}$ in a suitable space, then the function $t \mapsto v_{t}$ satisfies the Fokker-Planck equation, as expected.

Proposition 5.13. Let Assumption 1.1 holds and $\mathcal{B} \in C_{T} \mathcal{C}_{B}^{-\beta}$ with $\beta \in(0,1 / 2)$. Let $\mu_{0}$ be a probability measure on $\mathbb{R}^{N}$ with density $u^{0} \in \mathcal{C}_{B}^{\beta+\varepsilon}$, for some $\varepsilon>0$. Let $(Z, \mathbb{P})$ be the solution to the $M P\left(\mathcal{B}, \mu_{0}\right)$. Then $Z_{t}$ admits a law density $u_{t}$ with $u \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$. Furthermore, $u$ is a weak solution of the linear Fokker-Planck equation (3.1) where $F(u) b=\mathcal{B}$, that is for every $\varphi \in \mathcal{S}$ we have

$$
\left\langle u_{t} \mid \varphi\right\rangle=\left\langle u^{0} \mid \varphi\right\rangle+\int_{0}^{t}\left\langle u_{s} \mid \mathcal{A} \varphi\right\rangle d s+\sum_{i=1}^{d} \int_{0}^{t}\left\langle u_{s} \mathcal{B}_{i} \mid \partial_{z_{i}} \varphi\right\rangle d s, \quad t \in[0, T]
$$

where $\mathcal{A}$ was defined in (1.9).
Proof. Denote by $u$ and $u^{(n)}$ the unique mild, and thus weak, solutions in $C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$ to (3.1) with $F(u) b=\mathcal{B}$ and $F(u) b=\mathcal{B}^{(n)}$, respectively, which exist by Theorem 3.8, Here $\left(\mathcal{B}^{(n)}\right)$ is defined as in (2.19). Recall that, by Theorem 3.15, $u^{(n)}$ converges uniformly to $u$ on $[0, T] \times \mathbb{R}^{N}$.

Furthermore, once more by Theorem 3.15, $u^{(n)}$ is non-negative and $u^{(n)} \in L^{1}\left(\mathbb{R}^{N}\right)$. By [26, Theorem 2.6], there exists a solution $\left(Z^{(n)}, \mathbb{P}^{(n)}\right)$ to the Stroock-Varadhan martingale problem with $\mathcal{L}_{\mathcal{B}(n)}$ and initial condition $\mu_{0}$, whose law density at time $t$ is exactly $u_{t}^{(n)}$. Owing to Proposition 5.5, the pair $\left(Z^{(n)}, \mathbb{P}^{(n)}\right)$ coincides with the unique solution to $\operatorname{MP}\left(\mathcal{B}^{(n)}, \mu_{0}\right)$. Therefore, by Theorem 5.11 (uniqueness) and Proposition 5.12, $u_{t}^{(n)}(z) d z$ converges to the law of $Z_{t}$ under $\mathbb{P}$, for any $t \in[0, T]$. This implies that $u_{t}$ is the density of $Z_{t}$ under $\mathbb{P}$.

### 5.2 The McKean-Vlasov case

Throughout this section we assume that Assumption 1.1 and 1.4 hold, and that Assumption 1.5 holds for $\Phi$ being $F$ and $\widetilde{F}$. The definition of solution to MP extends easily to the McKean-Vlasov case (1.1) and (1.2), recalled below for ease of reading:

$$
\left\{\begin{array}{l}
d V_{t}=\left(F\left(u_{t}\left(Z_{t}\right)\right) b_{t}\left(Z_{t}\right)+\mathcal{B}_{0} Z_{t}\right) d t+d W_{t}  \tag{5.20}\\
d X_{t}=\mathcal{B}_{1} Z_{t} d t \\
\mu_{Z_{t}}(d z)=u_{t}(z) d z
\end{array}\right.
$$

for some initial condition $Z_{0} \sim \mu_{0}=u^{0}(z) d z$.
To formulate (5.20) as a martingale problem we resort to the linear singular martingale problem $\mathrm{MP}\left(\mathcal{B}, \mu_{0}\right)$ introduced in Section5.1, with $\mathcal{B}=F(u) b$ and $u \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$. Precisely, we give the following definition.

Definition 5.14. Let the McKean-Vlasov Martingale Problem formally given by (1.1) and (1.2) be denoted by $\operatorname{MKMP}\left(F, b, u^{0}\right)$. We say that $\operatorname{MKMP}\left(F, b, u^{0}\right)$ admits existence if there exists a triple $(Z, \mathbb{P}, u)$ where $Z$ is a continuous stochastic process, $\mathbb{P}$ is a probability measure, and $u \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$ for some $\varepsilon>0$, such that the law of $Z_{t}$ under $\mathbb{P}$ is $u_{t}$ and $(Z, \mathbb{P})$ is a solution to $\operatorname{MP}\left(\mathcal{B}, \mu_{0}\right)$ where $\mathcal{B}=F(u) b$.

We say that $\operatorname{MKMP}\left(F, b, u^{0}\right)$ admits uniqueness if given any two solutions $(Z, \mathbb{P}, u)$ and $(\hat{Z}, \hat{\mathbb{P}}, \hat{u})$ such that $u, \hat{u} \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$ for some $\varepsilon>0$, we have that $u=\hat{u}$ and the law of $Z$ under $\mathbb{P}$ is the same as the law of $\hat{Z}$ under $\hat{\mathbb{P}}$.

We now prove the main result, which was stated in Theorem 1.6 and is repeated here for completeness.
Theorem 5.15. Let Assumptions 1.1 and 1.4 hold. Let also Assumption 1.5 hold with $\Phi=F, \widetilde{F}$. Then $\operatorname{MKMP}\left(F, b, u^{0}\right)$ admits uniqueness.

Remark 5.16. Let us denote by $u_{t}$ the probability density of the solution of $\operatorname{MKMP}\left(F, b, u^{0}\right)$ at time $t \in[0, T]$. We now illustrate the fact that the space-regularity of the solution decreases as $\beta$ increases, as expected. To this aim, let us suppose that $u^{0}$ is a bounded and smooth function. The optimal regularity of the solution $u$ is obtained when regarding $u^{0}$ as an element of $\mathcal{C}_{B}^{1-\beta-\eta}$ for every $\eta>0$ small enough. Indeed we apply Theorem 3.8 and Remark 3.9 with $\beta+\varepsilon=1-\beta-\eta$, and we see that $u_{t} \in \mathcal{C}_{B}^{1-\beta-\eta}$, hence the regularity index $1-\beta-\eta$ decreases as $\beta$ increases.

Proof. Existence. We construct a solution $(Z, \mathbb{P}, u)$ with limiting arguments as follows. Let $\left(b^{(n)}\right) \subset L_{T}^{\infty} \mathcal{C}_{B}^{\alpha}$, for all $\alpha>0$, be the sequence defined as in (2.19) so that $b^{(n)} \rightarrow b$ in $L_{T}^{\infty} \mathcal{C}_{B}^{-\beta-\eta}$ for some $\eta>0$. Let $u^{(n)} \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$ for some $\varepsilon>0$ be the corresponding mild solution to the non-linear FP Cauchy problem (3.16), which exists by Theorem 3.15, Part (a), and moreover, $u^{(n)}$ is a non-negative and bounded function which defines a non-negative finite measure $\mu_{t}^{(n)}$ with density $u_{t}^{(n)}$. By Proposition 3.7 $u^{(n)}$ is also a weak solution and thus a solution in the sense of distributions. Hence we can apply [26, Theorem 2.6] to infer that there exists a solution $\left(Z^{(n)}, \mathbb{P}^{(n)}\right)$ to the Stroock-Varadhan martingale problem with $\mathcal{L}_{\mathcal{B}(n)}$, where $\mathcal{B}^{(n)}:=F\left(u^{(n)}\right) b^{(n)}$, and initial condition $\mu_{0}$, whose law density at time $t$ is exactly $u_{t}^{(n)}$. Without loss of generality, let us consider the solution $\left(Z, \mathbb{P}^{(n)}\right)$, where $Z$ is the canonical process on the canonical space $C_{T} \mathbb{R}^{N}$. By the continuity of $F$ in Hölder spaces (Lemma 3.1 with $\Phi=F$ ) and by continuity of the pointwise product (Proposition 2.9) we obtain that $\mathcal{B}^{(n)} \rightarrow \mathcal{B}:=F(u) b$ in $L_{T}^{\infty} \mathcal{C}_{B}^{-\beta-\eta}$ for some $\eta>0$, where $u$ is the
mild solution to the FP Cauchy problem (3.1). By the continuity results on the PDE (3.16), see Theorem 3.15. Part (b), we have $u^{(n)} \rightarrow u$ in $C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$ for some $\varepsilon>0$. By Proposition 5.12, we know that $\mathbb{P}^{(n)} \rightarrow \mathbb{P}$, with $(Z, \mathbb{P})$ being a solution to $\operatorname{MP}\left(\mathcal{B}, \mu_{0}\right)$. Recall that $u_{t}^{(n)}$ is the law of $Z_{t}$ under $\mathbb{P}^{(n)}$. Since, as mentioned earlier $u^{(n)} \rightarrow u$ in $C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$ so $u_{t}$ is the law of $Z_{t}$ under $\mathbb{P}$ and by Definition 5.14 we also have that $(Z, \mathbb{P}, u)$ is a solution to $\operatorname{MKMP}\left(F, b, u^{0}\right)$.
Uniqueness. Let $(Z, \mathbb{P}, u)$ and $(\hat{Z}, \hat{\mathbb{P}}, \hat{u})$ be two solutions to $\operatorname{MKMP}\left(F, b, u^{0}\right)$. Then $u, \hat{u} \in C_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$, for some $\varepsilon>0$, by definition. So, by Proposition 5.13 with $\mathcal{B}=F(u) b$ and $\mathcal{B}=F(\hat{u}) b$ respectively, we have that $u$ and $\hat{u}$ are both weak solutions to the nonlinear FP singular Cauchy problem (3.1). By Proposition 3.7 and Theorem 3.8, that Cauchy problem admits uniqueness in $\mathcal{C}_{T} \mathcal{C}_{b} \cap L_{T}^{\infty} \mathcal{C}_{B}^{\beta+\varepsilon}$; consequently $u=\hat{u}$. By definition of solution to $\operatorname{MKMP}\left(F, b, u^{0}\right)$, this means that both $(Z, \mathbb{P})$ and $(\hat{Z}, \hat{\mathbb{P}})$ are solutions to the same linear singular martingale problem, namely $\operatorname{MP}\left(F(u) b, \mu_{0}\right)$, where $\mu_{0}$ is a law with density $u^{0}$. By Theorem 5.11, we have uniqueness for the $\operatorname{MP}\left(F(u) b, \mu_{0}\right)$ and hence the law of $Z$ under $\mathbb{P}$ is the same as the law of $\hat{Z}$ under $\hat{\mathbb{P}}$, which concludes the proof.

## A Martingale Problem: Uniqueness

The purpose of this Appendix is to prove uniqueness of the Martingale Problem using Ethier-Kurtz techniques, which allow to show uniqueness of the law knowing uniqueness of the time-marginals.

Throughout this section we assume that Assumption 1.1 holds and $\mathcal{B} \in C_{T} \mathcal{C}_{B}^{-\beta}$ with $\beta \in(0,1 / 2)$.
Definition A.1. Let $\mu_{0}$ be a Borel probability measure on $\mathbb{R}^{N}$, and $t_{0} \in[0, T)$. We say that Property $P$ holds for $\operatorname{MP}\left(\mathcal{B}, \mu_{0} ; t_{0}\right)$ if given $(Z, \mathbb{P})$ solution to the $\operatorname{MP}\left(\mathcal{B}, \mu_{0} ; t_{0}\right)$ then the marginal laws are uniquely determined, that is if $\left(Z^{1}, \mathbb{P}^{1}\right)$ and $\left(Z^{2}, \mathbb{P}^{2}\right)$ are two solutions then

$$
\mathbb{P}^{1} \circ\left(Z^{1}\right)_{t}^{-1}=\mathbb{P}^{2} \circ\left(Z^{2}\right)_{t}^{-1}, \quad t \in\left[t_{0}, T\right]
$$

Theorem A.2. If Property $P$ holds for $M P\left(\mathcal{B}, \mu_{0} ; t_{0}\right)$ for every initial condition $\mu_{0}$ and every $t_{0} \in[0, T)$, then we have uniqueness of the $\operatorname{MP}\left(\mathcal{B}, \mu_{0}\right)$ for every $\mu_{0}$.

Proof. By Remark [5.2, it is enough to prove uniqueness on the canonical space $C_{T} \mathbb{R}^{N}$, hence we let $Z$ be the canonical process and consider two solutions $(Z, \mathbb{P})$ and $(Z, \overline{\mathbb{P}})$ to $\operatorname{MP}\left(\mathcal{B}, \mu_{0}\right)$. It is sufficient to prove that for every $n \in \mathbb{N}, 0 \leq t_{0}<t_{1}<\ldots<t_{n}<T$ and any strictly positive bounded Borel functions $h_{0}, \ldots, h_{n}$ we have

$$
\begin{equation*}
\mathbb{E}^{\mathbb{P}}\left[\prod_{i=0}^{n} h_{i}\left(Z_{t_{i}}\right)\right]=\mathbb{E}^{\overline{\mathbb{P}}}\left[\prod_{i=0}^{n} h_{i}\left(\bar{Z}_{t_{i}}\right)\right] . \tag{A.1}
\end{equation*}
$$

Indeed, the same equality still holds true when $h_{i}=\mathbf{1}_{F_{i}}$ for closed sets $F_{i}$ (see [58, proof of Theorem 1.1.1] for the approximation of an indicator function of a closed set with positive functions), hence the law of $\left(Z_{t_{0}}, \ldots, Z_{t_{n}}\right)$ is identified.

We proceed by induction on $n$. The base step $n=0$ holds by Property P. Let $n \geq 1$ and assume (A.1) holds with $n$ replaced by $n-1$. We can define two new probability measures on $C_{T} \mathbb{R}^{N}$

$$
\mathbb{Q}(H):=\frac{1}{\mathbb{E}^{\mathbb{P}}\left[\prod_{i=0}^{n-1} h_{i}\left(Z_{t_{i}}\right)\right]} E^{\mathbb{P}}\left[\mathbf{1}_{H} \prod_{i=0}^{n-1} h_{i}\left(Z_{t_{i}}\right)\right], \quad \overline{\mathbb{Q}}(H):=\frac{1}{\mathbb{E}^{\overline{\mathbb{P}}}\left[\prod_{i=0}^{n-1} h_{i}\left(Z_{t_{i}}\right)\right]} E^{\overline{\mathbb{P}}}\left[\mathbf{1}_{H} \prod_{i=0}^{n-1} h_{i}\left(Z_{t_{i}}\right)\right],
$$

for every $H \in \sigma\left(Z_{t}, 0 \leq t \leq T\right)$. We show that the law of $Z_{t_{n-1}}$ under $\mathbb{Q}$ is the same as the law of $Z_{t_{n-1}}$ under $\overline{\mathbb{Q}}$. Indeed for any strictly positive bounded Borel function $l$ we have, using induction step (A.1) with $n$ replaced by $n-1$,

$$
\begin{aligned}
\mathbb{E}^{\mathbb{Q}}\left[l\left(Z_{t_{n-1}}\right)\right] & =\frac{1}{\mathbb{E}^{\mathbb{P}}\left[\prod_{i=0}^{n-1} h_{i}\left(Z_{t_{i}}\right)\right]} E^{\mathbb{P}}\left[l\left(Z_{t_{n-1}}\right) \prod_{i=0}^{n-1} h_{i}\left(Z_{t_{i}}\right)\right] \\
& =\frac{1}{\mathbb{E}^{\overline{\mathbb{P}}}\left[\prod_{i=0}^{n-1} h_{i}\left(Z_{t_{i}}\right)\right]} E^{\overline{\mathbb{P}}}\left[l\left(Z_{t_{n-1}}\right) \prod_{i=0}^{n-1} h_{i}\left(Z_{t_{i}}\right)\right]=\mathbb{E}^{\overline{\mathbb{Q}}}\left[l\left(Z_{t_{n-1}}\right)\right] .
\end{aligned}
$$

We can thus denote by $\mu_{n-1}:=\mathbb{Q} \circ Z_{t_{n-1}}^{-1}=\overline{\mathbb{Q}} \circ Z_{t_{n-1}}^{-1}$. Next we want to show that $\left(Z_{\left[t_{n-1}, T\right]}, \mathbb{Q}\right)$ and $\left(Z_{\left[t_{n-1}, T\right]}, \overline{\mathbb{Q}}\right)$ solve $\operatorname{MP}\left(\mathcal{B}, \mu_{n-1} ; t_{n-1}\right)$. We know that, for any $u$ such that $\mathcal{L} u=g \in C_{T} \mathcal{S}$ and $u(T, \cdot) \in \mathcal{S}$,

$$
M_{t}^{u}-M_{t_{n}}^{u}=u_{t}\left(Z_{t}\right)-u_{t_{n-1}}\left(Z_{t_{n-1}}\right)-\int_{t_{n-1}}^{t} g_{s}\left(Z_{s}\right) d s, \quad t_{n-1}<t \leq T
$$

is a martingale under $\mathbb{P}$ and under $\overline{\mathbb{P}}$. Let $t_{n-1}<r<t \leq T$ and $H \in \sigma\left(Z_{s}, 0 \leq s \leq r\right)$ be arbitrary, then

$$
\mathbb{E}^{\mathbb{Q}}\left[\left(M_{t}^{u}-M_{r}^{u}\right) \mathbf{1}_{H}\right]=\frac{1}{\mathbb{E}^{\mathbb{P}}\left[\prod_{i=0}^{n-1} h_{i}\left(Z_{t_{i}}\right)\right]} E^{\mathbb{P}}\left[\left(M_{t}^{u}-M_{r}^{u}\right) \mathbf{1}_{H} \cdot \prod_{i=0}^{n-1} h_{i}\left(Z_{t_{i}}\right)\right]=0
$$

the latter being 0 since $(Z, \mathbb{P})$ is a solution to $\operatorname{MP}\left(\mathcal{B}, \mu_{0}\right)$ and $\mathbf{1}_{H} \cdot \prod_{i=0}^{n-1} h_{i}\left(Z_{t_{i}}\right)$ is bounded measurable with respect to $\sigma\left(Z_{s}, 0 \leq s \leq r\right)$. Thus $\left(M_{t}^{u}-M_{t_{n}}^{u}\right)_{t \in\left[t_{n-1}, T\right]}$ is a $\mathbb{Q}$-martingale. Analogously, it is also a $\overline{\mathbb{Q}}$-martingale. Hence both $\left(Z_{\left[t_{n-1}, T\right]}, \mathbb{Q}\right)$ and $\left(Z_{\left[t_{n-1}, T\right]}, \overline{\mathbb{Q}}\right)$ are solutions to $\operatorname{MP}\left(\mathcal{B}, \mu_{n-1} ; t_{n-1}\right)$. Thus by Property P we know that the marginals at time $t_{n}$ of the solutions are the same, and thus

$$
\mathbb{E}^{\mathbb{Q}}\left[h_{n}\left(Z_{t_{n}}\right)\right]=\mathbb{E}^{\overline{\mathbb{Q}}}\left[h_{n}\left(Z_{t_{n}}\right)\right] .
$$

Employing the definitions of $\mathbb{Q}$ and of $\overline{\mathbb{Q}}$, this implies

$$
\frac{1}{\mathbb{E}^{\mathbb{P}}\left[\prod_{i=0}^{n-1} h_{i}\left(Z_{t_{i}}\right)\right]} \mathbb{E}^{\mathbb{P}}\left[h_{n}\left(Z_{t_{n}}\right) \prod_{i=0}^{n-1} h_{i}\left(Z_{t_{i}}\right)\right]=\frac{1}{\mathbb{E}^{\overline{\mathbb{P}}}\left[\prod_{i=0}^{n-1} h_{i}\left(Z_{t_{i}}\right)\right]} \mathbb{E}^{\overline{\mathbb{P}}}\left[h_{n}\left(Z_{t_{n}}\right) \prod_{i=0}^{n-1} h_{i}\left(Z_{t_{i}}\right)\right] .
$$

Finally, by the inductive assumption $\mathbb{E}^{\mathbb{P}}\left[\prod_{i=0}^{n-1} h_{i}\left(Z_{t_{i}}\right)\right]=\mathbb{E}^{\overline{\mathbb{P}}}\left[\prod_{i=0}^{n-1} h_{i}\left(Z_{t_{i}}\right)\right]$, we obtain (A.1) as wanted.

## B Schauder Estimates (proof of Theorem 2.10)

Throughout this section, we will denote by $C$, indistinctly, any positive constant. In each statement below, $C$ depends on a set of parameters, which will be specified in each case.

We start by recalling some known Gaussian bounds on the the fundamental solution $\Gamma$ of $\mathcal{K}$ defined in (2.12), and its derivatives.

Notation B.1. Let $\nu=\left(\nu_{1}, \ldots, \nu_{N}\right) \in \mathbb{N}_{0}^{N}$ be a multi-index. We define the $B$-length of $\nu$ as

$$
[\nu]_{B}:=\sum_{j=0}^{r}(2 j+1) \sum_{i=\bar{d}_{j-1}+1}^{\bar{d}_{j}} \nu_{i}
$$

where $\bar{d}_{j}$ are defined in terms of $d_{j}$, see (1.12). Moreover, as usual $\partial_{x}^{\nu}=\partial_{x_{1}}^{\nu_{1}} \cdots \partial_{x_{N}}^{\nu_{N}}$.

Lemma B.2. For any $\nu \in \mathbb{N}_{0}^{N}$, there exists $C>0$, only dependent on $B$ and $\nu$, such that

$$
\int_{\mathbb{R}^{N}}\left(\left|\partial_{y}^{\nu} \Gamma_{t}(z-y)\right|+\left|\partial_{y}^{\nu} \Gamma_{t}\left(z-e^{B t} y\right)\right|\right) d z \leq C t^{-\frac{[\nu]_{B}}{2}}, \quad t>0, y \in \mathbb{R}^{N}
$$

Proof. For $[\nu]_{B} \leq 4$, it is a particular case of [46, Proposition 6 and Lemma 8]. The case $[\nu]_{B}>4$ is a straightforward extension: we omit the details for brevity.

We now continue by proving a fundamental estimate on the Paley-Littlewood blocks of $\Gamma_{t}$. This extends a very similar result, [64, Lemma 3.1], which is given for the kinetic case of Example 1.3.

Lemma B.3. For any $l \geq 0$ and $T>0$, there is a positive constant $C=C(B, l, T)$ such that

$$
\begin{equation*}
\left\|\Delta_{j} \Gamma_{t}\right\|_{L^{1}}+\left\|\Delta_{j}\left(\Gamma_{t} \circ e^{t B}\right)\right\|_{L^{1}} \leq C\left(t 4^{j}\right)^{-l}, \quad t \in(0, T], j \in \mathbb{N}_{0} \cup\{-1\} \tag{B.1}
\end{equation*}
$$

Note that $C$ above is independent of $j$ and $t$.
Proof. For brevity, we give a complete proof of the estimate on $\left\|\Delta_{j} \Gamma_{t}\right\|_{L^{1}}$; analogous arguments apply to $\left\|\Delta_{j}\left(\Gamma_{t} \circ e^{t B}\right)\right\|_{L^{1}}$. It is straightforward to prove that $\left\|\Delta_{-1} \Gamma_{t}\right\|_{L^{1}}$ is bounded, uniformly with respect to $t \in[0, T]$. Therefore, it is enough to prove (B.1) for $j \in \mathbb{N}_{0}$.

Fix $t \in(0, T]$ and $j \in \mathbb{N}_{0}$. We first prove the uniform boundedness of the norms of the blocks. For any $z \in \mathbb{R}^{N}$ we have

$$
\begin{align*}
\Delta_{j} \Gamma_{t}(z) & =\left(\check{\rho}_{j} * \Gamma_{t}\right)(z) \\
& =2^{j Q}\left(\left(\check{\rho}_{0} \circ D_{2^{j}}\right) * \Gamma_{t}\right)(z)=\int_{\mathbb{R}^{N}} \check{\rho}_{0}(y) \Gamma_{t}\left(z-2^{-j} \cdot y\right) d y \tag{B.2}
\end{align*}
$$

As a result,

$$
\begin{aligned}
\left\|\Delta_{j} \Gamma_{t}\right\|_{L^{1}} & =\int_{\mathbb{R}^{N}}\left|\int_{\mathbb{R}^{N}} \check{\rho}_{0}(y) \Gamma_{t}\left(z-2^{-j} \cdot y\right) d y\right| d z \\
& \leq \int_{\mathbb{R}^{N}}\left|\check{\rho}_{0}(y)\right| \underbrace{\left(\int_{\mathbb{R}^{N}} \Gamma_{t}\left(z-2^{-j} \cdot y\right) d z\right)}_{=1} d y=\left\|\check{\rho}_{0}\right\|_{L^{1}}
\end{aligned}
$$

Therefore, to prove (B.1), it is not restrictive to assume that $t 4^{j} \geq 1$. For any $n \in \mathbb{N}$ we set the operators

$$
\Delta_{i}^{n}:=(-1)^{n} \sum_{k=\bar{d}_{i-1}+1}^{\bar{d}_{i}} \partial_{y_{k}}^{2 n}, \quad i=0, \cdots, r
$$

Set also $p=\prod_{i=0}^{r}(2 i+1)$ and define

$$
\Lambda^{m}:=\Delta_{0}^{p m}+\Delta_{1}^{\frac{p}{3} m} \cdots+\Delta_{r}^{\frac{p}{2 r+1} m}, \quad m \in \mathbb{N}
$$

By the property of the Fourier transform, the inverse of $\Lambda^{m}$ is defined for those $f \in \mathcal{S}$ such that supp $\widehat{f}$ does not contain the origin; in this case such operator acts as

$$
\Lambda^{-m} f=\mathcal{F}^{-1}\left(\frac{\widehat{f}(\xi)}{\sum_{i=0}^{r} \sum_{k=\bar{d}_{i-1}+1}^{\bar{d}_{i}}\left|\xi_{k}\right|^{2 m \frac{p}{2 i+1}}}\right)=: \mathcal{F}^{-1}\left(\frac{\widehat{f}(\xi)}{S_{m}(\xi)}\right)
$$

Now note that, by the chain rule, we have

$$
\nabla_{y} \Gamma_{t}\left(z-2^{-j} \cdot y\right)=\left.2^{-j} \cdot \nabla_{\zeta} \Gamma_{t}(z-\zeta)\right|_{\zeta=2^{-j} . y}, \quad y, z \in \mathbb{R}^{N}
$$

It is important to see that the $i$-th block of the gradient $\nabla_{\zeta}$ is multiplied by $2^{-j(2 i+1)}$ every time that $\Gamma_{t}\left(z-2^{-j} . y\right)$ is differentiated with respect to a variable of the $i$-th block. By this fact it is not hard to see that

$$
\begin{equation*}
\Lambda_{y}^{m}\left(\Gamma_{t}\left(z-2^{-j} . y\right)\right)=\left.4^{-j p m} \Lambda_{\zeta}^{m}\left(\Gamma_{t}(z-\zeta)\right)\right|_{\zeta=2^{-j} . y}, \quad y, z \in \mathbb{R}^{N} \tag{B.3}
\end{equation*}
$$

where the indeces $y$ and $\zeta$ in $\Lambda_{y}^{m}$ and $\Lambda_{\zeta}^{m}$, respectively, denote the variables the operator $\Lambda^{m}$ acts on.
We can now conclude the proof. By ( (B.2) and Plancherel's Theorem, we obtain

$$
\Delta_{j} \Gamma_{t}(z)=\int_{\mathbb{R}^{N}} \rho_{0}(\xi) \overline{\mathcal{F}_{y}\left(\Gamma_{t}\left(z-2^{-j} . y\right)\right)(\xi)} d \xi=\int_{\mathbb{R}^{N}} \frac{\rho_{0}(\xi)}{S_{m}(\xi)} S_{m}(\xi) \overline{\mathcal{F}_{y}\left(\Gamma_{t}\left(z-2^{-j} . y\right)\right)}(\xi) d \xi
$$

(by applying once more Plancherel's Theorem together with the properties of the Fourier transform)

$$
=\int_{\mathbb{R}^{N}}\left(\Lambda^{-m} \check{\rho}_{0}\right)(y) \Lambda_{y}^{m}\left(\Gamma_{t}\left(z-2^{-j} \cdot y\right)\right) d y
$$

and thus, by (B.3), we have

$$
\left\|\Delta_{j} \Gamma_{t}\right\|_{L^{1}} \leq 4^{-j p m} \int_{\mathbb{R}^{N}} \int_{\mathbb{R}^{N}}\left|\left(\Lambda^{-m} \check{\rho}_{0}\right)(y)\right| \times\left|\Lambda_{\zeta}^{m}\left(\Gamma_{t}(z-\zeta)\right)\right|_{\zeta=2^{-j} . y} \mid d y d z
$$

(by Tonelli's Theorem and the estimate of Lemma B. $2 N$ times with $\nu=\nu_{i}=\left(0, \ldots, 0, \frac{2 m p}{2 j+1}, 0, \ldots, 0\right) \in$ $\mathbb{N}_{0}^{i-1} \times \mathbb{N}_{0} \times \mathbb{N}_{0}^{N-i}=\mathbb{N}_{0}^{N}$ for $i=\bar{d}_{j-1}+1, \ldots, \bar{d}_{j}$ and $\left.j=0, \ldots, r\right)$

$$
\leq C 4^{-j p m} t^{-p m} \int_{\mathbb{R}^{N}}\left|\left(\Lambda^{-m} \check{\rho}_{0}\right)(y)\right| d y
$$

As $m \in \mathbb{N}$ is arbitrary and $t 4^{j} \geq 1$, this concludes the proof.
The next two lemmas are also needed to prove Theorem 2.10.
Lemma B.4. For any $T>0$, there exists a positive $C=C(B, T)$ such that

$$
\left|e^{t B^{\top}} \xi\right|_{B} \leq C\left(\sum_{\substack{k, h=0, \cdots, r \\ k \geq h}}|t|^{\frac{k-h}{2 h+1}}|\xi|_{B}^{(2 k+1) /(2 h+1)}+\sum_{\substack{k, h=0, \cdots, r \\ k<h}}|\xi|_{B}^{(2 k+1) /(2 h+1)}\right), \quad \xi \in \mathbb{R}^{N}, t \in[-T, T]
$$

Proof. Throughout the proof, we will denote by $C$ any positive constant that depends at most on $B$ and $T$. We first study the block structure of the powers of $B^{\top}$. Recalling the structural hypotheses (1.8)-(1.11), we have

$$
\left(\left(B^{\top}\right)^{n}\right)_{i j}=0, \quad \mathbf{b}(j)-\mathbf{b}(i)>n
$$

where $\mathbf{b}(i)$ denotes the block of variables corresponding to the index $i$, i.e.

$$
\mathbf{b}(i):=\min \left\{k: i \leq \bar{d}_{k}\right\}, \quad i=1, \cdots, N
$$

A graphical illustration of this structure is

$$
B^{\top}=\left(\begin{array}{cccccc}
* & * & 0 & \cdots & 0 & 0 \\
* & * & * & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
* & * & * & \ddots & * & 0 \\
* & * & * & \cdots & * & * \\
* & * & * & \cdots & * & *
\end{array}\right), \quad\left(B^{\top}\right)^{2}=\left(\begin{array}{ccccccc}
* & * & * & 0 & \cdots & 0 & 0 \\
* & * & * & * & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
* & * & * & \ddots & \ddots & * & 0 \\
* & * & * & * & \ddots & * & * \\
* & * & * & * & \cdots & * & * \\
* & * & * & * & \cdots & * & *
\end{array}\right) \text {, }
$$

and so on, until

$$
\left(B^{\top}\right)^{n}=\left(\begin{array}{ccccc}
* & * & \cdots & * & * \\
* & * & \cdots & * & * \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
* & * & \cdots & * & * \\
* & * & \cdots & * & *
\end{array}\right), \quad n \geq r-1
$$

with the blocks in the position $k, h$ representing $\left(d_{k} \times d_{h}\right)$ matrices. As a result, for any $n \in \mathbb{N}$ and $\xi=\left(\xi_{0}, \cdots, \xi_{r}\right) \in \mathbb{R}^{N}$, we obtain

$$
\left|t^{n}\left(B^{\top}\right)^{n} \xi\right|_{B} \leq \sum_{h=0}^{r}\left(C^{n}|t|^{n} \sum_{k=0}^{(h+n) \wedge r}\left|\xi_{k}\right|\right)^{\frac{1}{2 h+1}}
$$

$\left(\right.$ since $\left.\left|\xi_{k}\right| \leq|\xi|_{B}^{2 k+1}\right)$

$$
\leq C^{n} \sum_{h=0}^{r}|t|^{n /(2 h+1)} \sum_{k=0}^{(h+n) \wedge r}|\xi|_{B}^{(2 k+1) /(2 h+1)}
$$

For all the pairs of indices $(h, k)$ in the sums above we have

$$
n \geq k-h
$$

and thus

$$
|t|^{n /(2 h+1)} \leq C^{n}|t|^{(k-h) /(2 h+1)}, \quad t \in[-T, T] .
$$

This and $|t|^{n /(2 h+1)} \leq C^{n}$ yield

$$
\left|t^{n}\left(B^{\top}\right)^{n} \xi\right|_{B} \leq C^{n}\left(\sum_{\substack{k, h=0, \cdots, r \\ k \geq h}}|t|^{\frac{k-h}{2 h+1}}|\xi|_{B}^{(2 k+1) /(2 h+1)}+\sum_{\substack{k, h=0, \cdots, r \\ k<h}}|\xi|_{B}^{(2 k+1) /(2 h+1)}\right)
$$

and concludes the proof.
Lemma B.5. For any $T>0$ we have

$$
\begin{equation*}
\left\{i \in \mathbb{N}_{0} \cup\{-1\} \mid \operatorname{supp} \rho_{j} \cap \operatorname{supp}\left(\rho_{i} \circ e^{t B^{\top}}\right) \neq \emptyset\right\} \subseteq \Theta_{j}^{t}, \quad t \in[-T, T], \quad j \in \mathbb{N}_{0} \cup\{-1\} \tag{B.4}
\end{equation*}
$$

where

$$
\begin{align*}
\Theta_{j}^{t} & :=\left\{\left.i \in \mathbb{N}_{0} \cup\{-1\}\left|2^{i} \leq C \sum_{\substack{k, h=0, \cdots, r \\
k \geq h}}\right| t\right|^{\frac{k-h}{h+1}} 2^{\frac{j(2 k+1)}{2 h+1}}, 2^{j} \leq C \sum_{\substack{k, h=0, \cdots, r \\
k \geq h}}|t|^{\frac{k-h}{2 h+1}} 2^{\frac{i(2 k+1)}{2 h+1}}\right\}, \quad j \in \mathbb{N}_{0},  \tag{B.5}\\
\Theta_{-1}^{t} & :=\left\{\left.i \in \mathbb{N}_{0} \cup\{-1\}\left|2^{i} \leq C \sum_{\substack{k, h=0, \cdots, r \\
k \geq h}}\right| t\right|^{\frac{k-h}{2 h+1}}\right\}
\end{align*}
$$

with $C=C(B, T)$ positive constant.
Furthermore, for any $\gamma \in \mathbb{R} \backslash\{0\}$, there exists a constant $C=C(B, T, \gamma)>0$ such that

$$
\begin{array}{ll}
\sum_{i \in \Theta_{j}^{t}} 2^{-\gamma i} \leq C 2^{-j \gamma} \sum_{\substack{k, h=0, \ldots, r \\
k \geq h}}\left(|t| 4^{j}\right)^{|\gamma|(k-h) /(2 h+1)}, & t \in[-T, T], \quad j \in \mathbb{N}_{0}, \\
\sum_{i \in \Theta_{-1}^{t}} 2^{-\gamma i} \leq C, & t \in[-T, T] \tag{B.7}
\end{array}
$$

Proof. Fix $j \in \mathbb{N}_{0}$. For any $i \in \mathbb{N}_{0} \cup\{-1\}$, the second property in (2.2) and the property (2.3) of the partition yield

$$
\xi \in \operatorname{supp} \rho_{j} \cap \operatorname{supp}\left(\rho_{i} \circ e^{t B^{\top}}\right) \Longrightarrow\left\{\begin{array}{l}
|\xi|_{B} \leq 2^{j+1} \\
\left|e^{t B^{\top}} \xi\right|_{B} \geq 2^{i-1}-\frac{1}{4}
\end{array}\right.
$$

and also

$$
\zeta \in \operatorname{supp}\left(\rho_{j} \circ e^{-t B^{\top}}\right) \cap \operatorname{supp} \rho_{i} \Longrightarrow\left\{\begin{array}{l}
\left|e^{-t B^{\top}} \zeta\right|_{B} \geq 2^{j-1} \\
|\zeta|_{B} \leq 2^{i+1}
\end{array}\right.
$$

By applying Lemma B. 4 to the first system of inequalities, we have

$$
\begin{aligned}
2^{i-1}-\frac{1}{4} \leq\left|e^{t B^{\top}} \xi\right|_{B} & \leq C\left(\sum_{\substack{k, h=0, \cdots, r \\
k \geq h}}|t|^{\frac{k-h}{2 h+1}}|\xi|_{B}^{(2 k+1) /(2 h+1)}+\sum_{\substack{k, h=0, \cdots, r \\
k<h}}|\xi|_{B}^{(2 k+1) /(2 h+1)}\right) \\
& \leq C\left(\sum_{\substack{k, h=0, \cdots, r \\
k \geq h}}|t|^{\frac{k-h}{2 h+1}} 2^{(j+1)(2 k+1) /(2 h+1)}+\sum_{\substack{k, h=0, \cdots, r \\
k<h}} 2^{(j+1)(2 k+1) /(2 h+1)}\right)
\end{aligned}
$$

(since $2^{j+1} \geq 1$ then $k<h \Rightarrow 2^{(j+1)(2 k+1) /(2 h+1)} \leq 2^{j+1}$ )

$$
\leq C \sum_{\substack{k, h=0, \cdots, r \\ k \geq h}}|t|^{\frac{k-h}{2 h+1}} 2^{(j+1)(2 k+1) /(2 h+1)}
$$

Analogously, the second system leads to

$$
2^{j-1} \leq C \sum_{\substack{k, h=0, \cdots, r \\ k \geq h}}|t|^{\frac{k-h}{2 h+1}} 2^{(i+1)(2 k+1) /(2 h+1)}
$$

which, combined with the previous inequality, yields (B.4) for $j \in \mathbb{N}_{0}$. Furthermore, for any $i \in \mathbb{N}_{0} \cup\{-1\}$, by (2.2) we have

$$
\xi \in \operatorname{supp} \rho_{-1} \cap \operatorname{supp}\left(\rho_{i} \circ e^{t B^{\top}}\right) \Longrightarrow\left\{\begin{array}{l}
|\xi|_{B} \leq 1 \\
\left|e^{t B^{\top}} \xi\right|_{B} \geq 2^{i-1}-\frac{1}{4}
\end{array}\right.
$$

Proceeding like above yields ( (B.4) for $j=-1$.
Prove now (B.6). We only show it when $\gamma>0$, the case $\gamma<0$ being easier. Let $i \in \Theta_{t}^{j}$. By the second inequality in (B.5) we have

$$
\begin{equation*}
2^{-i} \leq C 2^{-j} \sum_{\substack{k, h=0, \cdots, r \\ k \geq h}}|t|^{\frac{k-h}{2 h+1}} \underbrace{2^{\frac{i(2 k+1)}{2 h+1}-i}}_{=4^{i(k-h) /(2 h+1)}} . \tag{B.8}
\end{equation*}
$$

Now, if $i \leq j$, then ( $\overline{\mathrm{B} .8}$ ) yields

$$
2^{-i} \leq C 2^{-j} \sum_{\substack{k, h=0, \cdots, r \\ k \geq h}}|t|^{\frac{k-h}{2 h+1}} 4^{j(k-h) /(2 h+1)}:=D_{j} .
$$

For $i>j$ we have $2^{-i}<2^{-j}$, and by definition of $\Theta_{j}^{t}$ we get

$$
2^{-i}<2^{-j} \leq D_{j}
$$

that is $i \geq-\log _{2} D_{j}$ for every $i \in \Theta_{j}^{t}$. This latter implies

$$
\sum_{i \in \Theta_{j}^{t}} 2^{-\gamma i} \leq \sum_{i=\left\lfloor-\log _{2} D_{j}\right\rfloor}^{\infty} 2^{-\gamma i}=\frac{2^{\left\lfloor\log _{2} D_{j}\right\rfloor \gamma}}{1-2^{-\gamma}} \leq \frac{2^{\beta} D_{j}^{\gamma}}{1-2^{-\gamma}}
$$

which yields ( $\overline{\mathrm{B} .6})$ for $\gamma>0$. Finally, ( $\overline{\mathrm{B} .7}$ ) is trivial.

We are now in the position to prove Theorem 2.10.
Proof of Theorem 2.10. We fix $t \in(0, T]$ and write $P_{t}$ and $P_{t}^{\prime}$ in a convenient way, suitable to exploit the properties of the Fourier transform. We have

$$
\begin{gathered}
\Gamma_{t} *\left(f \circ e^{-t B}\right)(z)=\int_{\mathbb{R}^{N}} \Gamma_{t}(z-y) f\left(e^{-t B} y\right) d y=\left|\operatorname{det} e^{t B}\right| \int_{\mathbb{R}^{N}} \Gamma_{t}\left(z-e^{t B} y\right) f(y) d y, \quad f \in \mathcal{S} \\
\left(\left(\Gamma_{t} \circ e^{t B}\right) *\left(f \circ e^{t B}\right)\right)(y)=\int_{\mathbb{R}^{N}} \Gamma_{t}\left(e^{t B}(z-y)\right) f\left(e^{t B} z\right) d z=\frac{1}{\left|\operatorname{det} e^{t B}\right|} \int_{\mathbb{R}^{N}} \Gamma_{t}\left(z-e^{t B} y\right) f(z) d z, \quad f \in \mathcal{S}
\end{gathered}
$$

and thus

$$
P_{t}^{\prime} f=\frac{1}{\left|\operatorname{det} e^{t B}\right|} \Gamma_{t} *\left(f \circ e^{-t B}\right), \quad P_{t} f=\left|\operatorname{det} e^{t B}\right|\left(\Gamma_{t} \circ e^{t B}\right) *\left(f \circ e^{t B}\right), \quad f \in \mathcal{S}
$$

which extends to $f \in \mathcal{S}^{\prime}$ by duality. As the following steps apply to $P_{t}$ and similarly to $P_{t}^{\prime}$, for the sake of brevity, we prove only the part of (2.16) related to $P_{t}^{\prime}$. For any $j \geq-1$ we have obtained that

$$
\Delta_{j}\left(P_{t}^{\prime} f\right)=\frac{1}{\left|\operatorname{det} e^{t B}\right|}\left(\Delta_{j} \Gamma_{t}\right) *\left(f \circ e^{-t B}\right)
$$

Furthermore, by the second part of Remark 2.3 we have

$$
f \circ e^{-t B}=\sum_{i=-1}^{+\infty}\left(\Delta_{i} f\right) \circ e^{-t B}
$$

and thus

$$
\Delta_{j}\left(P_{t}^{\prime} f\right)=\frac{1}{\left|\operatorname{det} e^{t B}\right|} \sum_{i=-1}^{\infty}\left(\Delta_{j} \Gamma_{t}\right) *\left(\left(\Delta_{i} f\right) \circ e^{-t B}\right)
$$

Each term of this summation is nonzero if and only if

$$
\mathcal{F}\left(\left(\Delta_{j} \Gamma_{t}\right) *\left(\left(\Delta_{i} f\right) \circ e^{-t B}\right)\right)=\left|\operatorname{det} e^{t B}\right| \rho_{j} \widehat{\Gamma}\left(\rho_{i} \circ e^{t B^{\top}}\right)\left(\widehat{f} \circ e^{t B^{\top}}\right)
$$

is non-null. Therefore, Lemma B. 5 yields

$$
\Delta_{j}\left(P_{t}^{\prime} f\right)=\frac{1}{\left|\operatorname{det} e^{t B}\right|} \sum_{i \in \Theta_{j}^{t}}\left(\Delta_{j} \Gamma_{t}\right) *\left(\left(\Delta_{i} f\right) \circ e^{-t B}\right)
$$

and by Young's inequality we obtain

$$
\left\|\Delta_{j}\left(P_{t}^{\prime} f\right)\right\|_{L^{\infty}} \leq \frac{1}{\left|\operatorname{det} e^{t B}\right|}\left\|\Delta_{j} \Gamma_{t}\right\|_{L^{1}} \sum_{i \in \Theta_{j}^{t}} \underbrace{\left\|\left(\Delta_{i} f\right) \circ e^{-t B}\right\|_{L^{\infty}}}_{=\left\|\Delta_{i} f\right\|_{L^{\infty}}} \leq \frac{1}{\left|\operatorname{det} e^{t B}\right|}\left\|\Delta_{j} \Gamma_{t}\right\|_{L^{1}}\|f\|_{\gamma} \sum_{i \in \Theta_{j}^{t}} 2^{-i \gamma}
$$

Assume now $\gamma \neq 0$ and $j \in \mathbb{N}_{0}:(\bar{B} .6)$ yields

$$
\left\|\Delta_{j}\left(P_{t}^{\prime} f\right)\right\|_{L^{\infty}} \leq C\left\|\Delta_{j} \Gamma_{t}\right\|_{L^{1}}\|f\|_{\gamma} 2^{-j \gamma} \sum_{\substack{k, h=0, \cdots, r \\ k \geq h}}\left(t 4^{j}\right)^{|\gamma|(k-h) /(2 h+1)}
$$

Now, for each $0 \leq h \leq k \leq r$, we apply Lemma B. 3 with

$$
l=\frac{\alpha}{2}+\frac{k-h}{2 h+1}|\gamma|
$$

and obtain

$$
\left(t 4^{j}\right)^{|\gamma|(k-h) /(2 h+1)}\left\|\Delta_{j} \Gamma_{t}\right\|_{L^{1}} \leq C\left(t 4^{j}\right)^{-l}\left(t 4^{j}\right)^{|\gamma| \frac{k-h}{2 h+1}}=C t^{-\frac{\alpha}{2}} 2^{-j \alpha} .
$$

This proves

$$
\begin{equation*}
\left\|\Delta_{j}\left(P_{t}^{\prime} f\right)\right\|_{L^{\infty}} \leq C t^{-\frac{\alpha}{2}} 2^{-j(\alpha+\gamma)}\|f\|_{\gamma}, \quad j \in \mathbb{N}_{0} \tag{B.9}
\end{equation*}
$$

Following analogous arguments, the same estimate can be proved for $j=-1$. We omit the details for brevity. Finally, the case $\gamma=0$ follows by the interpolation Lemma 2.10 in 33. Precisely, employing the notation in the latter reference, estimate ( (B.9) for $\gamma=0$ can be obtained by setting: $\mathbb{X}=L^{\infty}\left(\mathbb{R}^{N}\right), \beta_{0}=-1, \beta_{1}=1$, $T_{j}=\Delta_{j} P_{t}^{\prime}, C_{0, j}=C_{-1} 2^{-j \alpha} t^{-\frac{\alpha}{2}}$ and $C_{1, j}=C_{1} 2^{-j \alpha} t^{-\frac{\alpha}{2}}$, with $C_{-1}, C_{1}$ denoting the constant $C$ appearing in (B.9) for $\gamma=-1,1$ respectively.
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