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Abstract

The paper is concerned with a McKean-Vlasov type SDE with drift in anisotropic Besov spaces with

negative regularity and with degenerate diffusion matrix under the weak Hörmander condition. The

main result is of existence and uniqueness of a solution in law for the McKean-Vlasov equation, which

is formulated as a suitable martingale problem. All analytical tools needed are derived in the paper,

such as the well-posedness of the Fokker-Planck and Kolmogorov PDEs with distributional drift, as well

as continuity dependence on the coefficients. The solutions to these PDEs naturally live in anisotropic

Besov spaces, for which we developed suitable analytical inequalities, such as Schauder estimates.
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‡Unité de Mathématiques Appliquées, ENSTA Paris, Institut Polytechnique de Paris, Palaiseau, France. E-mail:

francesco.russo@ensta-paris.fr
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1 Introduction and preliminaries

1.1 Statement of the problem

In this work we treat the weak well-posedness for a class of whose drift contains an anisotropic Besov

distribution of negative order −β, and β ∈ (0, 1/2). Let 0 < d < N be two given natural numbers, and let

us denote by Zt := (Vt, Xt) a stochastic process valued on RN = Rd × RN−d.

The class of equations that we consider in this paper is given as





dVt =
(
F
(
ut(Zt)

)
bt(Zt) +B0Zt

)
dt+ dWt

dXt = B1Ztdt

µZt
(dz) = ut(z)dz,

(1.1)

for a given random initial condition

Z0 = (V0, X0) ∼ µ0 = u0(z)(dz). (1.2)

Here W is a d-dimensional Brownian motion, B0 ∈ Md×N and B1 ∈ M(N−d)×N are constant matrices, and

F : [0,+∞) → Md×m is a matrix-valued Borel function. In order for the process (V,X) to take values on RN

one can formally consider b : [0, T ]×RN → Rm in a way that the product in (1.1) can be made sense of as a

usual multiplication row-by-column. One of the novel features here, however, is that bt(·) is a distribution,

hence the product F (u)b needs to be defined with care. Another trait of (1.1) is that the unknown Z has

a density u which appears in the drift of the V -component, and this makes the problem a McKean-Vlasov

type SDE. Notice moreover that the SDE is degenerate, in the sense that the noise W appears only in the

dynamics of the V -component. In order for the SDE to be well-posed, we will then require the hypoellipticity

of the Kolmogorov operator K associated to (1.1) when F ≡ 0 (see Assumption 1.1).

We point out that, when N = 2d, the system (1.1) reduces to the singular kinetic McKean-Vlasov SDE





dVt = F
(
ut(Vt, Xt)

)
bt(Vt, Xt)dt+ dWt,

dXt = Vtdt,

µ(Vt,Xt)(dvdx) = ut(v, x)dvdx,

(1.3)

where the R2d-valued pair (Vt, Xt) describes velocity and position of a particle in the phase-space. When

F ≡ 1 and bt is a linear function of Vt (in particular there is no McKean-Vlasov interaction and bt is

not singular), (1.3) reduces to the classical Langevin model [45], which serves as a pilot example of more

complex kinetic models (see [37], [36] among others). Recently, kinetic McKean-Vlasov models attracted the

interest of several authors (e.g. [13, 33, 61, 63]). As it is pointed out in [33],(1.3) reflects the macroscopic

behavior of a system of particles obeying Newton’s second law with Gaussian noise, interacting through a

mean-field force coefficient, with the singular nature of the latter accounting for environmental noise that

acts on all particles. In [13] the authors study a conditional version of (1.3), as a Langrangian stochastic

model alternative to Navier-Stokes equations for the simulation of turbulent flows. In [63] (see also [61]), the

author studies a non-singular version of (1.3) where the McKean-Vlasov interaction also affects the diffusion

term, motivated by the fact that the non-linear Fokker-Planck PDE associated to this class includes to the

kinetic Landau equation as a prototype example, the latter being the most popular mathematical model in
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the theory of collisional plasma. In this regards, the 2nd order part of the Fokker-Planck PDE associated to

(1.3), which reads as

(∂t + 〈v,∇x〉)ut + divv
(
utF (ut)bt

)
= ∆vut, (1.4)

differs from the one in the Landau equation, in particular it is linear. However, it is argued in [1] that a

satisfactory description of a plasma is obtained when one also takes into account not only binary collisions

(which are missing in (1.4)) but also collective effects modelled by a mean-field force term, which is present

in (1.3) and reflected by the non-linear 1st order term in (1.4).

The main aim of this paper is to give a mathematical meaning to equation (1.1) and to prove existence

and uniqueness of a solution, together with some regularity results on its time-marginal probability densities

(see Theorem 1.6 and its proof in Section 5.2). To define the notion of solution to the McKean-Vlasov

equation, which is a non-linear equation in the sense that the drift of the SDE depends on the solution via

the density of the solution itself, a natural step is to define and investigate its linear counterpart, which is

a kinetic-type SDE where the drift is singular but does not depend on the law of the solution itself. Such

SDE is formulated as a martingale problem in Section 5.1, and results on its well-posedness are the first

by-product of this work. We denote by K the parabolic generator of the underlying Gaussian process solving

the SDE (1.1), see (2.11). Another by-product is the study of the nonlinear Fokker-Planck (FP) PDE given

by 


K′ut = divv

(
utF (ut)bt

)
, t ∈ (0, T ],

u0 = u0,
(1.5)

where K′ is the formal adjoint of K, given in (2.13)-(2.14), u0 is the law density of µ(V0,X0) and divv denotes

the divergence in the variable v of the vector (v, x). Indeed, we prove that the density of the solution to (1.1)

does satisfy (1.5) and for this, analytical results for the latter are crucial (see Section 3), which might have

separate interest. These include the existence and uniqueness of a weak solution in an anisotropic Hölder

space, as well as stability results for the regularized version of (1.5), obtained by replacing the distribution

bt with a smooth function. Finally, we mention a third by-product, namely analytical results on the singular

kinetic-type backward Kolmogorov PDE




Ku+ 〈B,∇v〉u = λu+ g, t ∈ (0, T ),

uT = φ,
(1.6)

with K being defined in (1.9), and B being a suitable distribution, which is the fundamental tool used to

set up the linear martingale problem. In Section 4 we prove results that are analogous to those for the

Fokker-Planck PDE (1.5). We also note that all the PDE results of this work rely on suitable Schauder

estimates in anisotropic Besov spaces for the semigroups of K and K′, which are stated in Theorem 2.10 and

proved in Appendix B.

1.2 Literature review

As we have mentioned above, the system (1.1) that we will investigate combines three features: distributional

coefficients (hence the term singular), the fact that the drift depends on the density of the law of the unknown

itself (hence the term McKean-Vlasov), the fact that the Brownian motion drives only the V -component

(hence the term degenerate or kinetic). All these features have previously been studied in the literature, as
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we see below, but this is, to the best of our knowledge, the first time they are combined together when the

drift depends in a pointwise fashion on the density law.

The first examples of SDEs with distributional drifts date back some 20 years ago with the works [7,

28, 29, 57] in one dimension. Some years later, [27] treat the case of any dimension d ≥ 1 and with a

drift in a fractional Sobolev space of negative regularity index −β > −1/2, in the so-called Young regime.

Immediately after and independently [23] treat the case of singular coefficients in Besov spaces with negative

regularity index −β > −2/3 in dimension 1 (i.e beyond the Young regime). In the following years [15]

investigate extensions in dimension d and −β > −2/3. Another generalization is given simultaneously in [2]

and [19], where the authors consider the extension to α-stable noises in place of Brownian motion, in the

Young regime and dimension d, producing also an explicit description of the dynamics of the solution using

a suitable semigroup. In [39] they frame the problem as a martingale problem and derive a description of

the dynamics in terms of weak Dirichlet processes. One of the common tools that can be found in many of

these works is a singular Kolmogorov equation like (1.6) in the uniformly parabolic case, i.e. when N = d,

which is needed to cast the singular SDE as a martingale problem. A solution for the latter is a process Z

and a probability P such that for all f ∈ D we have f(t, Zt) − f(0, X0) −
∫ t

0
Lf(s,Xs)ds is a P-martingale,

where L is the ‘generator’ of Z (formally given by L = K+ 〈B,∇v〉). The class of functions D is constructed

as the set of solutions to (1.6) for smooth forcing terms g and terminal conditions φ. Once the martingale

problem is defined, one uses results on the Kolmogorov PDE (1.6) (such as well-posedness and continuity

with respect to the coefficients) combined with classical tools of stochastic analysis such as tightness and

uniqueness results of marginal laws to show existence and uniqueness of a martingale solution. After these

early foundational works on SDEs with singular coefficients, people started to explore this topic further: by

studying numerical schemes for singular SDEs [22, 31]; allowing for different type of noises [43]; studying

heat kernel estimates for singular SDEs [55]; studying singular kinetic SDEs, singular McKean-Vlasov SDEs

and even singular kinetic McKean-Vlasov SDE, as we see below.

McKean-Vlasov equations were originally introduced by McKean in the mid 1960s and have become very

popular, in recent years, after the well-known Saint-Flour lecture notes by A.S. Sznitman [59], and they

typically arise as limit of interacting particle systems when the number of particles goes to infinity and when

the dynamics of each particle depends on the empirical measure of all other particles. Depending on the type

of interaction, one obtains different limiting equations. In the so-called moderate interaction, first introduced

by [51] for smooth drifts, the particles interact through a mollified version of the empirical measure, and

the limiting equation turns out to depend on the density of the law in a pointwise way (rather than the

law itself). A similar McKean SDE whose marginal laws solve the porous media PDE was provided in [9].

Other McKean SDEs with more general diffusion and drift coefficients were investigated by [11, 5, 8, 4]. In

the framework of moderate interaction, but with singular drift, and in the special non-degenerate case, the

well-posedness of the limiting singular McKean-Vlasov SDE (1.1) has been recently studied in [40]. More

precisely, in [40] the authors prove weak existence and uniqueness to the equation (1.1) in the special case

when B0 = 0 and d = N , that is when the vector (V,X) in (1.1) reduces to the first component V , and

for −β > −1/2. Similar equations have been studied in [16, 17] where they analyse a McKean-Vlasov type

SDE with singular coefficients with a drift of convolution form b ∗ µVt
and a general α-stable process as

noise. They prove well-posedness of said SDE and heat kernel estimates. Notice that their threshold for the

singularity is −β > −1 but they are still in the Young regime due to the smoothing effect of the convolution,

as opposed to the pointwise product in (1.1), which is the same as in [40].
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In the realm of kinetic-type SDEs, the well-posedness of the linear martingale problem, together with

Gaussian estimates for the density, have been established in [50] and [49], assuming the coefficients in suitable

Hölder spaces induced by an anisotropic norm that takes into account the different time-scaling properties

of the degenerate components, namely the component X of (V,X) according to our notation. In the latter

references, the drift of the degenerate component X may be non-linear and the diffusion coefficient is allowed

to be non-constant, provided that it satisfies a uniform ellipticity condition on Rd. In [18], the authors

allow the drift of V to be an unbounded discontinuous function and derive heat kernel and gradient kernel

estimates. In [33], the drift of V is a convolution with a kernel that may be a distribution and the authors

study the singular martingale problem in order to tackle a convolutional kinetic McKean-Vlasov SDE (see

also the next paragraph). In the kinetic McKean-Vlasov setting, we mention a few contributions. In [13] a

conditional Langevin-type dynamics is considered as an alternative approach to Navier-Stokes equations for

turbulent flows. The weak well-posedness of the McKean-Vlasov SDE was proved via propagation of chaos,

by considering a smoothed SDE and proving that the corresponding interacting particle system propagates

chaos. The weak existence for equations with McKean-Vlasov coefficients in the form of E[b(t, z, Zt)], both in

the drift and the diffusion, was recently proved in [61] for the strictly kinetic case (N = 2d), under minimal

regularity conditions (uniform continuity w.r.t. to the position variable in both the state and the measure

component) on the function b. Similar results were recently proved in [63].

Finally, we mention [33] in which the authors combine all three aspects considered in this paper: singular,

kinetic and McKean-Vlasov. In particular, they study a kinetic McKean-Vlasov equation which differs from

(1.3) in that the dynamics of the velocity component Vt reads as

dVt = bt(Zt)dt+ (K ∗ µXt
)(Xt)dt+ dWt, (1.7)

where the drift component is the sum of a term bt in a weighted anisotropic Besov space with regularity

index −β with β ∈ (1/2, 2/3) (hence this is outside the Young regime and requires the use of tools like

paracontrolled calculus) and one convolution part involving the law of the position X with a singular kernel

K with regularity index α > (β−1)/3 (notice that α can be negative). They prove existence of a martingale

solution, and under the stronger assumptions that K is bounded and measurable (thus non-singular) they

also prove uniqueness. One of the main differences between the setting in [33] and that of the present work

regards the way the drift depends on the law: (i) in (1.7) the dependence appears through the convolution

with a singular term, hence it is linear, while here, as in (1.1), we have a nonlinear function evaluated

pointwisely in the law and multiplied by a Schwartz distribution; (ii) in (1.7) the dependence on the law,

and thus the mean-field interaction of the associated particle system, only involves the position variable X.

Finally we stress that in the present work we derive our results in the general degenerate setting of

equation (1.1) (with 0 < d < N) and not only in the purely kinetic case (N = 2d).

As mentioned in Section 1.1, a key step to prove our results on the SDE (1.7) is the study of the singular

non-linear Fokker-Planck equation (1.5) and the backward Kolmogorov equation (1.6). From the PDE point

of view, our results in Sections 3 and 4 on the well-posedness, regularity and stability of these equations

are natural extensions of those in [40] and [38] from the elliptic to the hypoelliptic setting. As the proofs

in the latter references rely on Besov-Schauder estimates for the heat semigroup (see [32]), our proofs rely

on their anisotropic counterpart for the semigroup of the operators K and K′ (defined in (1.9) and (2.13)),

for which we provide a complete proof. To the best of our knowledge, in the hypoelliptic framework, these

estimates only appeared in [64] for the strictly kinetic (N = 2d) and homogeneous case, namely when the
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operator K is invariant with respect to a family of dilations. We also mention that our PDE results are

somehow complementary to those in [33], where the paracontrolled case (β ∈ (1/2, 2/3)) was considered, in

the strictly kinetic framework. In general, there is a large body of literature, also very recent, concerned with

the regularity properties of degenerate-type PDEs involving K or its adjoint K′ as a principal operator. In

the Hölder setting, we recognize two main approaches. In the semigroup approach, initiated by [48], solutions

are defined in the distributional sense: in this framework, solutions do not benefit from the time-smoothing

effect that is typical of parabolic equations, and the regularity structures are typically defined in terms of

spatial anisotropic Hölder spaces (see Section 2.3), which do not require Hölder-regularity with respect to

the time-variable. With respect to this approach, the anisotropic Besov spaces defined in Section 2.1, and

the related Schauder estimates for the semigroups of K and K′ in Section 2.2, are the natural distributional

extensions. On the other hand, in the stream of research started by [56], solutions in the Lie sense are defined

in terms of directional derivatives along the Hörmander vector fields. In this approach, the regularity of the

coefficients and of the solutions is typically stated in so-called instrinsic Hölder spaces (see Section 2.3),

where the regularity properties in space and time are strictly intertwined. Some authors (see [10], [25], [47])

have recently combined these two approaches to obtain intrinsic regularity of the solution (with respect to

all the variables) by only assuming anisotropic regularity for the data (and only measurability). We refer

to [46] and [47] for a more exhaustive overview of the literature regarding these two approaches and their

combination. In particular, we refer to [46] and to the previous work [24] for the study of fundamental

solutions in the degenerate Hölder setting. We note that, although the theory of functional intrinsic spaces

has already been developed in the Sobolev setting (e.g. [30], [54]), the distributional Besov counterpart of

the intrinsic Hölder spaces has not yet been studied and it is an open problem for future research. This will

be necessary to establish sharp regularity estimates for the singular PDEs considered in this paper.

1.3 Setting and main result

Throughout the paper, we set the matrix

B :=

(
B0

B1

)
∈ MN×N , (1.8)

where B0 ∈ Md×N and B1 ∈ M(N−d)×N are the real matrices in (1.7). We also denote by ∆v and ∇z,

respectively, the Laplacian operator on Rd and the gradient on RN , namely

∆v =

d∑

i=1

∂2vi
, ∇z = (∂z1 , · · · , ∂zN ).

Assumption 1.1. The Kolmogorov operator

K := A+ ∂t :=
1

2
∆v + 〈Bz,∇z〉+ ∂t︸ ︷︷ ︸

=:Y

, z = (v, x) ∈ RN , (1.9)

is hypoelliptic on RN+1.

Remark 1.2. By Hörmander theorem, K in (1.9) is hypoelliptic if and only if the vector fields ∂v1
, . . . , ∂vd

and Y satisfy

rank Lie(∂v1
, . . . , ∂vd

, Y ) = N + 1. (1.10)
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Example 1.3. The kinetic equation (1.3) can be obtained from (1.7) by setting N = 2d, m = d and

B :=

(
0 0

Id 0

)
.

In this case we have Y = ∂t + 〈v,∇x〉 and

[∂vi
, Y ] = ∂xi

, i = 1, · · · , d,

thus (1.10) is satisfied.

In [44] it was shown that (1.10), known as weak (or parabolic) Hörmander condition, is equivalent to B1

having the block-form

B1 =




B1 ∗ · · · ∗ ∗

0 B2 · · · ∗ ∗
...

...
. . .

...
...

0 0 · · · Br ∗




(1.11)

where the ∗-blocks are arbitrary and Bj is a (dj−1 × dj)-matrix of rank dj with

d ≡ d0 ≥ d1 ≥ · · · ≥ dr ≥ 1,

r∑

i=0

di = N. (1.12)

It is convenient to set

d̄i :=
i∑

k=0

dk, i = 0, · · · , r, and d̄−1 := 0.

Next we introduce the notation for function spaces used in this paper. For a given T > 0, α ∈ R, and for

any (U, ‖ · ‖U ) generic normed space endowed with the Borel σ-algebra generated by the topology induced

by ‖ · ‖U , we introduce the following notations.

• S the space of Schwartz functions and S ′ the space of tempered distribution on RN .

• Cb the space of bounded continuous functions on RN , equipped with the norm ‖ · ‖L∞ = ‖ · ‖L∞(RN ).

• C∞
c the space of C∞ functions on RN with compact support.

• Cα
B the anisotropic Besov space of order α and by ‖ · ‖α its norm, see Definition 2.6.

• Cα
B,T the space of intrinsically α-Hölder continuous functions for α > 0, and by ‖ · ‖Cα

B,T
its norm, see

Definition 2.15.

• L∞
T U , the space of Borel-measurable functions f : [0, T ] → U such that

‖f‖T,U := ess sup
t∈[0,T ]

‖ft‖U < +∞.

We have two special cases:

– when U = Cα
B the norm ‖f‖T,U is denoted by ‖f‖T,α,

– when U = Cb, the norm ‖f‖T,U is denoted by ‖f‖T .
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• CTU the space of continuous functions f : [0, T ] → U .

• CTS the space of continuous functions f : [0, T ] → S, where S is equipped with the usual strong

topology.

We use the notation 〈·, ·〉 to indicate the scalar product in RN , and 〈·|·〉 for the distributional dual pairing

in S and S ′.

We now specify the regularity assumptions on the coefficients b, F in (1.1) and on the density of the

initial condition u0 in (1.2), under which we will prove the main result.

Assumption 1.4. Let T > 0, β ∈ (0, 12 ). We have

(i) b ∈ CT C
−β
B .

(ii) u0 ∈ Cβ+ε
B for some ε ∈ (0, 1− 2β), and is a probability density on RN .

Let F : R → Md×m and F̃ : R → Md×m, defined as

F̃ (s) := sF (s). (1.13)

We will make use of the following assumptions for Φ = F or Φ = F̃ .

Assumption 1.5. The function Φ : R → Md×m is differentiable, with bounded and globally Lipschitz-

continuous derivative.

Postponing until Section 5.2 (Definition 5.14) the precise definition of solution (in law) to (1.1) (denoted

as solution to MKMP(F, b, u0)), we formulate the following main result, which will be restated and proved

in Theorem 5.15. Concerning the regularity of the density of the solution to the MKMP(F, b, u0), we refer

to Remark 5.16.

Theorem 1.6. Let Assumptions 1.1 and 1.4 hold. Let also Assumption 1.5 hold with Φ = F, F̃ . Then there

exists a unique solution to MKMP(F, b, u0).

In order to help the reader better understand the paper, we now explain the key steps and overall strategy

for the proof of the main result. The idea in a nutshell is to construct a reasonably good “guess” of solution

to the McKean problem and then verify that such a guess is the unique solution of our problem. However,

the construction of the guess solution is not trivial.

The first step, in order to do this, is to view the MKMP(F, b, u0) as a particular case in a class of linear

martingale problems, denoted by MP(B, µ0), where the drift B does not contain any unknowns. Here B

must be any given Besov distribution and µ0 any initial law. We will construct our guess solution by solving

the linear martingale problem, which is an easier environment to work in. It can be easily verified that a

solution of MKMP(F, b, u0) is a solution of MP(F (u)b, u0(z)dz), so in order to move from the McKean-Vlasov

framework to the linear framework we need to know the density of the solution itself, because the unknown

density u of (1.1) has to be given as an input of the linear problem. In the linear case, by applying the Itô

formula, it is easily verified that the marginals of an SDE are (distributional) solutions of the associated FP

equation. This fact also holds for a solution of MKPM(F, b, u0), as proved in Proposition 5.13, even though

the associated FP equation is non-linear in this case. The results on well-posedness for the nonlinear FP

equation are proved in Section 3, and are a first hint about the well-posedness of (1.1). Once we are in the
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linear framework, the second step consists of finding a (unique) solution to the singular linear martingale

problem, which is the content of Theorem 5.11. To do so, the singular drift is smoothed and the result [26,

Theorem 2.6] allows us to find the solution of the Stroock-Varadhan martingale problem. At this point, it is

worth noticing that in the smoothed case our notion of solution coincides with the classical one à là Stroock-

Varadhan, as proven in Proposition 5.5. To show existence of a solution to the non-smoothed linear problem

we have to verify that the sequence of measures that solves the regularized problem is tight, and that the

limit of a subsequence is a solution. To prove tightness (see Lemma 5.7) we make use of a uniform-boundness

result of solutions to a Kolmogorov-type PDE, whose analysis is done in Section 4. To prove uniqueness, we

extend a well-known uniqueness propriety of martingale problems to time-inhomogeneous coefficients, which

is referred to as ‘Propriety P’ in this work (see Appendix A).

The final step is now easy and consists of checking that the solution constructed as described above

is indeed the unique solution to the singular McKean-Vlasov martingale problem. This can be seen using

tightness as well as continuity results of the Zvonkin-type PDE and the Fokker-Planck PDE, together with

the fact that for the smoothed coefficient the result is valid. This is done in Section 5.2.

The rest of the paper is organized as follows. In Section 2 we introduce the anisotropic Besov and

Hölder spaces we will work in and the main analytical tools that are needed to study the non-linear Fokker-

Planck and the backward Kolmogorov PDEs. In particular we introduce the semigroups associated to

the Kolmogorov backward operator and to the Fokker-Planck forward operator and provide key Schauder

estimates for both, the proof of which is postponed to the Appendix. In Section 3.1 we study the well

posedness of the nonlinear Fokker-Planck equation via local fixed point arguments and using Schauder

estimates. We also show continuity results for the FP equation in Section 3.2. Section 4 is devoted to

showing well-posedness and continuity results for the linear Kolmogorov equation. Section 5.1 contains the

study of the linear martingale problem and Section 5.2 the well posedness of the McKean-Vlasov problem.

Appendix A contains the extension of the uniqueness results for time-inhomogeneous martingale problems

knowing the uniqueness of the marginals and Appendix B the proof of Schauder estimates.

2 Analytical tools

In this section we provide the main analytical results that are needed for the study of the singular non-linear

Fokker-Planck PDE (1.5) and backward Kolmogorov PDE (1.6). We first introduce the relevant anisotropic

Besov spaces and recall some of their basic properties (Section 2.1), then we state the inherent Schauder

estimates for the semigroup kernels of K and K′ (Section 2.2). We then recall the definition of anisotropic

Hölder spaces, their characterization as Besov spaces with non-integer positive regularity index, and briefly

compare them with their intrinsic counterparts (Section 2.3). Finally we state some useful regularization

results (Section 2.4).

Hereafter we will always assume that Assumption 1.1 is satisfied and thus B1 admits a representation as

in (1.11)-(1.12), which factorizes RN in r + 1 components of dimensions d0 ≥ · · · ≥ dr ≥ 1. Accordingly, we

will employ the notation z = (z0, · · · , zr) ∈ RN with each zi ∈ Rdi .
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2.1 Anisotropic Besov Spaces

For the reader’s convenience, we recall the classical Fourier-based construction of anisotropic distributional

Besov spaces together with some useful results. We focus on the particular case of integrability and micro-

scopic parameters equal to infinity (typically denoted by p and q in the literature), as this work only covers

this case. The interested reader can refer to [60, Chapter 5] for the general definition, and to the references

therein for an account on the historical development of these spaces.

Let us define the so-called anisotropic norm as

|z|B :=

r∑

i=0

|zi|
1

2i+1 , z = (z0, · · · , zr) ∈ RN ,

where |zi| is the Euclidean norm in Rdi . It is immediate that | · |B is not strictly a norm as it is not

homogeneous with respect to usual scalar multiplication. However, homogeneity holds for the family of

dilations Dλ : RN −→ RN , λ > 0, defined as

Dλz = λ.z := (λz0, λ
3z1, . . . , λ

2r+1zr), z = (z0, · · · , zr) ∈ RN . (2.1)

In this work Bτ (z) denotes the closed anisotropic disk, or ball, centred at z ∈ RN with radius τ > 0, i.e.

Bτ (z) := {y ∈ RN : |y− z|B ≤ τ}. The ball centred at the origin is denoted by Bτ := Bτ (0). Moreover, we

define the anisotropic annuli

Aτ,ρ := {x ∈ RN : τ ≤ |x|B ≤ ρ}, 0 < τ < ρ.

We finally denote by Q the so-called homogeneous dimension, set as

Q :=
r∑

i=0

di(2i+ 1).

As in the isotropic case, the anisotropic spaces are defined through a Paley-Littlewood decomposition.

We start by considering a smooth, non-negative function ρ−1 on RN such that

ρ−1 ≡ 1 on B 1
2
, suppρ−1 ⊆ B 2

3
and

∫

RN

ρ−1(ξ)dξ = 1. (2.2)

The sequence of functions {ρj}j≥0, defined by

ρj(ξ) := ρ−1(2
−(j+1).ξ)− ρ−1(2

−j .ξ), ξ ∈ RN ,

is called an anisotropic Paley-Littlewood partition.

Remark 2.1. By definition we have the following properties:

(a) ρj(ξ) = ρ0(2
−j .ξ), j ≥ 0,

(b) suppρj ⊆ A2j−1,2j+1 , j ≥ 0, (2.3)

(c) suppρi ∩ suppρj 6= ∅ ⇐⇒ |i− j| ≤ 1, i, j ≥ −1,

(d)

n∑

j=−1

ρj(ξ) = ρ−1

(
2−(n+1).ξ

)
, n ≥ −1,

(e)

+∞∑

j=−1

ρj ≡ 1 on RN .
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For any f ∈ L1(RN ) we employ the following definitions for the Fourier transform and its inverse:

F(f)(ξ) = f̂(ξ) := (2π)
−N

2

∫

RN

e−i〈z,ξ〉f(z)dz,

F−1 (f) (z) = f̌(z) := (2π)
−N

2

∫

RN

ei〈z,ξ〉f(ξ)dξ.

Remark 2.2. It can be directly verified that the scaling property of the Fourier transform for the {ρj}j≥0

reads as

2jQρ̌0 ◦D2j = F−1(ρ0 ◦D2−j ) = ρ̌j , j ≥ 0. (2.4)

Another important property is

(2π)
−N

2

∫

RN

ρ̌−1(z)dz = 1, (2π)
−N

2

∫

RN

ρ̌j(z)dz = 0, j ≥ 0,

which stems from

(2π)
−N

2

∫

RN

ρ̌j(z)dz = F
(
F−1ρj

)
(0) = ρj(0).

The Fourier transform of f ∈ S ′ is defined, as usual, by duality, i.e.

〈F(f)|ϕ〉 = 〈f̂ |ϕ〉 := 〈f | ϕ̂〉, ϕ ∈ S,

and the same for F−1 = f̌ . For f ∈ S ′, the j-th Paley-Littlewood block of f is defined as

∆jf := F−1
(
ρj f̂

)
, j ≥ −1. (2.5)

Remark 2.3. By the properties of the Fourier transform, we have

∆jf = ρ̌j ∗ f,

and in particular, ∆jf is smooth. On the other hand, it is easy to check that
∑n

j=−1 ∆jf tends to f in S ′

as n→ ∞.

The following result, whose proof is completely analogous to that of [3, Lemma 2.1] in the isotropic case,

is fundamental to comprehend the construction of Besov spaces used in the paper.

Theorem 2.4 (Bernstein’s type inequality). For every k ∈ N0, there exists a positive constant C = C(k)

such that
d̄i∑

l=d̄i−1+1

‖∂kzlf‖L∞ ≤ Cλ(2i+1)k‖f‖L∞ , λ > 0, i = 0, · · · , r, (2.6)

for any f ∈ L∞(RN ) such that suppf̂ ⊆ Bλ. Note that, in particular, C does not depend on λ.

By applying this result to the Paley-Littlewood partition, we have the following.

Corollary 2.5. For any f ∈ S ′ and k ∈ N0, we have

d̄i∑

l=d̄i−1+1

‖∆j(∂
k
zl
f)‖L∞ ≤ C 2j(2i+1)k‖∆jf‖L∞ , i = 0, · · · , r, j ≥ −1, (2.7)

where C = C(k) > 0.
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Proof. By (2.5) we have

F (∆jf) = ρj f̂ , j ≥ −1,

whose support is contained in B2j+1 by (2.3). If ‖∆jf‖L∞ = ∞, there is nothing to prove. Otherwise, since

the decomposition operators ∆j commute with the derivatives, the result follows from (2.6).

We can now give the definition of anisotropic Besov space.

Definition 2.6. Given γ ∈ R, the space Cγ
B of the distributions f ∈ S ′ such that

‖f‖γ := sup
j≥−1

(
2jγ‖∆jf‖L∞

)
<∞

is called anisotropic Besov space of order γ. In this context, γ is called the regularity parameter.

It is straightforward to see that

α < γ =⇒ Cγ
B ⊂ Cα

B .

Also, by applying inequality (2.7), for any γ ∈ R and k ∈ N0 we have

d̄i∑

l=d̄i−1+1

‖∂kzlf‖γ ≤ C‖f‖β+(2i+1)k, i = 0, · · · , r. (2.8)

The quantity (2i + 1) represents the reduction in terms of regularity whenever a derivative along the i-th

block is required.

Example 2.7. We have that L∞(RN ) ⊂ C0
B . Indeed, for any f ∈ L∞(RN ), Young’s inequality yields

‖∆jf‖L∞ ≤ ‖ρ̌j‖L1‖f‖L∞ .

Also, by (2.4) we have ‖ρ̌j‖L1 = ‖ρ̌0‖L1 , and thus

‖f‖0 = sup
j≥−1

‖∆jf‖L∞ <∞.

Example 2.8. The Dirac delta δ0 of RN is an element of Cγ
B if and only if γ ≤ −Q. To see this, note that

∆jδ0 = ρ̌j ∗ δ0 = ρ̌j , j ≥ −1.

Therefore, by (2.4) we obtain

sup
j≥0

(
2jγ‖∆jδ0‖L∞

)
= sup

j≥0

(
2(j(γ+Q)‖ρ̌0‖L∞

)
,

which is finite if and only if γ ≤ −Q.

To make sense of the product appearing in the MKV SDE (1.1) and in the PDEs (1.5) and (1.6), we

will consider the so-called Bony’s product (see [12]) between Besov distributions, which extends the product

between functions (which are also tempered distributions). Intuitively, this is defined if we can make sense

of the formal product

fg =
∞∑

j,i=−1

∆jf∆ig, (2.9)

which is possible if the sum between the regularity parameters of f and g is strictly positive. As in the

isotropic framework, this is achieved by bounding separately the paraproduct and the resonant components

of (2.9) (see [32, Section 2.1]). In particular, the following result can be proved by proceeding exactly as in

[32, Lemma 2.1] (see also [33]).
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Proposition 2.9. Let α, γ ∈ R with α + γ > 0. Then Bony’s product restricted to Cα
B × Cγ

B is a bilinear

form from Cα
B × Cγ

B to Cα∧γ
B and there exists a positive constant C such that

‖fg‖α∧γ ≤ C ‖f‖α‖g‖γ , f ∈ Cα
B , g ∈ Cγ

B . (2.10)

2.2 Kinetic-type semigroups and Schauder’s estimates

In this section we present Besov-Schauder’s estimates for the fundamental solutions of the hypoelliptic

operators K in (1.9) and of its formal adjoint K′ defined below, which appear in (1.6) and (1.5), respectively.

Note that K is the Kolmogorov operator associated to the RN -valued linear SDE

dZt = BZtdt+ σdWt, (2.11)

with

σ =

(
Id

0N−d,d

)
∈ MN×d,

where Id and 0N−d,d denote, respectively, the d × d identity matrix and the (N − d) × d matrix with null

entries. We recall that B is as in (1.8)-(1.11)-(1.12), so that Assumption 1.1 is satisfied. Note that (2.11)

coincides with (1.1) upon posing the McKean-Vlasov coefficient F
(
ut(Zt)

)
bt(Zt) equal to zero. It is known

since [34] (see also [53, Section 9.5] for a recent presentation) that K admits a unique smooth fundamental

solution Γ(T − t; y, z), t < T , y, z ∈ RN . Namely, the function (t, y) 7→ Γ(T − t; y, z) solves Ku = 0 on

(−∞, T )× RN and

Γ(T − t; η, z)dz−→δy(dz) weakly as (t, η) → (T−, y).

In particular, Γ is explicitly given by

Γ(s; y, z) = Γs(z − esBy), s > 0, z, y ∈ RN ,

with

Γs(z) :=
(2π)−

N
2

√
detC(s)

exp

(
−
1

2
〈C−1(s)z, z〉

)
, (2.12)

and

C(s) :=

∫ s

0

eτBA
(
eτB

)⊤
dτ, A :=

(
Id 0

0 0

)
.

Note that C(s) is strictly positive definite if (and only if) Assumption 1.1 holds. It is also known that

Γ(t − s; y, z), t > s, is the fundamental solution (with respect to the forward variables t, z) of the Fokker-

Planck operator K′ given by

K
′ := −∂t +A

′ (2.13)

A
′ :=

1

2
∆v − 〈∇z, Bz〉 =

1

2
∆v − 〈Bz, ∇z〉 − Tr(B), z = (v, x) ∈ RN . (2.14)

This means that the function (t, z) 7→ Γ(t− s; y, z) solves K′u = 0 on (s,+∞)× RN and

Γ(t− s; y, η)dy−→δz(dy) weakly as (t, η) → (s+, z). (2.15)

To fix the ideas, this implies that the function

v(s; t, z) :=

∫

RN

Γ(t− s; y, z)ϕ(y)dy −

∫ t

s

∫

RN

Γ(t− τ ; y, z)g(s, y)dydτ, t > s, z ∈ RN ,
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is a smooth solution to the Cauchy problem




K′v(s; ·, ·) = g, on (s,+∞)× RN ,

v(s; s, ·) = ϕ,

for any ϕ ∈ Cb(R
N ) and g sufficiently smooth. An analogous representation holds for the solution to the

backward Cauchy problem for K.

In light of this, we want to extend the action of the fundamental solution to tempered distributions. For

t > 0, we consider Pt, P
′
t : S → S acting as

Ptϕ(y) =

∫

RN

Γ(t; y, z)ϕ(z)dz, P ′
tϕ(z) =

∫

RN

Γ(t; y, z)ϕ(y)dy,

which define semigroups. By duality, we then extend these semigroups (Pt)t>0 and (P ′
t )t>0 of K and K′,

respectively, as the family of linear operators Pt, P
′
t : S

′ → S ′ acting as

〈Ptf |ϕ〉 := 〈f |P ′
tϕ〉, 〈P ′

tf |ϕ〉 := 〈f |Ptϕ〉, ϕ ∈ S, f ∈ S ′.

Theorem 2.10 (Schauder’s estimates). For any γ ∈ R, α ≥ 0 and T > 0 there exists a positive constant

C = C(α, γ, T ) such that, for any f ∈ Cγ
B, we have

‖Ptf‖γ+α + ‖P ′
tf‖γ+α ≤ C t−

α
2 ‖f‖γ , t ∈ (0, T ]. (2.16)

The proof of Theorem 2.10 is postponed to Appendix B. These estimates generalize those in [32] for the

semigroup of the heat operator, and those in [64] for the strictly kinetic (N = 2d) and homogeneous case,

namely when the operator K is invariant with respect to the family of dilations in (2.1).

2.3 Anisotropic and intrinsic Hölder spaces

As mentioned in the introduction, the anisotropic Besov spaces defined above represent a natural extension

of the anisotropic Hölder spaces typically used in the study of K and K′-type operators according to the

semi-group approach. For γ > 0, a full characterization of Cγ
B in terms of an anisotropic Hölder space can

be found in [64, Lemma 2.8]. To illustrate the idea, we provide a representation of such a characterization

for some ranges of β.

Definition 2.11. We denote by C γ
B the linear space of functions f : RN −→ R such that the following

quantity is finite:

‖f‖Cγ
B
:=





‖f‖L∞ + sup
z∈RN

sup
h∈RN

|f(z+h)−f(z)|
|h|γB

, γ ∈ (0, 1],

‖f‖L∞ + sup
z∈RN

sup
h∈RN−d

|f(z+(0,h))−f(z)|
|(0,h)|γB

+
d∑

l=1

‖∂zlf‖Cγ−1
B

, γ ∈ (1, 3],

‖f‖L∞ + sup
z∈RN

sup
h∈RN−d−d1

|f(z+(0,0,h))−f(z)|
|(0,0,h)|γB

+
d∑

l=1

‖∂zlf‖Cγ−1
B

+
d1∑
l=1

‖∂zd+l
f‖

C
γ−3
B

, γ ∈ (3, 4].

Previous quantity is a norm and C γ
B is a Banach space.
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Note that, up to order γ = 3, the only derivatives appearing are with respect to the first d space-variables.

The first-order derivatives with respect to the space variables in the d1-block only appear when γ > 3. We

refer the reader to [64, Subsection 2.1] for the definition of C γ
B for an arbitrary γ > 0. The basic idea is that

a derivative with respect to a space-variable within the j-th block is counted as a (2j+1)-th order derivative.

Remark 2.12. If α > γ > 0 then the space Cα
B is topologically embedded in C γ

B .

The relation between the Besov spaces Cγ
B and C γ

B is as follows (see [64, Lemma 2.8], which is an

adaptation of [21, Proposition 1.3.2], see also [20]).

Proposition 2.13. For any non-integer γ > 0, C γ
B = Cγ

B and their norms are equivalent.

Remark 2.14. We observe that, if f ∈ C γ
B with γ ∈ (0, 1], then there exist two positive constants C and

ν ∈ (0, γ) (small enough depending on B) such that

‖f‖Cν := ‖f‖L∞ + sup
z 6=z′∈RN , |z−z′|≤1

|f(z)− f(z′)|

|z − z′|ν
≤ C‖f‖γ .

In other words, f is ν-Hölder continuous in the classical sense (see [3, Definition 1.49]).

The anisotropic Hölder spaces above can be somehow “extended” to functions defined on R×RN . These

are the so-called intrinsic Hölder spaces mentioned in the introduction, which are the natural choices to

include the regularity along the time-variable in the study of degenerate K and K′-type operators. In this

framework, the correct translation to consider is not the Euclidean one used in the parabolic case, but the

one with respect to the integral curves of Y . Intuitively, this follows from the fact that Y plays the role

played by the partial derivative ∂t in the parabolic case. For the same reason, the Lie derivative along Y ,

i.e.

Y u(t, z) := lim
h→0

u(t+ h, ehBz)− u(t, z)

h
(2.17)

counts as a second-order derivative. Once more, we provide the definition of these spaces only for some

ranges of γ.

Definition 2.15. For T > 0, we denote by C γ
B,T the space of functions u : [0, T ]×RN −→ R such that the

following exists and it is finite (in particular it is a norm):

‖u‖Cγ
B,T

:=





sup
(t,z)∈[0,T ]×RN

|u(t, z)|+ sup
(t,z),(s,y)∈[0,T ]×RN

|u(t,z)−u(s,y)|
|t−s|γ/2+|z−e(t−s)By|γB

, γ ∈ (0, 1],

sup
(t,z)∈[0,T ]×RN

|u(t, z)|+ sup
(t,z)∈[0,T ]×RN

s∈[0,T ]

|u(s,e(s−t)Bz)−u(t,z)|
|s−t|γ/2 +

d∑
l=1

‖∂zlu‖Cγ−1
B,T

, γ ∈ (1, 2],

sup
(t,z)∈[0,T ]×RN

|u(t, z)|+
d∑

l=1

‖∂zlu‖Cγ−1
B,T

+ ‖Y u‖L∞

T Cγ−2
B

, γ ∈ (2, 3].

In the case γ ∈ (2, 3], we also require that Y u, which is the Lie derivative of u in the sense of (2.17),

is continuous on [0, T ] × RN . Note that, by the boundedness of the norm, u, ∂ziu, ∂zizju are uniformly

continuous on [0, T ]× RN . We say that these functions are instrinsically γ-Hölder continuous.

Obviously, by Proposition 2.13, for any γ ∈ (0, 1) we have

C γ
B,T ⊂ CT Cb ∩ L

∞
T Cγ

B . (2.18)

A full characterization of the intrinsic Hölder spaces at any order was given in [52] (see also the references

therein for previous characterizations), where an intrinsic Taylor formula was proved. The latter allows to

see that (2.18) actually holds for any non-integer γ > 0.
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2.4 Regularizations

Let Φ be a standard mollifier on RN with compact support. For n ∈ N we set Φn(z) = nNΦ(nz). For γ ∈ R,

g ∈ Cγ
B , set the family

g(n) := Φn ∗ g, n ∈ N. (2.19)

Lemma 2.16. Let T > 0, g ∈ L∞
T Cγ

B with γ ∈ R (respectively g ∈ CT C
γ
B), and denote by g(n) the function

([0, T ] ∋ t 7→ g
(n)
t ) given by (2.19). Then we have the following.

(i) For any n ∈ N and α > 0, we have g(n) ∈ L∞
T Cα

B (respectively g(n) ∈ CT Cb ∩ L
∞
T Cα

B).

(ii) For any η ∈ (0, 1), there exists C = C(γ, η) > 0 such that

‖g(n) − g‖T,γ−η ≤ C‖g‖T,γ

∫

RN

∣∣∣ y
n

∣∣∣
η

B
Φ(y)dy, n ∈ N, (2.20)

and in particular,

‖g(n) − g‖T,γ−η → 0, as n→ ∞.

(iii) In the case g ∈ CT Cb with compact support, then g(n) ∈ CTS for any n ∈ N.

To prove Lemma 2.16, we need the following result, which is a particular case of [33, Corollary 2.9].

Lemma 2.17. Let g ∈ Cγ
B with γ ∈ R, and η ∈ (0, 1). There exists a constant C = C(γ, η) > 0 such that

‖δhg‖γ−η ≤ C|h|ηB‖g‖γ , h ∈ RN , (2.21)

with δhg ∈ Cγ
B being defined through

〈δhg|φ〉 := 〈g|φ(· − h)− φ〉, φ ∈ S(RN ).

Proof of Lemma 2.16. Let n ∈ N and t ∈ [0, T ] be fixed throughout the proof and dropped for ease of

notation. To prove Part (i) it is sufficient to show that all g(n) are smooth in space with bounded derivatives

uniformly in t. Smoothness is proved as in [35, Theorem 4.1.1]. We need to prove that for every multi-index

k ∈ NN

|∂kg(n)(z)| = |g ∗ ∂kΦn(z)| = |〈g| ∂kΦn(z − ·)〉| <∞, z ∈ RN .

If ϕz(y) := ∂kΦn(z − y), it follows from Remark 2.1-(c) that

∂kg(n)(z) =
∑

i,j≥−1

〈∆ig|∆jϕz〉 =
∑

i≥−1

〈∆ig| ∆̃iϕz〉

with

∆̃iϕz :=




(∆−1 +∆0)ϕz, i = −1,

(∆i−1 +∆i +∆i+1)ϕz, i ≥ 0.

Therefore, using Hölder inequality we get

|∂kg(n)(z)| ≤
∑

i≥−1

‖∆ig‖L∞‖∆̃iϕz‖L1 =
∑

i≥−1

2iγ‖∆ig‖L∞2−iγ‖∆̃iϕz‖L1 ≤ ‖g‖γ
∑

i≥−1

2−iγ ‖∆̃iϕz‖L1︸ ︷︷ ︸
=‖∆̃iϕ0‖L1

.

(2.22)
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Now, the latter sum is finite as it is bounded by the dual Besov norm
∑

i≥−1 2
−iγ‖∆iϕ0‖L1 , which is finite

due to ϕ ∈ C∞
c . Respectively, under the additional assumption g ∈ CT C

γ
B , with k = 0 in (2.22) and replacing

g(n) with g
(n)
t − g

(n)
s yields g(n) ∈ CT Cb.

We now prove Part (ii). For any j ≥ −1 we have

∆jg
(n)
t = ρ̌j ∗ Φn ∗ gt = Φn ∗ ρ̌j ∗ gt = Φn ∗∆jgt,

and thus

(
∆j (g

(n)
t − gt)

)
(z) =

∫

RN

(∆jgt)(z − y)Φn(y)dy −

∫

RN

(∆jgt)(z)Φ(y)dy

=

∫

RN

(
(∆jgt)(z − y/n)− (∆jgt)(z)

)
︸ ︷︷ ︸

= δy/n(∆jgt)(z)

Φ(y)dy, z ∈ RN ,

which yields

‖∆j (g
(n)
t − gt)‖L∞ ≤

∫

RN

‖δy/n(∆jgt)‖L∞Φ(y)dy

(by (2.21) and definition of Besov norm)

≤ C‖g‖T,γ 2
−j(γ−η)

∫

RN

∣∣∣ y
n

∣∣∣
η

B
Φ(y)dy.

Again by definition of Besov norm, the latter inequality implies (2.20) and concludes the proof.

We now prove Part (iii). It is sufficient to prove that t 7→ Fg(n)(t, ·) is continuous with values in S. We

have

Fg(n)(t, ·) = Fg(t, ·)FΦn.

Since g is a continuous function with compact support then (t 7→ Fg(t, ·)) ∈ CTS. Since FΦn ∈ S the result

easily follows.

The next result will be used in Section 5.1 to prove the equivalence between our formulation of the

martingale problem with the classical one by Stroock-Varadhan.

Lemma 2.18. Let T > 0, α ∈ (0, 1]. For any u ∈ C 2+α
B,T , there exists a sequence (u(n))n∈N such that the

following hold.

(a) For any n ∈ N, u(n) ∈ C1,2([0, T ]× RN ), with u(n), ∂ziu
(n), ∂zizju

(n) bounded on [0, T ]× RN .

(b) For any i, j = 1, · · · , d and for any compact K ⊂ RN , we have

‖u− u(n)‖T , ‖∂ziu− ∂ziu
(n)‖T , ‖∂zizju− ∂zizju

(n)‖T , ‖(Y u− Y u(n))1K‖T −→ 0, as n→ +∞,

(2.23)

where Y u denotes the Lie derivative of u, continuous on [0, T ]× RN , defined as in (2.17).

Proof. Let Φ be a standard mollifier on RN and set, for any n ∈ N,

u(n)(t, z) :=
1

| det etB |

∫

RN

Φn

(
e−tB(z − y)

)
u(t, y)dy, Φn(y) := nNΦ(ny), (t, z) ∈ [0, T ]× RN .

We first prove Part (a). By the properties of the mollifier and by the fact that u is continuous and

bounded on [0, T ]×RN , it is standard to prove that ∇zu
(n)(t, z) is continuous and bounded on [0, T ]×RN
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and that the same holds true for the second order derivatives in space. We now study ∂tu
(n)(t, z). First note

that a simple change of variable yields

u(n)(t, z) =

∫

RN

Φn(y)u(t, z − etBy)dy. (2.24)

Note that the Lie derivative along Y is invariant with respect to the translation along its integral curves,

namely

Y
(
(t, z) 7→ u

(
t, z − etBy

))
= lim

δ→0

u
(
t+ δ, eδB(z − etBy)

)
− u
(
t, z − etBy

)

δ

= lim
δ→0

u
(
t+ δ, eδBξ

)
− u(t, ξ)

δ

∣∣∣∣
ξ=z−etBy

= (Y u)
(
t, z − etBy

)
,

for any 0 ≤ t ≤ T and z, y ∈ RN . Owing to this, and to the boundedness of Y u on [0, T ] × RN , one can

move the Lie derivative under the integral in (2.24) and obtain

Y u(n)(t, z) =

∫

RN

Φn(y)(Y u)
(
t, z − etBy

)
dy. (2.25)

Therefore, u(n)(t, z) is differentiable with respect to t and we have

∂tu
(n)(t, z) = Y u(n)(t, z)− 〈Bz,∇zu

(n)(t, z)〉, (t, z) ∈ [0, T ]× RN ,

where ∇zu
(n)(t, z) makes sense a standard Euclidean gradient. As Y u(n),∇zu

(n) are continuous on [0, T ]×

RN , so is ∂tu
(n). This concludes the proof of Part (a).

We now prove Part (b). By the boundedness of ∂ziu, ∂zizju on [0, T ]×RN , one can move the derivatives

under the sign of the integral in (2.24) and obtain

∂ziu
(n)(t, z) =

∫

RN

Φn(y)∂ziu
(
t, z − etBy

)
dy, (2.26)

∂zizju
(n)(t, z) =

∫

RN

Φn(y)∂zizju
(
t, z − etBy

)
dy. (2.27)

Noticing now that, by assumption, u, ∂ziu, ∂zizju are uniformly continuous on [0, T ]×RN and Y u is uniformly

continuous on [0, T ] × K for any compact K ⊂ RN , it is standard to show that (2.24), (2.25), (2.26) and

(2.27) imply (2.23).

3 Non-linear Fokker-Planck singular PDE

In this section we study the Fokker-Planck PDE associated to the McKean-Vlasov SDE (1.3), i.e.



K′ut = divv

(
utF (ut)bt

)
, t ∈ (0, T ],

u0 = u0,
(3.1)

with K′ being the forward Kolmogorov operator associated to the Markovian SDE (2.11), defined in (2.13)-

(2.14), and where divv is the divergence operator in Rd. Namely divv formally acts on a functionG : RN → Rd

as

divvG(z) =

d∑

j=1

∂vj
Gj(v, x), z = (v, x) ∈ Rd × RN−d.

We assume, throughout this section, that Assumptions 1.1, 1.4 and 1.5 for Φ = F and Φ = F̃ (see (1.13))

are satisfied.
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3.1 Well-posedeness of the PDE

We prove that (3.1) has a unique mild (or, equivalently, weak) solution in CT Cb ∩ L
∞
T Cβ+ε

B for a suitable

ε > 0. Note that, a priori, it is not obvious how the term

divv(utF (ut)bt), t ∈ [0, T ],

in (3.1) might be well-defined. In this respect and to prove well-posedness of (3.1) we need the following

Lemma 3.1. Let Φ satisfy Assumption 1.5. For any α ∈ (0, 1), the map

Φ : Cα
B −→ Cα

B , f 7−→ Φf := Φ ◦ f,

is well-defined and there exists a constant C > 0, only depending on Φ, such that

‖Φf − Φg‖α ≤ C(1 + ‖f‖α + ‖g‖α)‖f − g‖α, f, g ∈ Cα
B , (3.2)

‖Φf‖α ≤ C(1 + ‖f‖α), f ∈ Cα
B . (3.3)

Proof. We only show (3.2), with (3.3) being simpler. Furthermore, without loosing generality, we can assume

Φ being scalar valued. As the function Φ is Lipschitz continuous, we have

‖Φf − Φg‖L∞ ≤ C‖f − g‖L∞ .

Now fix z, z′ ∈ Rd. To complete the proof of (3.2), we need to show

|Φf(z)− Φg(z)− Φf(z′) + Φg(z′)| ≤ C(1 + ‖f‖α + ‖g‖α)‖f − g‖α|z − z′|αB . (3.4)

We set

a := f(z)− g(z), b := f(z′)− g(z′), c := f(z)− f(z′), d := g(z)− g(z′),

and proceed by considering two separate cases:

|a|+ |b| ≤ |c|+ |d| By mean-value theorem, there exists ξ included between f(z) and g(z), and η in-

cluded between f(z′) and g(z′), such that

Φf(z)− Φg(z) = Φ′(ξ)a, Φf(z′)− Φg(z′) = Φ′(η)b.

Therefore, by triangular inequality we obtain

|Φf(z)− Φg(z)− Φf(z′) + Φg(z′)| ≤ |Φ′(ξ)(a− b)|+
∣∣b
(
Φ′(ξ)− Φ′(η)

)∣∣

(by Assumption 1.5)

≤ C‖f − g‖α
(
|z − z′|αB + |ξ − η|

)
. (3.5)

Now, as |a|+ |b| ≤ |c|+ |d|, we obtain

|ξ − η| ≤ |a|+ |b|+ |c|+ |d| ≤ 2(|c|+ |d|) ≤ 2(‖f‖α + ‖g‖α)|z − z′|αB ,

which, together with (3.5), yields (3.4).
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|c|+ |d| ≤ |a|+ |b| By mean-value theorem, there exist ξ included between f(z) and f(z′), and η in-

cluded between g(z) and g(z′), such that

Φf(z)− Φf(z′) = Φ′(ξ)c, Φg(z)− Φg(z′) = Φ′(η)d.

Therefore, by triangular inequality we obtain

|Φf(z)− Φg(z)− Φf(z′) + Φg(z′)| ≤ |Φ′(ξ)(c− d)|+
∣∣d
(
Φ′(ξ)− Φ′(η)

)∣∣

(by Assumption 1.5)

≤ C
(
‖f − g‖α + ‖g‖α|ξ − η|

)
|z − z′|αB . (3.6)

Now, as |c|+ |d| ≤ |a|+ |b|, we obtain

|ξ − η| ≤ |a|+ |b|+ |c|+ |d| ≤ 2(|a|+ |b|) ≤ 4‖f − g‖α,

which, together with (3.6), yields (3.4) and completes the proof.

Remark 3.2. By Lemma 3.1 applied to Φ = F̃ , for any α ∈ (β, 1) we have

divv(fF (f)bt) ∈ C−β−1
B , f ∈ Cα

B , t ∈ [0, T ].

Indeed, by the Bernstein inequality (2.8), the estimate for the Bony’s product (2.10) and by (3.3), we obtain

‖divv(fF (f)bt)‖−β−1 ≤ C

d∑

i=1

∥∥((F̃ f)bt
)
i

∥∥
−β

≤ C(1 + ‖f‖α)‖bt‖−β < +∞. (3.7)

Definition 3.3. We say that a function u ∈ CT Cb∩L
∞
T Cβ+ε

B is a weak solution for the singular Fokker-Planck

(3.1) if it is a distributional solution. Namely, for all ϕ ∈ S we have

〈ut|ϕ〉 = 〈u0|ϕ〉+

∫ t

0

〈us|Aϕ〉 ds+
d∑

i=1

∫ t

0

〈
us(F (us)bs)i| ∂vi

ϕ
〉
ds, t ∈ [0, T ],

where A is the generator of Z in (2.11), defined through (1.9).

We now introduce the notion of mild solution, which turns out to be equivalent to the one of weak solution.

Definition 3.4. We say that a function u ∈ CT Cb∩L
∞
T Cβ+ε

B is a mild solution for the singular Fokker-Planck

equation (3.1) if the integral equation

ut = P ′
tu

0−

∫ t

0

P ′
t−s

(
divv (usF (us) bs)

)
ds, t ∈ [0, T ], (3.8)

is satisfied.

Remark 3.5. Inequality (3.7) in Remark 3.2 together with the Schauder’s estimate (2.16) yield

∥∥P ′
t−s

(
divv(usF (us) bs)

)∥∥
β+ε

≤ C(t− s)−(β+ ε+1
2 )‖divv(usF (us) bs)‖−β−1 ≤ C(t− s)−(β+ ε+1

2 ), (3.9)

where

β +
ε+ 1

2
< 1,
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in light of β ∈ (0, 1/2) and ε ∈ (0, 1− 2β). This shows that the LHS in (3.9) is integrable as a function of s,

in [0, t], and thus Definition 3.4 is well-posed. Indeed, the integral in (3.8) can be understood as a pointwise

Lebesgue integral, namely as
∫ t

0

P ′
t−s

(
divv (usF (us) bs)

)
(x)ds, x ∈ RN ,

and the standard triangular inequality yields

‖ut‖β+ε ≤ ‖P ′
tu

0‖β+ε +

∫ t

0

∥∥P ′
t−s

(
divv(usF (us) bs)

)∥∥
β+ε

ds.

Remark 3.6. 1. The right-hand side of (3.8) can also be considered as a Bochner’s integral with values

in S ′ equipped with its strong topology, being the strong dual of the vector space S, see e.g. [62,

Chapter 4, Example 1 a]. For k ∈ N, let (Ek, ‖ · ‖k) be the normed space

Ek := {ϕ ∈ C∞(RN )| ‖ϕ‖k := sup
z∈RN , |α|≤k

|Dαϕ(z)|
(
|z|2 + 1

)k
<∞}. (3.10)

Then S is a vector (metrizable) space given by the intersection of the Ek’s, while S
′ coincides with the

union of the spaces E∗
k , which are the strong duals of (Ek, ‖ · ‖k). The (strong) topology of S ′ is the

one corresponding with the inductive limit of the E∗
k ’s.

2. Since E∗
k endowed with the strong topology is a Banach space, it is then possible to define the Bochner’s

integral
∫ T

0
gsds for g ∈ L∞

T S ′. The latter is the space of strongly measurable g : [0, T ] → S ′ such that

there is k with g(t) ∈ E∗
k for a.e. t ∈ [0, T ] and that t 7→ ‖g(t)‖E∗

k
belongs to L∞([0, T ]).

3. Specifically, if g ∈ L∞
T S ′ then we have the following.

i) The map t 7→ 〈ut|ϕ〉 is Borel for all ϕ ∈ S.

ii) There exists C = C(g) > 0, k ∈ N such that for all ϕ ∈ S

|〈gt|ϕ〉| ≤ C‖ϕ‖k a.e. in [0, T ].

4. We say that g : [0, T ] → S ′ belongs to CAC([0, T ];S ′) if there is g′ : [0, T ] → S ′ continuous with

g(t) = g(0) +
∫ t

0
g′(s)ds for any t ∈ [0, T ].

The next result shows the equivalence between mild and weak solutions. Although the statement assumes

u ∈ CT Cb ∩ L
∞
T Cβ+ε

B in accordance with Definitions 3.3 and 3.4, its proof relies on the weaker assumption

that u ∈ L∞
T S ′, the latter being the natural framework in order to make sense of the the concepts of mild

and weak solutions to the linear version of the Fokker-Planck equation.

Proposition 3.7. Let u ∈ CT Cb ∩ L
∞
T Cβ+ε

B . Then u is a weak solution of (3.1) if and only if it is a mild

solution.

Proof. For g ∈ L∞
T S ′, t ∈ [0, T ], and ϕ ∈ S we have

|〈P ′
t−sgs|ϕ〉| = |〈gs|Pt−sϕ〉| ≤ C(g)‖ϕ‖k, s ∈ [0, t],

for some k ∈ N, where ‖ · ‖k was defined in (3.10). Then s 7→ P ′
t−sgs ∈ L∞

t S ′ and, for f0 ∈ S ′, the mild

function u : [0, T ] → S ′ defined by

ut := P ′
tu

0 −

∫ t

0

P ′
t−sgsds, t ∈ [0, T ],
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is well-defined in L∞
T S ′. By inspection, it can be verified that such a u is a weak solution of




K′ ut = gt, t ∈ (0, T ),

u0 = u0,
(3.11)

namely, for every ϕ ∈ S

〈ut|ϕ〉 = 〈u0|ϕ〉+

∫ t

0

(
〈us|Aϕ〉+ 〈gs|ϕ〉

)
ds, t ∈ [0, T ].

By setting gs := divv(usF (us)bs), it holds that a mild solution of (3.1) is also a weak solution. To prove the

opposite implication it is then sufficient to prove uniqueness of weak solutions to (3.11) in the sense above.

This fact can be established in the same way as in [41, Proposition 3.18], even though that result was stated

for finite measure-valued functions.

We now state one of the main results of this section.

Theorem 3.8. Let Assumptions 1.1, 1.4, and Assumption 1.5 for Φ = F̃ , hold. For all ε ∈ (0, 1 − 2β)

such that u0 ∈ Cβ+ε
B there exists a unique mild solution (or equivalently, by Proposition 3.7, a weak solution)

u ∈ CT Cb ∩ L
∞
T Cβ+ε

B to (3.1).

Remark 3.9. Notice that, given an initial condition u0 ∈ Cβ+ε
B for some ε ∈ (0, 1 − 2β), the solution

u to equation (3.1) exists in the space CT Cb ∩ L∞
T Cβ+ε

B but it is unique in any larger space of the form

CT Cb ∩ L
∞
T Cβ+ε′

B for 0 < ε′ < ε.

Remark 3.10. The result of Theorem 3.8 remains true, with identical proof, under a weaker version of

Assumption 1.4, namely replacing b ∈ CT C
−β
B by b ∈ L∞

T C−β
B .

To prove Theorem 3.8, the idea is to find a fixed point w∗ ∈ L∞
T Cβ+ε

B for the map

Jt(w) := −

∫ t

0

P ′
t−s[divvGs(w)]ds, Gs(w) := F̃ (ws + P ′

su
0)bs, t ∈ [0, T ]. (3.12)

A mild solution to (3.1) can be then obtained by setting ut := w∗
t + P ′

tu
0, after verifying that u ∈ CT Cb.

The uniqueness of the solution will stem from the fact that the fixed point w∗ is proved via contraction.

Remark 3.11. Proceeding as in Remark 3.2 one can see that, if w ∈ L∞
T Cβ+ε

B , the integral in (3.12) can be

understood as a standard pointwise Lebesgue integral, namely

Jt(w)(x) = −

∫ t

0

P ′
t−s[divvGs(w)](x) ds, x ∈ RN .

The standard triangular inequality also yields

‖Jt(w)‖β+ε ≤

∫ t

0

‖P ′
t−s[divvGs(w)]‖β+ε ds.

For any ρ ≥ 0 we define the norm on L∞
T Cβ+ε

B given by

‖w‖ρ,T,β+ε := sup
t∈[0,T ]

e−ρt‖wt‖β+ε, (3.13)

and we consider the ρ-closed balls

Eβ+ε
ρ,M := {w ∈ L∞

T Cβ+ε
B : ‖w‖ρ,T,β+ε ≤M}, M > 0.
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Remark 3.12. For any ρ ≥ 0, the norm ‖ · ‖ρ,T,β+ε is equivalent to ‖ · ‖T,β+ε. Furthermore, the ρ-closed

balls are closed sets of L∞
T Cβ+ε

B , and thus (Eβ+ε
ρ,M , ‖ · ‖ρ,T,β+ε) is a complete metric space for any M > 0.

The choice of these spaces is justified by the following lemma.

Lemma 3.13. There exist ρ0,M0 > 0, depending on T , β, ε, ‖u0‖β+ε, ‖b‖T,−β, such that

J : Eβ+ε
ρ0,M

−→ Eβ+ε
ρ0,M

, M > M0.

Furthermore, for any M > M0 there exists ρM > 0, also dependent on T , β, ε, B, ‖u0‖β+ε, ‖b‖T,−β, such

that

‖J(w)− J(w′)‖ρM ,T,β+ε ≤
1

2
‖w − w′‖ρM ,T,β+ε, w, w′ ∈ Eβ+ε

ρ0,M
.

Proof. Owing to the anisotropic Schauder’s estimate of Theorem 2.10, the proof is identical to the one of

[40, Proposition 3.5 and Lemma 3.6].

Lemma 3.14. We have

(t 7→ P ′
tg) ∈ CT Cb, g ∈ Cb, (3.14)

J(w) ∈ CT Cb, w ∈ L∞
T Cβ+ε

B . (3.15)

Proof. The proof of (3.14) is standard: indeed Γ(t − s, y, z) is smooth on {s > t}, and (2.15) holds true

uniformly with respect to z ∈ RN . Let now w ∈ L∞
T Cβ+ε

B be fixed. Lemma 3.13 implies that Jt(w) ∈ Cb

for any t ∈ [0, T ]. To show (3.15), note that applying (3.7) in Remark 3.2 with f = ws + P ′
su

0 ∈ Cβ+ε
B and

Schauder’s estimate (2.16) with α = 0 yields

‖divv Gs(w)‖−β−1 ≤ C(1 + ‖ws‖β+ε + ‖u0‖β+ε)‖bs‖−β , s ∈ [0, T ],

and thus divvG(w) ∈ L∞
T C−β−1

B . Therefore, it is sufficient to show that

t 7−→

∫ t

0

P ′
t−sfsds ∈ CT Cb, f ∈ L∞

T C−β−1
B .

We study the continuity in time, by splitting the integrals as follows. For h ∈ (0, T − t), using the semigroup

property, we have

∫ t+h

0

P ′
t+h−sfsds−

∫ t

0

P ′
t−sfsds =

∫ t

0

(
P ′
hP

′
t−sfs − P ′

t−sfs︸ ︷︷ ︸
=:gs

)
+

∫ t+h

t

P ′
t+h−sfsds

=

∫ t

0

(P ′
hgs − gs) ds+

∫ t+h

t

P ′
t+h−sfsds =: Ih1 + Ih2 .

To estimate ‖Ih2 ‖∞, we set δ ∈ (0, 12 ). By the Schauder’s estimate (2.16) we obtain

‖Ih2 ‖∞ ≤

∫ t+h

t

‖P ′
t+h−sfs‖∞ds ≤ C

∫ t+h

t

‖P ′
t+h−sfs‖δ ds ≤ C‖f‖T,−β−1

∫ h

0

(h− s)−
β+1+δ

2 ds −−−−→
h→0+

0.

To estimate ‖Ih1 ‖∞, note that (3.14) yields

‖P ′
hgs − gs‖∞ → 0, as h→ 0+,

for any s ∈ [0, t). Also, ‖P ′
hgs‖∞ ≤ C‖gs‖∞, the latter being summable on [0, t] (once more by Schauder’s

estimate (2.16)). Therefore, Lebesgue’s dominated convergence theorem yields ‖Ih1 ‖∞ → 0 as h→ 0+. This

proves continuity from the right. Continuity from the left can be shown with analogous computations.
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We are now in the position to prove Theorem 3.8.

Proof of Theorem 3.8. Since P·u
0 ∈ L∞

T Cβ+ε
B , a function u ∈ L∞

T Cβ+ε
B satisfies (3.8) if and only if ut =

w∗
t + Ptu

0 with

J(w∗) = w∗ ∈ L∞
T Cβ+ε

B .

Lemma 3.13 and Remark 3.12 allow us to apply Banach fixed point theorem and obtain that such w∗ exists

and is unique. Finally, Lemma 3.14 ensures that both (t 7→ Ptu
0), w∗ ∈ CT Cb, and this completes the

proof.

3.2 The regularized equation

For any n ∈ N, consider the regularized Fokker-Planck Cauchy problem



K′ut = divv

(
utF (ut)b

(n)
t

)
, t ∈ (0, T ],

u0 = u0,
(3.16)

where b(n) is the smooth approximation of b defined in (2.19).

Theorem 3.15. Let Assumptions 1.1, 1.4 with related ε, and 1.5 for Φ = F̃ be in force. Then the following

properties hold.

(a) For any n ∈ N and α > 0, we have b(n) ∈ CT Cb ∩ L
∞
T Cα

B, and the regularized Fokker-Planck Cauchy

problem (3.16) admits a unique mild solution u(n) ∈ CT Cb ∩ L
∞
T Cβ+ε

B , in the sense of Definition 3.4,

with

u
(n)
t ≥ 0, ‖u

(n)
t ‖L1(RN ) ≤ 1, t ∈ [0, T ]. (3.17)

(b) We have

‖u(n) − u‖T,β+ε → 0, as n→ ∞, (3.18)

where u ∈ CT Cb ∩ L
∞
T Cβ+ε

B is the unique solution to (3.1).

The rest of the section is devoted to the proof of Theorem 3.15. We start by proving the first part.

Proof of Theorem 3.15, Part (a). Here n is fixed. By Lemma 2.16-(i), b(n) ∈ L∞
T Cα

B for any α > 0. In

particular, we have b(n) ∈ L∞
T C−β

B , and, by Remark 3.10, the regularized FP Cauchy problem (3.16) admits

a unique mild solution u(n) such that

u(n) ∈ CT Cb ∩ L
∞
T Cβ+ε

B . (3.19)

We now show (3.17). Setting

B
(n)
t (z) := F

(
u
(n)
t (z)

)
b
(n)
t (z), t ∈ [0, T ], z ∈ RN ,

the function u(n) solves the linear FP Cauchy problem



K′ut = divv

(
utB

(n)
t

)
, t ∈ (0, T ],

u0 = u0.
(3.20)

We can show that B(n) ∈ CT Cb ∩ L
∞
T Cβ+ε

B : by Lemma 2.16-(i), b(n) ∈ CT Cb ∩ L
∞
T Cβ+ε

B , and F
(
u
(n)
t (z)

)
∈

L∞
T Cβ+ε

B thanks to Lemma 3.1 with Φ = F , and F
(
u
(n)
t (z)

)
∈ CT Cb ∩ L∞

T Cβ+ε
B thanks to (3.19), thus
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B(n) ∈ CT Cb ∩ L
∞
T Cβ+ε

B . Since the PDE in (3.20) is written in divergence form, the results about classical

solutions for degenerate operators in non-divergence form are not directly applicable since B(n) is not regular

enough. We thus need a further regularization step. For any m ∈ N, consider the linear Cauchy problem




K′ut−divv

(
utB

(n,m)
t

)
= 0, t ∈ (0, T ],

u0 = u0,
(3.21)

where B(n,m) denotes the regular approximation of B(n,m) defined as in Lemma 2.16. Obviously B(n,m) ∈

CT Cb and by Lemma 2.16-(i), B(n,m) ∈ CT Cb ∩ L
∞
T Cα

B for any α > 0. Therefore, by [47, Theorem 2.7 and

Remark 2.9], (3.21) has a strong Lie solution u(n,m), which can be represented (see [47, equation (3.1)]) as

u
(n,m)
t =

∫

RN

Γ(m)(0, y; t, ·)u0(y)dy, t ∈ [0, T ], (3.22)

where Γ(m)(s, y; t, z) is the fundamental solution of the operator

K
′ − 〈B(n,m),∇v〉 − divvB

(n,m)

in the variables (t, z). Also, proceeding like in the proof of [24, Theorem 1.5], it can be shown that

Γ(m)(s, y; t, z) is also the fundamental solution of the operator

K+ 〈B(n,m),∇v〉

in the variables (s, y). In particular Γ(m) > 0 (see [46, Theorem 1.1]) and
∫
RN Γ(m)(0, y; t, z)dz = 1 (by

[47, Theorem 2.7]). The latter and (3.22) imply (3.17) for u(n,m). Therefore, owing to the positivity of the

functions and to Fatou’s lemma, to show (3.17) for u(n) it is enough to prove

‖u(n,m) − u(n)‖T,β+ε → 0, as m→ ∞. (3.23)

Owing once more to [47, (3.1)], it is straightforward to see that u(n,m) is also a mild solution to (3.21) in

the sense of Definition 3.4, and the proof of (3.23) is a simpler version of the proof of (3.18): we omit the

details for brevity.

To prove the second part of Theorem 3.15, we need the following stability result.

Lemma 3.16. Let the assumptions of Theorem 3.15 be in force. Let b̃ ∈ L∞
T C−β

B , and denote by ũ ∈

CT Cb ∩ L∞
T Cβ+ε

B the mild solution of the nonlinear FP Cauchy problem obtained by replacing b with b̃ in

(3.1), which exists in light of Remark 3.10. Then, for any 0 ≤ η < min(ε, 1− 2β − ε) there exists a function

lε,η : R+ × R+ −→ R+, independent of b and b̃, increasing in the second variable, such that

‖u− ũ‖T,β+ε ≤ lε,η
(
‖u0‖β+ε, ‖b‖T,−β−η ∨ ‖b̃‖T,−β−η

)
‖b− b̃‖T,−β−η,

where u ∈ CT Cb ∩ L
∞
T Cβ+ε

B is the unique solution to (3.1).

Proof. Owing to the anisotropic Schauder’s estimate of Lemma 2.10, and the continuity of the function

F̃ by Lemma 3.1, the proof is a straightforward modification of the one of [40, Proposition 4.7-(i)], upon

substituting ‖u‖T,α, ‖ũ‖T,α with ‖u‖T,β+ε, ‖ũ‖T,β+ε and ‖b‖T,−β , ‖b̃‖T,−β with ‖b‖T,−β−η, ‖b̃‖T,−β−η.

We are now in the position to prove Part (b) of Theorem 3.15.
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Proof of Theorem 3.15, Part (b). The result stems from combining Lemma 2.16-(ii) with Lemma 3.16 with

ũ = u(n) and b̃ = b(n) and using the fact that

lε,η(‖u
0‖β+ε, ‖b‖T,−β−η ∨ ‖b(n)‖T,−β−η) ≤ lε,η(‖u

0‖β+ε, ‖b‖T,−β−η ∨ sup
n

‖b(n)‖T,−β−η).

Remark 3.17. The result of Theorem 3.15 remains true, with identical proof, under a weaker version of

Assumption 1.4, namely replacing b ∈ CT C
−β
B by b ∈ L∞

T C−β
B .

4 Backward Kolmogorov PDE with singular drift

In this section we study the backward Kolmogorov Cauchy problem associated to the Markovian kinetic

SDE with singular drift, obtained by (1.1) with F (u)b replaced by B. Namely, for any λ ≥ 0, we consider

the backward Cauchy problem



Ku+ 〈B,∇v〉u = λu+ g, t ∈ (0, T ),

uT = ℓ,
(4.1)

with K being the backward Kolmogorov operator associated to the Markovian SDE (2.11), defined in (1.9).

Throughout this section we let Assumption 1.1 be in force, and we fix g,B ∈ L∞
T C−β

B and ℓ ∈ C1+β+ε
B , with

T > 0, β ∈ (0, 1/2) and ε ∈ (0, 1− 2β).

4.1 Well-posedness of the PDE

Definition 4.1. We say that a function u ∈ CT Cb ∩ L
∞
T C1+β+ε

B is a mild solution for the backward Kol-

mogorov Cauchy problem (4.1) if the integral equation

ut = PT−tℓ−

∫ T

t

Ps−t

(
λus + gs − 〈Bs,∇v〉us

)
ds, t ∈ [0, T ], (4.2)

is satisfied.

Remark 4.2. If u ∈ CT Cb ∩ L
∞
T C1+β+ε

B , then Schauder’s estimate (2.16) yields

∥∥Ps−t

(
λus+gs−〈Bs,∇v〉us

)∥∥
1+β+ε

≤ C(s−t)−(β+ ε+1
2 )‖λus+gs−〈Bs,∇v〉us‖−β ≤ C(s−t)−(β+ ε+1

2 ), (4.3)

where

β +
ε+ 1

2
< 1

in light of β ∈ (0, 1/2) and ε ∈ (0, 1− 2β). This shows that the LHS in (4.3) is integrable as a function of s,

in [t, T ], and thus Definition 4.1 makes sense. Indeed, the integral in (4.2) can be understood as a pointwise

Lebesgue integral, namely as

∫ T

t

Ps−t

(
λus + gs − 〈Bs,∇v〉us

)
(x)ds, x ∈ RN ,

and the standard triangular inequality yields

‖ut‖1+β+ε ≤ ‖PT−tφ‖1+β+ε +

∫ T

t

∥∥Ps−t

(
λus + gs − 〈Bs,∇v〉us

)∥∥
1+β+ε

ds.
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Definition 4.3. We say that a function u ∈ CT Cb∩L
∞
T C1+β+ε

B is a weak solution to the backward Kolmogorov

Cauchy problem (4.1) if it is a distributional solution. Namely, for all ϕ ∈ S we have

〈ℓ |ϕ〉 = 〈ut|ϕ〉 −

∫ T

t

〈us|A
′ ϕ〉 ds−

d∑

i=1

∫ T

t

〈
(Bs)i(∂vi

us)|ϕ
〉
ds+

∫ T

t

〈λus + gs|ϕ〉ds, t ∈ [0, T ],

where A′ is the formal adjoint of A as defined in (2.14).

The proof of the next statement is fully analogous to that of Proposition 3.7, and thus is omitted.

Proposition 4.4. A function u ∈ CT Cb∩L
∞
T C1+β+ε

B is a weak solution to the backward Kolmogorov Cauchy

problem (4.1) if and only if it is a mild solution.

We now state the first main result of this section.

Theorem 4.5. Let Assumption 1.1 hold, and let g,B ∈ L∞
T C−β

B and ℓ ∈ C1+β+ε
B , for some ε ∈ (0, 1 − 2β).

Then there exists a unique mild solution u ∈ CT Cb ∩ L
∞
T C1+β+ε

B to (4.1).

Remark 4.6. If 0 < ε′ < ε then clearly ℓ ∈ C1+β+ε′

B and the unique solution u ∈ CT Cb ∩ L∞
T C1+β+ε′

B

coincides with the solution u ∈ CT Cb ∩ L
∞
T C1+β+ε

B , by uniqueness in the larger space CT Cb ∩ L
∞
T C1+β+ε′

B .

Proof of Theorem 4.5. To prove Theorem 4.5, we follow the same strategy employed in the parabolic case

([38, Theorem 4.7]), namely d = N and B ≡ 0. The idea is to find a unique fixed point u ∈ L∞
T C1+β+ε

B for

the solution map

It(w) := PT−tℓ−

∫ T

t

Ps−t

(
λws + gs − 〈Bs,∇v〉ws

)
ds, t ∈ [0, T ],

and to show that u ∈ CT Cb.

Relying on the anisotropic Schauder estimate of Theorem 2.10, one can proceed exactly as in the proof of

[38, Theorem 4.7] and obtain that I is a contraction from the complete metric space (L∞
T C1+β+ε

B , ‖·‖ρ,T,1+β+ε)

onto itself for ρ > 0 suitably large, where ‖f‖ρ,T,1+β+ε := supt∈[0,T ] e
−ρ(T−t)‖ft‖1+β+ε is the analogous

backward of the norm defined in (3.13). Banach fixed point theorem then yields that there exists a unique

fixed point u ∈ L∞
T Cβ+ε+1

B for I. Eventually, a straightforward modification of the proof of Lemma 3.14

yields u ∈ CT Cb and completes the proof.

Then next result shows that, if Bt, gt are Hölder-continuous functions, then the mild solution u is a

solution also in some classical sense and enjoys additional regularity.

Proposition 4.7. Let Assumption 1.1 be in force. If ℓ ∈ C2+α
B , g ∈ CT Cb ∩ L∞

T Cα
B for α ∈ (0, 1) and

B ∈ CT Cb ∩L
∞
T Cα+ν

B for some ν > 0, then the mild solution u to (4.1) belongs to C2+α
B,T (see Definition 2.15)

and is also a strong Lie solution in the sense of [47, Definition 2.6].

Remark 4.8. In particular, the function u solves the PDE pointwise, everywhere on [0, T ]×RN , where the

term Y u that appears in Ku makes sense as a Lie derivative (see (2.17)).

Proof of Proposition 4.7. By [47, Theorem 2.7 and Remark 2.9] (see also [14]), (4.1) admits a (unique) Lie

solution u ∈ C2+α
B,T . Furthermore, by [47, (3.1)], the latter verifies equation (4.2), and thus u coincides with

the unique mild solution to (4.1).
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4.2 Continuity properties

We recall it is assumed that g,B ∈ L∞
T C−β

B and ℓ ∈ C1+β+ε
B , with β ∈ (0, 1/2) and ε ∈ (0, 1 − 2β). Let

B(n), g(n) ∈ L∞
T C−β

B and ℓ(n) ∈ C1+β+ε
B denote any approximations of b, g and ℓ, respectively, such that

‖B−B
(n)‖T,−β−η, ‖g − g(n)‖T,−β−η, ‖ℓ− ℓ(n)‖1+β+ε−η → 0 as n→ ∞,

for all η > 0. An example of how to construct said approximation is given in by (2.19) and Lemma 2.16

ensures the convergence. For any fixed n ∈ N, we consider the unique mild (or, equivalently, weak) solution

u(n) to the approximate backward Kolmogorov Cauchy problem




Ku+ 〈B(n),∇v〉u = λu+ g(n), t ∈ (0, T ),

uT = ℓ(n).
(4.4)

Theorem 4.9. Let Assumption 1.1 be in force and let g,B ∈ L∞
T C−β

B and φ ∈ C1+β+ε
B for some ε ∈ (0, 1−2β).

(a) Let λ ≥ 0. For any η > 0, we have

‖u(n) − u‖T,1+β+ε−η −→ 0, as n→ ∞, (4.5)

where u(n), u ∈ CT Cb ∩ L
∞
T C1+β+ε

B are the unique mild solutions to (4.4) and (4.1), respectively.

(b) Let ℓ ≡ 0. There exists λ̄ > 0, dependent on T , β, ε, ‖B‖T,−β and ‖g‖T,−β such that for any λ > λ̄

we have

‖u(n)‖T,1+β+ε ≤
1

2
, n ∈ N. (4.6)

Remark 4.10. Combining Part (a) and Part (b) of Theorem 4.9, one trivially obtains that (4.6) also holds

for the unique solution u in CT Cb ∩ L
∞
T C1+β+ε

B to the singular Cauchy problem (4.1) with λ > λ̄ and φ ≡ 0.

Proof of Theorem 4.9. We first prove Part (a). It is enough to show the claim for η < ε. Owing to the

anisotropic Schauder’s estimate of Lemma 2.10, the proof is a straightforward modification of the one of [38,

Lemma 4.17-(ii)] where we substitute ‖u − u(n)‖ρ,T,1+α with ‖u − u(n)‖ρ,T,1+β+ε−η, ‖B − B(n)‖T,−β with

‖B−B(n)‖T,−β−η, ‖g − g(n)‖ρ,T,−β with ‖g − g(n)‖ρ,T,−β−η and ‖ℓ− ℓ(n)‖1+α with ‖ℓ− ℓ(n)‖1+β+ε−η.

We now prove Part (b). Let n ∈ N be fixed. Proceeding similarly as in the proof of [38, Proposition

4.13-(ii)] one obtains that u(n) is a solution of

u
(n)
t = −

∫ T

t

e−λ(s−t)Ps−t

(
g(n)s − 〈B(n)

s ,∇v〉u
(n)
s

)
ds, t ∈ [0, T ]. (4.7)

In fact it is enough to choose η < min(ε, 1 − 2β − ε) and denote by C, indistinctly, any positive constant

that depends, at most, on T , β and ε. For any 0 ≤ t < s ≤ T , applying the Schauder estimate of Theorem

2.10 yields

‖Ps−t

(
g(n)s − 〈B(n)

s ,∇v〉u
(n)
s

)
‖1+β+ε ≤ C(s− t)−

1+ε+η+2β
2 ‖g(n)s − 〈B(n)

s ,∇v〉u
(n)
s ‖−β−η

(by Proposition 2.9, since ε− η > 0)

≤ C(s− t)−
1+ε+η+2β

2

(
‖g(n)s ‖−β−η + ‖B(n)

s ‖−β−η‖∇vu
(n)
s ‖β+ε

)

≤ C(s− t)−
1+ε+η+2β

2

(
‖g(n)s ‖−β + ‖B(n)

s ‖−β‖∇vu
(n)
s ‖β+ε

)
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≤ C(s− t)−
1+ε+η+2β

2

(
sup
m

‖g(m)
s ‖−β + sup

m
‖B(m)

s ‖−β‖u
(n)
s ‖1+β+ε

)
,

which, combined with (4.7), yields

‖u(n)‖T,1+β+ε ≤ C
(
sup
m

‖g(m)‖T,−β + sup
m

‖B(m)‖T,−β‖u
(n)‖T,1+β+ε

)
sup

t∈[0,T ]

∫ T

t

e−λ(s−t)(s− t)−
1+ε+η+2β

2 ds

≤ C
(
sup
m

‖g(m)‖T,−β + sup
m

‖B(m)‖T,−β‖u
(n)‖T,1+β+ε

) ∫ T

0

e−λss−
1+ε+η+2β

2 ds

Now, as η < 1−2β− ε, the latter integral is finite and tends to 0 as λ→ +∞. This completes the proof.

Corollary 4.11. Under the assumptions of Theorem 4.9 we have u(n) → u in CT Cb as n → ∞, and in

particular u(n) is equicontinuous in n as a function on [0, T ] with values in Cb.

Proof. It is a straightforward consequence of Theorem 4.9, Part (a).

Lemma 4.12. Let (B(n))n∈N ⊂ L∞
T C−β

B be such that B(n) → B in L∞
T C−β−η

B for some η > 0. Let u(n) be the

mild RN -valued solution in L∞
T C1+β+ε

B , for some ε ∈ (0, 1− 2β) not depending on n, to the Cauchy problem





Ku(n) + 〈B(n),∇v〉u
(n) = λu(n) −


B(n)

0




u
(n)
T = 0,

(4.8)

which is meant component by component, where we recall that B(n) is d-dimensional and the vector 0 here

is (N − d)-dimensional. Similarly, let u be the unique solution to





Ku+ 〈B,∇v〉u = λu−


B

0




uT = 0.

(4.9)

There exists λ̄ such that for all λ > λ̄ we have

‖∇vu
(n)‖∞ ∨ ‖∇vu‖∞ ≤

1

2
, n ∈ N. (4.10)

We set

φ
(n)
t (z) := z + u

(n)
t (z), φt(z) := z + ut(z), t ∈ [0, T ], z ∈ RN ,

and notice that they take values in RN . Then we have the following.

(i) For any fixed t ∈ [0, T ], the function φ
(n)
t is invertible;

(ii) denoting by ψ(n) the inverse of φ(n), the sequence (ψ(n)) is equicontinuous;

(iii) φ(n) → φ uniformly on [0, T ]× RN ;

(iv) ψ(n) → ψ uniformly on [0, T ]× RN where ψ is the inverse of φ;

(v) supt,x̃ |ψ
(n)
t (ṽ, x̃)| ≤ c(1 + |ṽ|), ∀ṽ ∈ Rd for a universal constant c independent of n.
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Proof. By Theorem 4.5 each component of u(n) is well-defined as weak solution of (4.8). Theorem 4.9 and

Remark 4.10 guarantee that the sequence of solutions u(n) converges in L∞
T C1+β+ε

B for some ε ∈ (0, 1− 2β)

to the unique weak solution u of (4.9), and that λ̄ can be chosen such that (4.10) holds.

To prove Item (i), we fix t ∈ [0, T ] and, for notational simplicity, we omit the variable t. We sometimes

write φ(n)(z) = (φ
(n)
1 (z), φ

(n)
2 (z)), u(n)(z) = (u

(n)
1 (z), u

(n)
2 (z)) and z = (v, x), where the first component of

these vectors is d-dimensional and the second is (N − d)-dimensional. Due to the definition of the vector

u(n)(z) as solution of the PDE above, and by uniqueness of the PDE, we have that u
(n)
2 (z) = 0 and so

φ(n)(z) = (φ
(n)
1 (z), φ

(n)
2 (z)) = (v + u

(n)
1 (z), x+ u

(n)
2 (z)) = (v + u

(n)
1 (z), x).

To show that φ(n)(v, x) is invertible it is equivalent to find a unique solution (v, x) of the system




ṽ = u

(n)
1 (v, x) + v

x̃ = x,
(4.11)

for any given z̃ = (ṽ, x̃) ∈ RN . If it exists, we denote the inverse of φ(n) by ψ(n) = (ψ
(n)
1 , ψ

(n)
2 ) ∈ RN . Clearly

x := x̃ so the inverse of the second block is simply the identity, ψ
(n)
2 (ṽ, x̃) = x̃. As for the first block, by

(4.10) we have
∣∣u(n)1 (v, x)− u

(n)
1 (v′, x)

∣∣ ≤ 1

2
|v − v′|, v, v′ ∈ Rd,

uniformly in (t, x), so the map ṽ − u
(n)
1 (·, x) is a contraction, with fixed point in Rd denoted by ψ

(n)
1 (ṽ, x̃).

It immediately follows that (v, x) := (ψ1(ṽ, x̃), ψ2(ṽ, x̃)) solves (4.11) and so ψ(n)(z̃) = (ψ
(n)
1 (z̃), ψ

(n)
2 (z̃)) is

the inverse of φ(n)(z).

We now verify Item (ii), that is the equicontinuity of (ψ(n)); to this aim, it is enough to consider only

the first component ψ
(n)
1 because ψ

(n)
2 is simply the identity in the x̃ variable. For (ψ

(n)
1 ) we have

|ψ
(n)
1 (t, ṽ, x̃)−ψ

(n)
1 (t′, ṽ′, x̃′)| ≤ |ψ

(n)
1 (t, ṽ, x̃)−ψ

(n)
1 (t′, ṽ, x̃′)|+ |ψ

(n)
1 (t′, ṽ, x̃′)−ψ

(n)
1 (t′, ṽ′, x̃′)| =: J

(n)
1 + J

(n)
2 .

(4.12)

For the term J
(n)
1 we can reduce the problem to the equicontinuity of (u

(n)
1 ) in (t, x) uniformly in v as follows:

setting

v := ψ
(n)
1 (t, ṽ, x̃), v′ := ψ

(n)
1 (t′, ṽ, x̃′),

and using that x̃ = x and x̃′ = x′ we get

ṽ = φ
(n)
1 (t, v, x) = v + u

(n)
1 (t, v, x)

ṽ = φ1(t
′, v′, x′) = v′ + u

(n)
1 (t′, v′, x′).

Then,

|ψ
(n)
1 (t, ṽ, x̃)− ψ

(n)
1 (t′, ṽ, x̃′)| = |v − v′|

=
∣∣u(n)1 (t, v, x)− u

(n)
1 (t′, v′, x′)

∣∣

≤
∣∣u(n)1 (t, v, x)− u

(n)
1 (t, v′, x)

∣∣+
∣∣u(n)1 (t, v′, x)− u

(n)
1 (t′, v′, x′)

∣∣

≤ ‖∇vu
(n)
1 ‖∞|v − v′|+

∣∣u(n)1 (t, v′, x)− u
(n)
1 (t′, v′, x′)

∣∣

≤
1

2
|ψ

(n)
1 (t, ṽ, x̃)− ψ

(n)
1 (t′, ṽ, x̃′)|+

∣∣u(n)1 (t, v′, x)− u
(n)
1 (t′, v′, x′)

∣∣,
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having used Theorem 4.9 Part (b). Moving on the LHS the first term we have

|ψ
(n)
1 (t, ṽ, x̃)− ψ

(n)
1 (t′, ṽ, x̃′)| ≤ 2

∣∣u(n)1 (t, v′, x)− u
(n)
1 (t′, v′, x′)

∣∣ (4.13)

≤ 2
∣∣u(n)1 (t, v′, x)− u

(n)
1 (t′, v′, x)

∣∣+ 2
∣∣u(n)1 (t′, v′, x)− u

(n)
1 (t′, v′, x′)

∣∣

=: J
(n)
11 + J

(n)
12 .

The term J
(n)
11 is controlled by Corollary 4.11. For the term J

(n)
12 , since u

(n)
1 (t, ·) ∈ C1+β+ε

B ⊂ Cα
B for every

α ∈ (0, 1), by Remarks 2.14 and 2.12 there exists some ν ∈ (0, 1) such that for all t ∈ [0, T ]

‖u
(n)
1 (t, ·, ·)‖Cν ≤ C‖u

(n)
1 (t, ·, ·)‖α ≤ C‖u

(n)
1 (t, ·, ·)‖1+β ≤ C‖u

(n)
1 ‖T,1+β ,

where the latter bound is uniformly bounded in n thanks to Theorem 4.9, Part (a). Thus, recalling also that

x̃ = x and x̃′ = x′, we obtain J
(n)
12 ≤ C supn ‖u

(n)
1 ‖T,1+β |x̃− x̃′|ν .

For the term J
(n)
2 in (4.12) we notice that

|ψ
(n)
1 (t′, ṽ, x̃′)− ψ

(n)
1 (t′, ṽ′, x̃′)| ≤ ‖∇ṽψ1‖∞|ṽ − ṽ′|,

so it is enough to show that ∇ṽψ
(n)
1 is uniformly bounded. As supn ‖∇vu

(n)
1 ‖∞ ≤ 1

2 by (4.10), the Jacobian

∇vφ
(n)
1 = Id +∇vu

(n)
1

is nonsingular for every (t, v, x). By the Inverse function Theorem, ψ1 is of class C1 in ṽ; then

‖∇ṽψ
(n)
1 ‖∞ = ‖(∇vφ

(n)
1 )−1‖∞ ≤ 2. (4.14)

Item (iii) states uniform convergence of φ(n) to φ, and it follows from the definition of φ(n) and φ and

the fact that u
(n)
1 → u1 uniformly by Corollary 4.11.

Item (iv) states uniform convergence of ψ(n) to ψ. Taking into account Item (ii) and the fact that

ψ
(n)
2 (t, ṽ, x̃) = x̃ = ψ2(t, ṽ, x̃), it is enough to show pointwise convergence of ψ

(n)
1 (t, ṽ, x̃) to ψ1(t, ṽ, x̃). We

define v(n) := ψ
(n)
1 (t, ṽ, x̃) we have by the inverse property

ṽ = φ
(n)
1 (t, v(n), x̃) = v(n) + u

(n)
1 (t, v(n), x̃). (4.15)

Since (u
(n)
1 ) is a uniformly bounded sequence, also (v(n)) is a bounded sequence and thus it converges to

some v(0) up to a subsequence. Since (φ
(n)
1 ) converges uniformly by Item (iii), taking the limit as n→ ∞ in

(4.15) we get ṽ = φ1(t, v
(0), x̃), so by the inverse property again v(0) = ψ1(t, ṽ, x̃) which concludes the proof.

Item (v) can be seen with similar ideas as in Item (ii). Again, we drop the variable t. Since ψ(n)(ṽ, x̃) =

(ψ
(n)
1 (ṽ, x̃), ψ

(n)
2 (ṽ, x̃)) = (ψ

(n)
1 (ṽ, x̃), x̃), we focus on the linear growth of the first component. From bound

(4.13) with t′ = t, x̃′ = 0 we get

|ψ
(n)
1 (ṽ, x̃)− ψ

(n)
1 (ṽ, 0)| ≤ 4 sup

n
‖u

(n)
1 ‖CT Cb

,

and together with (4.14) we have

|ψ
(n)
1 (ṽ, x̃)| ≤ |ψ

(n)
1 (ṽ, x̃)− ψ

(n)
1 (ṽ, 0)|+ |ψ

(n)
1 (ṽ, 0)− ψ

(n)
1 (0, 0)|+ |ψ

(n)
1 (0, 0)|

≤ 4 sup
n

‖u
(n)
1 ‖CT Cb

+ 2|ṽ|+ sup
n

|ψ
(n)
1 (0, 0)|

≤ c(1 + |ṽ|),

having used the fact that supn ‖u
(n)
1 ‖CT Cb

is bounded by Corollary 4.11 and that supn |ψ
(n)
1 (0, 0)| is finite by

Item (iv).
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5 The singular McKean-Vlasov kinetic SDE

In this section we apply the results on the PDEs to define and show well-posedness for the singular McKean-

Vlasov kinetic equation (1.1). Here the canonical space will be CT (R
N ) equipped, as usual, with the Borel

sets with respect to the topology induced by the uniform convergence. In the sequel we will also make use

of the standard canonical process on the canonical space.

5.1 The martingale problem formulation for the linear case

Let µ0 be a probability law on RN . Throughout this subsection we assume that Assumption 1.1 holds and

B ∈ CT C
−β
B with β ∈ (0, 1/2). We consider the linear case of equation (1.1), which is formally




dVt =

(
Bt(Zt) +B0Zt

)
dt+ dWt

dXt = B1Ztdt,
(5.1)

with initial condition Z0 ∼ µ0, where the RN -valued stochastic process Zt := (Vt, Xt) is the unknown, and

B :=

(
B0

B1

)
is given as in (1.8). The term linear refers to the fact that the corresponding Fokker-Planck

equation is linear, and is reflected in the SDE by the fact that the coefficients do not depend on the law of

the unknown. Clearly (5.1) is only formal, and its meaning is given below in terms of martingale problem.

The backward Kolmogorov operator L associated to the SDE (5.1) with drift B is given by

Lu = Ku+ 〈B,∇v〉u, (5.2)

where K is given in (1.9) and u ∈ CAC([0, T ];S ′) ∩ L∞
T C1+β

B .

Let g ∈ CT Cb ∩ L
∞
T Cε

B and fT ∈ C1+β+ε
B for some ε ∈ (0, 1 − 2β). We denote by u the unique weak (or,

equivalently, mild) solution of 


Lu = g

uT = fT
(5.3)

in the space CT Cb ∩ L
∞
T C1+β+ε

B . Let Z be a stochastic process on some probability space (Ω,F ,P), and set

Mu
t =Mu

t (Z) := ut(Zt)− u0(Z0)−

∫ t

0

gs(Zs)ds. (5.4)

Definition 5.1. Let µ0 be a probability law on RN and t0 ∈ [0, T ). Let also B ∈ CT C
−β
B and let the operator

L with drift B be given in (5.2). We denote by MP(B, µ0; t0) the martingale problem formally formulated

as SDE (5.1), with initial condition Zt0 ∼ µ0.

We say that a couple (Z,P) defined on some measurable space (Ω,F) is a solution to MP(B, µ0; t0) if Z

is continuous, Zt0 ∼ µ0 and for all g ∈ CTS and all fT ∈ S we have that (Mu
t −Mu

t0)t∈[t0,T ] is a (local)

martingale under P with respect to the canonical filtration of Z, where Mu is given in (5.4) and u is the

solution of (5.3). We say that MP(B, µ0; t0) admits uniqueness if, given any pair of solutions (Z1,P1) and

(Z2,P2), then the law of Z1 under P1 is the same as the law of Z2 under P2.

If t0 = 0 we employ the abbreviation MP(B, µ0) in place of MP(B, µ0; 0).

Remark 5.2. Let (Ω,F ,P) be a probability space and Z be a stochastic process on (Ω,F). Let us denote

by PZ the law of Z under P and by Ẑ the canonical process on the canonical space CTR
N . The couple
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(Z,P) is a solution to MP(B, µ0) if and only if the couple (Ẑ,PZ) is a solution to MP(B, µ0). This is a direct

consequence of the change of variable theorem and the martingale property.

Remark 5.3. (a) The solution to MP(B, µ0) can be equivalently defined as follows. Let us define the

domain

DL := {u ∈ CT Cb∩L
∞
T C1+β+ε

B for some ε ∈ (0, 1− 2β) : u is a sol. to (5.3) for some g ∈ CTS, fT ∈ S}.

Then (Z,P) is a solution to MP(B, µ0) if and only if for all u ∈ DL, M
u is a local martingale under P.

(b) We expect that the formulation of the martingale problem could be equivalently expressed with the

smaller domain

D′
L := {u ∈ CT Cb∩L

∞
T C1+β+ε

B for some ε ∈ (0, 1− 2β) : u is a sol. to (5.3) for some g ∈ CTS, fT = 0}.

Indeed, an element of DL can be decomposed into the sum u0+u1 where u1 ∈ D′
L and u0 is a solution

of Lu0 = 0, i.e. an L-harmonic function. We expect that u0(t,Xt) is a martingale under P, where

(X,P) is a solution of MP(B, µ0).

Lemma 5.4. If (Z,P) is a solution to MP(B, µ0) then the process Mu defined in (5.4) is a local martingale

even if u is solution to PDE (5.3) with g ∈ CT Cb ∩ L
∞
T Cε

B for some ε > 0 and fT ∈ C1+β+ε
B , when both have

compact support.

Proof. By Lemma 2.16 Parts (ii) and (iii) there exist two sequences (g(n))n∈N ⊂ CTS and (f
(n)
T )n∈N ⊂ S

such that ‖g(n) − g‖T,ε → 0 and ‖f
(n)
T − fT ‖1+β+ε → 0 for some ε > 0. Thus by Theorem 4.9 Part (a) there

exists ε > 0 such that ‖u(n) − u‖T,1+β+ε → 0. Consequently g(n) → g and u(n) → u uniformly on compacts

and thus Mu(n)

→Mu in the sense of uniform convergence in probability (ucp). We conclude that Mu is a

local martingale since the space of local martingales is closed under the ucp topology.

In the next result we compare the notion of solution to the MP given in Definition 5.1 with the classical

notion of solution à là Stroock-Varadhan. Suppose that B ∈ CT Cb ∩ L
∞
T Cε

B , for some ε > 0. We recall that

(Z,P) is a solution to the Stroock-Varadhan Martingale Problem with respect to LB := K+〈B,∇v〉 meant in

the classical sense, with initial condition µ0 if Z is continuous, Z0 ∼ µ0 and, for every u ∈ C1,2([0, T ]×RN )

(or equivalently u ∈ C∞
c ), the process

ut(Zt)− u0(Z0)−

∫ t

0

(LBu)s(Zs)ds

is a (local) martingale, see e.g. [58, Chapter 6].

Proposition 5.5. Let Assumption 1.1 hold. Let (Z,P) be a couple where Z is a stochastic process with

Z0 ∼ µ0 and P is a probability measure on a given measurable space (Ω,F). Let B ∈ CT Cb∩L
∞
T Cε

B, for some

ε > 0. Then (Z,P) is a solution to MP(B, µ0) if and only if it is a solution to the classical Stroock-Varadhan

martingale problem with respect to LB with initial condition µ0.

Proof. “⇒” We have to show that for any u ∈ C∞
c then Mu is a local martingale. It is clear that Ku ∈ C∞

c

and 〈B,∇zu〉 ∈ CT Cb ∩ L
∞
T Cε

B , hence Lu ∈ CT Cb ∩ L
∞
T Cε

B for some ε > 0. Moreover since u has compact

support and is time-homogeneous, also Lu and u(T, ·) have compact support. The claim now follows by

Lemma 5.4.
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“⇐” Let g ∈ CTS ⊂ CT Cb ∩ L
∞
T Cε

B and fT ∈ S ⊂ C2+ε
B . By assumption, B ∈ CT Cb ∩ L

∞
T Cε

B , and thus,

by Proposition 4.7, the mild solution u to (5.3) belongs to C 2+α
B,T for any α < ε and solves pointwise

Lu = g (t, z) ∈ [0, T ]× RN ,

where the term Y u that appears in Lu, throughKu, makes sense as a Lie derivative (see (2.17)). Furthermore,

by Lemma 2.18, there exists a sequence (u(n)) such that each u(n) ∈ C1,2([0, T ]× RN ), and

‖u− u(n)‖T , ‖(g − Lu(n))1K‖T −→ 0, as n→ +∞,

for any compact K ⊂ RN . Thus u(n) → u and Lu(n) → g uniformly on compacts and so Mu(n)

→Mu ucp,

which implies that Mu is a local martingale on [0, T ].

Corollary 5.6. Under the conditions of Proposition 5.5, a solution to MP(B, µ0) always exists.

Proof. Under the conditions of Proposition 5.5, by [58, Theorem 12.2.3 and Exercise 12.4.1] we know that

there exists a solution to the classical Stroock-Varadhan Martingale Problem with deterministic initial con-

dition z at time s. The solution is constructed on the canonical space and the probability is denoted by Ps,z.

Moreover (s, z) 7→ Ps,z is measurable. Thus we can superpose these laws to treat any initial condition µ0 at

time 0, by setting P(B) :=
∫
RN P0,z(B)µ0(dz) where B is a Borel set of the canonical space. For more details

on the superposition argument, see the proof of existence of [39, Theorem 4.5]. Hence as a consequence of

Proposition 5.5 a solution to MP(B, µ0) always exists when B ∈ CT Cb ∩ L
∞
T Cε

B , for some ε > 0.

Lemma 5.7. Let the hypotheses of Lemma 4.12 hold and λ̄, φ(n) be as in Lemma 4.12. Let Z be a stochastic

process on some measurable space equipped with a sequence of probability measures P(n), n ∈ N, such that

the following holds.

(a) For any λ > λ̄ we have

φ
(n)
t (Zt)− φ

(n)
0 (Z0) =

∫ t

0

λ(φ(n)r (Zr)− Zr)dr +

∫ t

0

BZrdr +M
(n)
t , (5.5)

where M (n) is an N -dimensional martingale under P(n), with respect to the canonical filtration of Z,

with the last N − d components identically zero and the first d components, denoted by M̃ (n), with

covariation

[M̃ (n), M̃ (n)]t =

∫ t

0

[∇vφ
(n)
r (∇vφ

(n)
r )⊤](Zr)dr; (5.6)

(b) Z0 ∼ µ0 under P(n) for any n ∈ N.

(c) Zt under P(n) has finite 4th moment for any t ∈ [0, T ].

Then the sequence of the laws of Z under P(n) is tight.

Proof. Let us define the process Y (n) as

Y
(n)
t := u

(n)
t (Zt) + Zt = φ

(n)
t (Zt). (5.7)

We first show that the sequence of the laws of Y (n) under P(n) is tight. According to [42, Theorem 4.10 in

Chapter 2] we need to prove that

lim
η→∞

sup
n≥1

P(n)(|Y
(n)
0 | > η) = 0 (5.8)
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and that for every ε > 0

lim
δ→0

sup
n≥1

P(n)
(

sup
s,t∈[0,T ]
|s−t|≤δ

|Y
(n)
t − Y (n)

s | > ε
)
= 0. (5.9)

By (5.7) and recalling that Z0 = (V0, X0) we have

Y
(n)
0 = φ

(n)
0 (Z0) =

(
V0 + u

(n)
1 (0, Z0)

X0

)
,

so the first condition (5.8) for tightness gives

P(n)(|Y (n)(0)| > η) ≤ P(n)(|X0|+ |V0|+ |u
(n)
1 (0, Z0)| > η)

≤ P(n)(|X0|+ |V0|+ sup
n

‖u
(n)
1 ‖∞ > η),

having used the fact that supn ‖u
(n)
1 ‖∞ is finite by Theorem 4.9 Part (a). The right hand side of the latter

inequality does not depend on n because the initial condition (V0, X0) ∼ µ0 is independent of n, so (5.8) is

satisfied.

Concerning the second bound (5.9) for tightness, if we can prove that

E(n)[|Y
(n)
t − Y (n)

s |4] ≤ C|t− s|2, t, s ∈ [0, T ], (5.10)

holds for some positive constant C independent of n, then we conclude exactly as in the proof of [39, Lemma

3.12], using Garsia-Rodemich-Rumsey lemma (see [6, Section 3]). It remains to prove (5.10). To this aim,

using assumption (c) we know that Y
(n)
t = φ

(n)
t (Zt) has finite 4th moment since φ

(n)
t has linear growth. We

next prove that there exists a constant C depending on T such that

E(n)[|Y
(n)
t |4] ≤ C, t ∈ [0, T ]. (5.11)

Indeed, using (5.5) and (5.7) we get

Y
(n)
t = Y

(n)
0 +

∫ t

0

λu(n)r (Zr)dr +

∫ t

0

BZrdr +M
(n)
t . (5.12)

Taking the square and then the expectation, and using the results of Lemma 4.12, in particular that Zt =

ψ
(n)
t (φ

(n)
t (Zt)) = ψ

(n)
t (Y

(n)
t ) and the uniform in n linear growth property (v) of ψ(n), Jensen’s inequality,

BDG inequality and (5.6), one obtains, for all t ∈ [0, T ],

E(n)[|Y
(n)
t |4] ≤ cE(n)[|Y

(n)
0 |4] + cE(n)

[ ∣∣∣∣
∫ t

0

λu(n)r (Zr)dr

∣∣∣∣
4 ]

+ cE(n)

[ ∣∣∣∣
∫ t

0

BZrdr

∣∣∣∣
4 ]

+ cE(n)

[ ∣∣∣M (n)
t

∣∣∣
4
]

≤ cE(n)[(|Z0|+ |u
(n)
0 (Z0)|)

4] + c λ4T 4‖u(n)‖4∞ + c |B|4t3 E(n)

[ ∫ t

0

(1 + |Y (n)
r |)4dr

]

+ c T (1 + ‖∇vu
(n)‖∞)2

(by the assumption on the 4th moment of µ0)

≤ c (1 + ‖u(n)‖4T,1+β+ε) + cE(n)

[ ∫ t

0

|Y (n)
r |4dr

]

≤ c(1 +

∫ t

0

E(n)[|Y (n)
r |4]dr),
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for some ε > 0, having used Theorem 4.9 Part (b) in the last bound. Notice that the constant c is independent

of n (but depends on T,B, µ0, λ). Applying Gronwall’s lemma we show that (5.11) holds. We now notice

that (5.12) yields

Y
(n)
t − Y (n)

s =

∫ t

s

λu(n)r (Zr)dr +

∫ t

s

BZrdr +M
(n)
t −M (n)

s .

With similar computations as above, together with multidimensional BDG inequality (see e.g. [42, Problem

3.29]), we have

E(n)[|Y
(n)
t − Y (n)

s |4] ≤ cE(n)

[ ∣∣∣∣
∫ t

s

|λu(n)r (Zr)|+ |Bψ(n)(Y (n)
r )|dr

∣∣∣∣
4 ]

+ cE(n)

[ ∣∣∣M (n)
t −M (n)

s

∣∣∣
4
]

(by Lemma 4.12-(v))

≤ c ‖u(n)‖T,1+β+ε|t− s|4 + c |t− s|3E(n)

[ ∫ t

s

(1 + |Y (n)
r |)4dr

]

+ cE(n)

[
(

∫ t

s

|∇vu
(n)
r (Zr) +

(
Id

0

)
|2dr)2

]

≤ c‖u(n)‖T,1+β+ε|t− s|4 + c|t− s|3
∫ t

s

E(n)[(1 + |Y (n)
r |)4]dr + c(1 + ‖u(n)‖T,1+β+ε)

2|t− s|2

≤ c‖u(n)‖T,1+β+ε|t− s|4 + c|t− s|3 + c(1 + ‖u(n)‖T,1+β+ε)
2|t− s|2,

having used (5.11) in the last bound. This clearly implies (5.10), as wanted. To conclude that the laws

of Z under P(n) are tight we observe that Z = ψ(n)(Y (n)) and (ψ(n)) are equicontinuous and have linear

growth by Lemma 4.12 Parts (ii), (v). Consequently, when restricted to any compact set, the family (ψ(n))

is equicontinuous and bounded, so from tightness of the laws of Y (n) under P(n) the claim follows.

Notice that the assumption on the finiteness of the 4th moments of Zt in Lemma 5.7 is not optimal, and

it could be relaxed up to requiring finite (2 + ǫ)-moment. However, this assumption is sufficiently general

for us as we will apply this result to Z0 ∼ µ0 being equal to a Dirac delta distribution, and the finiteness of

the moments for t > 0 will follow.

Lemma 5.8. Let (B(n)) be a sequence in CT Cb∩L
∞
T Cγ

B for some γ > 0 and such that ‖B(n)−B‖T,−β−η → 0

for some η > 0. Let Z be the canonical process and we denote by (Z,P(n)) the solution to the Stroock-

Varadhan martingale problem with respect to LB(n) and initial condition µ0. Assume that µ0 has finite 4th

moment. Then there exists a subsequence of P(n) that converges in law to some probability measure P and

(Z,P) is a solution to MP(B, µ0).

Remark 5.9. Notice that the solution (Z,P(n)) exists by Corollary 5.6.

Proof of Lemma 5.8. The solution (Z,P(n)) is also a solution to MP(B(n), µ0) by Proposition 5.5. For the

moment we assume the hypothesis of Lemma 5.7 hold (this will be proven later), which implies that the

sequence of (P(n)) is tight. Thus there exists a subsequence, which we denote again with (P(n)), that converges

in law to some Borel probability measure P on CTR
N . We write

P(n) ⇒ P. (5.13)
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We now show that the couple (Z,P) solves the MP(B, µ0). Since for any n ∈ N, P(n) ◦ Z−1
0 = µ0 the same

holds for P ◦ Z−1
0 . To prove the martingale property, we consider u ∈ DL (see Remark 5.3) along with

g ∈ CTS ⊂ CT Cb ∩L
∞
T Cε

B and fT ∈ S ⊂ C1+β+ε
B , for some ε > 0, such that u is a mild solution to (5.3). We

then consider the process

Mu
t := ut(Zt)− u0(Z0)−

∫ t

0

gs(Zs)ds,

and show that it is a P-martingale. To this aim, fixed an n ∈ N, we consider the solution u(n) ∈ CT Cb ∩

L∞
T C1+β+ε

B of 


Ku(n) + 〈B(n),∇v〉u

(n) = g

u
(n)
T = fT .

(5.14)

Such u(n) exists by Theorem 4.5. By definition of solution of MP(B(n), µ0) we have that

Mu(n)

t = u
(n)
t (Zt)− u

(n)
0 (Z0)−

∫ t

0

gs(Zs)ds

is a P(n)-martingale. Moreover, by assumption ‖B(n) − B‖T,−β−η
n→∞
−−−−→ 0. By (4.5) in Theorem 4.9 Part

(a), it now follows that the sequence (u(n)) converges uniformly to u and is uniformly bounded. The latter

implies, theMu(n)

andMu are uniformly bounded. By these facts and (5.13) it can be shown easily thatMu

is a P-martingale by using the definition of martingale, in particular that EP[Φ(Zr, r ≤ s)(Mu
t −Mu

s )] = 0

for all bounded continuous functionals Φ on Cs(R
N ) knowing that EP(n)

[Φ(Zr, r ≤ s)(Mu(n)

t −Mu(n)

s )] = 0

for all bounded continuous functionals Φ.

It is left to prove that we can apply Lemma 5.7. Let u(n) and φ(n) be defined as in Lemma 4.12, for some

λ̄ independent of n and defined for the sequence B(n). The reader should be careful about the notation: u(n)

in the rest of the proof should not be confused with the u(n) used above in the current proof, which was

solution to (5.14). We would like to apply Itô’s formula to φ
(n)
t (Zt) under P

(n) for fixed n, but φ(n) does not

necessarily belong to C1,2([0, T ] × RN ), hence we perform a further smoothing procedure and to this aim

we momentarily drop the superscript (n), everywhere except in P(n) and B(n). Recall that (Z,P(n)) solves

the Stroock-Varadhan martingale problem with respect to LB(n) , therefore there exists a probability space

(Ω,P(n)) and a Brownian motion W and a process Z = (V,X) such that




dVt =
(
B

(n)
t (Zt) +B0Zt

)
dt+ dWt

dXt = B1Ztdt

Z0 ∼ µ0.

(5.15)

Indeed, equation (5.15) admits existence in law and furthermore Z under P(n) has finite 4th moment, hence

assumptions (b) and (c) of Lemma 5.7 are satisfied. It remains to prove assumption (a). By Proposition

4.7, u = u(n) is a strong Lie solution of (4.8) in C 2+α
B,T for any α ∈ (0, 1). Let us denote by u(m) a suitable

approximating sequence in C1,2([0, T ] × RN ), which exists by Lemma 2.18 Part (a). Setting φ
(m)
t (z) :=

z + u(m)(z) we compute dφ
(m)
t (Zt) by applying Itô’s formula component-wise: we obtain

φ
(m)
t (Zt)− φ

(m)
0 (Z0) =

∫ t

0

∂tφ
(m)
s (Zs)ds+

∫ t

0

∇φ(m)
s (Zs)dZs +

1

2

N∑

i,j=1

∂zi,zjφ
(m)
s (Zs)d[Z

i, Zj ]s. (5.16)

The second term on the RHS of (5.16) gives
∫ t

0

∇φ(m)
s (Zs)dZs
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=

∫ t

0

〈

(
B

(n)
s (Zs)

0

)
,∇φ(m)

s (Zs)〉ds+

∫ t

0

〈BZs,∇φ
(m)
s (Zs)〉ds+

(∫ t

0
∇vφ

(m)
s (Zs)dWs

0

)

=

∫ t

0

〈B(n)
s (Zs),∇vφ

(m)
s (Zs)〉ds+

∫ t

0

〈BZs,∇φ
(m)
s (Zs)〉ds+

(∫ t

0
∇vφ

(m)
s (Zs)dWs

0

)
,

where the previous identity are to be intended for each component of the vector φ(m). The last term on the

RHS of (5.16) can be written, again component-wise, as

1

2

N∑

i,j=1

∂zi,zjφ
(m)
s (Zs)d[Z

i, Zj ]s =
1

2
∆vφ

(m)
s (Zs)ds,

so (5.16) becomes

φ
(m)
t (Zt)− φ

(m)
0 (Z0) =

∫ t

0

[∂tφ
(m)
s (Zs) + 〈BZs,∇φ

(m)
s (Zs)〉+

1

2
∆vφ

(m)
s (Zs)]ds

+

∫ t

0

〈B(n)
s (Zs),∇vφ

(m)
s (Zs)〉ds+

(∫ t

0
∇vφ

(m)
s (Zs)dWs

0

)
.

We can rewrite this equality in terms of u(m) as

u
(m)
t (Zt) + Zt − u

(m)
0 (Z0)− Z0 (5.17)

=

∫ t

0

[∂tu
(m)
s (Zs) + 〈BZs,∇u

(m)
s (Zs)〉+

1

2
∆vu

(m)
s (Zs)]ds+

∫ t

0

BZsds

+

∫ t

0

〈B(n)
s (Zs),∇vu

(m)
s (Zs)〉ds+

∫ t

0

(
B

(n)
s (Zs)

0

)
ds+

(∫ t

0
∇vu

(m)
s (Zs)dWs

0

)
+

(
Wt

0

)

=

∫ t

0

[Y u(m)
s (Zs) +

1

2
∆vu

(m)
s (Zs)]ds+

∫ t

0

〈B(n)
s (Zs),∇vu

(m)
s (Zs)〉ds

+

∫ t

0

BZsds+

∫ t

0

(
B

(n)
s (Zs)

0

)
ds+

(∫ t

0
∇vu

(m)
s (Zs)dWs

0

)
+

(
Wt

0

)
.

By Lemma 2.18 Part (b) we get that u(m), Y u(m),∆vu
(m) and ∇vu

(m) converge uniformly on compact sets

to u, Y u,∆vu and ∇vu, respectively, hence the ucp limit of (5.17) gives

ut(Zt) + Zt − u0(Z0)− Z0 =

∫ t

0

[Y us(Zs) +
1

2
∆vus(Zs)]ds+

∫ t

0

〈B(n)
s (Zs),∇vus(Zs)〉ds

+

∫ t

0

BZsds+

∫ t

0

(
B

(n)
s (Zs)

0

)
ds+

(∫ t

0
∇vus(Zs)dWs

0

)
+

(
Wt

0

)
.

As u is a strong Lie solution of (4.8), the PDE in the latter is satisfied everywhere on [0, T ]×RN , and thus

ut(Zt) + Zt − u0(Z0)− Z0 = λ

∫ t

0

us(Zs)ds+

∫ t

0

BZsds+

(∫ t

0
∇vus(Zs)dWs

0

)
+

(
Wt

0

)
,

which can be seen to be equality (5.5), where the martingale M is given by

Mt =

(∫ t

0
∇vφs(Zs)dWs

0

)
,

having used the fact that φt(x) = x+ ut(x). This concludes the proof that Lemma 5.7 can be applied.
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Proposition 5.10. Let Assumption 1.1 hold and B ∈ CT C
−β
B with β ∈ (0, 1/2). Let µ0 be a probability law

on RN with finite 4th moment. Then MP(B, µ0) admits existence of a solution according to Definition 5.1.

Proof. We define

B
(n)
t := Φn ∗Bt

as in (2.19). By Lemma 2.16, B(n) ∈ CT Cb ∩ L
∞
T Cγ

B for all γ > 0, and for any η > 0

‖B(n) −B‖T,−β−η −−−−−→
n→+∞

0.

Let Z be the canonical process and we denote by (Z,P(n)) the solution to the Stroock-Varadhan martingale

problem with respect to LB(n) . Lemma 5.8 allows to conclude existence of a solution (Z,P).

We now prove existence and uniqueness of solutions to MP(B, µ0), for a general distribution law µ0.

Concerning existence, the key tool is the superposition of solutions to MP(B, δz) for any z ∈ RN , with δz

clearly satisfying the finite 4th moment assumption required to apply Proposition 5.10.

Theorem 5.11. Let Assumptions 1.1 hold, B ∈ CT C
−β
B with β ∈ (0, 1/2), and µ0 be a generic distribution

law on RN . Then MP(B, µ0) admits existence and uniqueness of a solution according to Definition 5.1.

Proof. Uniqueness. We want to apply Theorem A.2 from the Appendix, so we need to verify that Property P

is satisfied for MP(B, µ0; t0), for any initial condition µ0 and any t0 ∈ [0, T ) (see Definition A.1 in Appendix

A for the definition of Property P). Without restriction of generality we set t0 = 0. Assume that (Z1,P1) and

(Z2,P2) are two solutions with initial condition µ0. Without loss of generality, we can choose Z1 = Z2 = Z

where Z is the canonical process. Let now g ∈ CTS and u be the unique solution of Lu = g with terminal

condition uT = 0. By the definition of solution of MP(B, µ0)

EPi


uT (ZT )︸ ︷︷ ︸

=0

−u0(Z0)−

∫ T

0

gs(Zs)ds


 = 0, for i = 1, 2,

and P1 ◦ Z−1
0 = P2 ◦ Z−1

0 = µ0. As a result,

EP1

[∫ T

0

gs(Zs)ds

]
= EP2

[∫ T

0

gs(Zs)ds

]
.

By arbitrariness of g ∈ CTS then P1 and P2 have the same marginals for almost all s ∈ [0, T ], and since Z

is continuous they have the same marginals for all s ∈ [0, T ], that is Property P is satisfied for MP(B, µ0),

for any initial condition µ0.

Existence. Given any z ∈ RN , by Proposition 5.10 there exists a solution (Z,Pz) to MP(B, δz) since δz

has finite 4th moment. As the solution is unique, the map z 7→ Pz is measurable from RN to the space of

probability measures. This can be seen with the same argument as in [58, Exercise 6.7.4]. Given an arbitrary

probability law µ0, we define P for a Borel set B of the canonical space, by P(B) :=
∫
RN Pz(B)dµ0(z). The

couple (Z,P) is a solution to MP(B, µ0), and we recall that the details of this arguments can be seen in the

proof of existence of [39, Theorem 4.5], using the current definition of martingale problem.

The next proposition is the extension of the convergence result stated in Lemma 5.8, when removing the

assumption on the finiteness of the 4th moment of the initial condition.
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Proposition 5.12. Let µ0 be any probability law on RN . Let B(n),B be as in Lemma 5.8. Let (Z,P(n)) be

a solution of the Stroock-Varadhan martingale problem with respect to LB(n) with initial condition µ0. Then

P(n) converges in law to P, where (Z,P) is solution to MP(B, µ0).

Proof. For every n we proceed to the disintegration of P(n) as in [39, Fact 2 in the proof of Theorem 4.5].

We write

P(n) =

∫
P(n)
z dµ0(z). (5.18)

We show that P
(n)
z solves the Stroock-Varadhan martingale problem with respect to LB(n) and initial condi-

tion δz; this can be done as in Fact 2 of previously mentioned [39, Theorem 4.5]. By the uniqueness of the

Stroock-Varadhan martingale problem, P
(n)
z in (5.18) is the unique solution of that problem. Since µ0 = δz

has finite 4-th moment, we apply Lemma 5.8 to show that for all z ∈ RN we have

P(n)
z ⇒ Qz,

where Qz solves the MP(B, δz). The map z 7→ Qz is measurable thanks to the uniqueness by Theorem 5.11

and again an argument as [58, Exercise 6.7.4]. By superposition, Q :=
∫
RN Qzdµ0(z) solves the MP(B, µ0)

which equals P by uniqueness, see again Theorem 5.11. It remains to show that P(n) ⇒ P. Let F : CTR
N → R

be bounded and continuous. We get by Fubini

EP(n)

(F (Z)) =

∫

RN

EP(n)
z (F (Z))dµ0(z). (5.19)

Using the fact that P
(n)
z ⇒ Qz for all z ∈ RN , taking the limit in (5.19) and using dominated convergence

theorem we get

lim
n→∞

EP(n)

(F (Z)) =

∫

RN

EQz (F (Z))dµ0(z) = EP(F (Z)),

and the proof is concluded.

In the next result we see that if the solution Zt of the singular martingale problem has a density vt in a

suitable space, then the function t 7→ vt satisfies the Fokker-Planck equation, as expected.

Proposition 5.13. Let Assumption 1.1 holds and B ∈ CT C
−β
B with β ∈ (0, 1/2). Let µ0 be a probability

measure on RN with density u0 ∈ Cβ+ε
B , for some ε > 0. Let (Z,P) be the solution to the MP(B, µ0).

Then Zt admits a law density ut with u ∈ CT Cb ∩ L
∞
T Cβ+ε

B . Furthermore, u is a weak solution of the linear

Fokker-Planck equation (3.1) where F (u)b = B, that is for every ϕ ∈ S we have

〈ut|ϕ〉 = 〈u0|ϕ〉+

∫ t

0

〈us|Aϕ〉 ds+
d∑

i=1

∫ t

0

〈
usBi| ∂ziϕ

〉
ds, t ∈ [0, T ],

where A was defined in (1.9).

Proof. Denote by u and u(n) the unique mild, and thus weak, solutions in CT Cb ∩ L∞
T Cβ+ε

B to (3.1) with

F (u)b = B and F (u)b = B(n), respectively, which exist by Theorem 3.8. Here (B(n)) is defined as in (2.19).

Recall that, by Theorem 3.15, u(n) converges uniformly to u on [0, T ]× RN .

Furthermore, once more by Theorem 3.15, u(n) is non-negative and u(n) ∈ L1(RN ). By [26, Theorem

2.6], there exists a solution (Z(n),P(n)) to the Stroock-Varadhan martingale problem with LB(n) and initial

condition µ0, whose law density at time t is exactly u
(n)
t . Owing to Proposition 5.5, the pair (Z(n),P(n)) co-

incides with the unique solution to MP(B(n), µ0). Therefore, by Theorem 5.11 (uniqueness) and Proposition

5.12, u
(n)
t (z)dz converges to the law of Zt under P, for any t ∈ [0, T ]. This implies that ut is the density of

Zt under P.
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5.2 The McKean-Vlasov case

Throughout this section we assume that Assumption 1.1 and 1.4 hold, and that Assumption 1.5 holds for Φ

being F and F̃ . The definition of solution to MP extends easily to the McKean-Vlasov case (1.1) and (1.2),

recalled below for ease of reading:





dVt =
(
F
(
ut(Zt)

)
bt(Zt) +B0Zt

)
dt+ dWt

dXt = B1Ztdt

µZt
(dz) = ut(z)dz,

(5.20)

for some initial condition Z0 ∼ µ0 = u0(z)dz.

To formulate (5.20) as a martingale problem we resort to the linear singular martingale problemMP(B, µ0)

introduced in Section 5.1, with B = F (u)b and u ∈ CT Cb∩L
∞
T Cβ+ε

B . Precisely, we give the following definition.

Definition 5.14. Let the McKean-Vlasov Martingale Problem formally given by (1.1) and (1.2) be denoted

by MKMP(F, b, u0). We say that MKMP(F, b, u0) admits existence if there exists a triple (Z,P, u) where Z

is a continuous stochastic process, P is a probability measure, and u ∈ CT Cb ∩L
∞
T Cβ+ε

B for some ε > 0, such

that the law of Zt under P is ut and (Z,P) is a solution to MP(B, µ0) where B = F (u)b.

We say that MKMP(F, b, u0) admits uniqueness if given any two solutions (Z,P, u) and (Ẑ, P̂, û) such

that u, û ∈ CT Cb ∩L
∞
T Cβ+ε

B for some ε > 0, we have that u = û and the law of Z under P is the same as the

law of Ẑ under P̂.

We now prove the main result, which was stated in Theorem 1.6 and is repeated here for completeness.

Theorem 5.15. Let Assumptions 1.1 and 1.4 hold. Let also Assumption 1.5 hold with Φ = F, F̃ . Then

MKMP(F, b, u0) admits uniqueness.

Remark 5.16. Let us denote by ut the probability density of the solution of MKMP(F, b, u0) at time

t ∈ [0, T ]. We now illustrate the fact that the space-regularity of the solution decreases as β increases, as

expected. To this aim, let us suppose that u0 is a bounded and smooth function. The optimal regularity of

the solution u is obtained when regarding u0 as an element of C1−β−η
B for every η > 0 small enough. Indeed

we apply Theorem 3.8 and Remark 3.9 with β + ε = 1 − β − η, and we see that ut ∈ C1−β−η
B , hence the

regularity index 1− β − η decreases as β increases.

Proof. Existence. We construct a solution (Z,P, u) with limiting arguments as follows. Let (b(n)) ⊂ L∞
T Cα

B ,

for all α > 0, be the sequence defined as in (2.19) so that b(n) → b in L∞
T C−β−η

B for some η > 0. Let

u(n) ∈ CT Cb ∩ L∞
T Cβ+ε

B for some ε > 0 be the corresponding mild solution to the non-linear FP Cauchy

problem (3.16), which exists by Theorem 3.15, Part (a), and moreover, u(n) is a non-negative and bounded

function which defines a non-negative finite measure µ
(n)
t with density u

(n)
t . By Proposition 3.7, u(n) is also

a weak solution and thus a solution in the sense of distributions. Hence we can apply [26, Theorem 2.6] to

infer that there exists a solution (Z(n),P(n)) to the Stroock-Varadhan martingale problem with LB(n) , where

B(n) := F (u(n))b(n), and initial condition µ0, whose law density at time t is exactly u
(n)
t . Without loss of

generality, let us consider the solution (Z,P(n)), where Z is the canonical process on the canonical space

CTR
N . By the continuity of F in Hölder spaces (Lemma 3.1 with Φ = F ) and by continuity of the pointwise

product (Proposition 2.9) we obtain that B(n) → B := F (u)b in L∞
T C−β−η

B for some η > 0, where u is the
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mild solution to the FP Cauchy problem (3.1). By the continuity results on the PDE (3.16), see Theorem

3.15, Part (b), we have u(n) → u in CT Cb ∩ L
∞
T Cβ+ε

B for some ε > 0. By Proposition 5.12, we know that

P(n) → P, with (Z,P) being a solution to MP(B, µ0). Recall that u
(n)
t is the law of Zt under P

(n). Since, as

mentioned earlier u(n) → u in CT Cb ∩L
∞
T Cβ+ε

B so ut is the law of Zt under P and by Definition 5.14, we also

have that (Z,P, u) is a solution to MKMP(F, b, u0).

Uniqueness. Let (Z,P, u) and (Ẑ, P̂, û) be two solutions to MKMP(F, b, u0). Then u, û ∈ CT Cb ∩ L
∞
T Cβ+ε

B ,

for some ε > 0, by definition. So, by Proposition 5.13 with B = F (u)b and B = F (û)b respectively, we have

that u and û are both weak solutions to the nonlinear FP singular Cauchy problem (3.1). By Proposition

3.7 and Theorem 3.8, that Cauchy problem admits uniqueness in CT Cb ∩ L
∞
T Cβ+ε

B ; consequently u = û. By

definition of solution to MKMP(F, b, u0), this means that both (Z,P) and (Ẑ, P̂) are solutions to the same

linear singular martingale problem, namely MP(F (u)b, µ0), where µ0 is a law with density u0. By Theorem

5.11, we have uniqueness for the MP(F (u)b, µ0) and hence the law of Z under P is the same as the law of Ẑ

under P̂, which concludes the proof.

A Martingale Problem: Uniqueness

The purpose of this Appendix is to prove uniqueness of the Martingale Problem using Ethier-Kurtz tech-

niques, which allow to show uniqueness of the law knowing uniqueness of the time-marginals.

Throughout this section we assume that Assumption 1.1 holds and B ∈ CT C
−β
B with β ∈ (0, 1/2).

Definition A.1. Let µ0 be a Borel probability measure on RN , and t0 ∈ [0, T ). We say that Property

P holds for MP(B, µ0; t0) if given (Z,P) solution to the MP(B, µ0; t0) then the marginal laws are uniquely

determined, that is if (Z1,P1) and (Z2,P2) are two solutions then

P1 ◦ (Z1)−1
t = P2 ◦ (Z2)−1

t , t ∈ [t0, T ].

Theorem A.2. If Property P holds for MP(B, µ0; t0) for every initial condition µ0 and every t0 ∈ [0, T ),

then we have uniqueness of the MP(B, µ0) for every µ0.

Proof. By Remark 5.2, it is enough to prove uniqueness on the canonical space CTR
N , hence we let Z be

the canonical process and consider two solutions (Z,P) and (Z, P̄) to MP(B, µ0). It is sufficient to prove that

for every n ∈ N, 0 ≤ t0 < t1 < . . . < tn < T and any strictly positive bounded Borel functions h0, . . . , hn we

have

EP

[
n∏

i=0

hi(Zti)

]
= EP̄

[
n∏

i=0

hi(Z̄ti)

]
. (A.1)

Indeed, the same equality still holds true when hi = 1Fi
for closed sets Fi (see [58, proof of Theorem 1.1.1]

for the approximation of an indicator function of a closed set with positive functions), hence the law of

(Zt0 , . . . , Ztn) is identified.

We proceed by induction on n. The base step n = 0 holds by Property P. Let n ≥ 1 and assume (A.1)

holds with n replaced by n− 1. We can define two new probability measures on CTR
N

Q(H) :=
1

EP

[∏n−1
i=0 hi(Zti)

]EP

[
1H

n−1∏

i=0

hi(Zti)

]
, Q̄(H) :=

1

EP̄

[∏n−1
i=0 hi(Zti)

]EP̄

[
1H

n−1∏

i=0

hi(Zti)

]
,
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for every H ∈ σ (Zt, 0 ≤ t ≤ T ). We show that the law of Ztn−1
under Q is the same as the law of Ztn−1

under Q̄. Indeed for any strictly positive bounded Borel function l we have, using induction step (A.1) with

n replaced by n− 1,

EQ[l(Ztn−1
)] =

1

EP

[∏n−1
i=0 hi(Zti)

]EP

[
l(Ztn−1

)

n−1∏

i=0

hi(Zti)

]

=
1

EP̄

[∏n−1
i=0 hi(Zti)

]EP̄

[
l(Ztn−1

)

n−1∏

i=0

hi(Zti)

]
= EQ̄[l(Ztn−1

)].

We can thus denote by µn−1 := Q ◦ Z−1
tn−1

= Q̄ ◦ Z−1
tn−1

. Next we want to show that (Z|[tn−1,T ]
,Q) and

(Z|[tn−1,T ]
, Q̄) solve MP(B, µn−1; tn−1). We know that, for any u such that Lu = g ∈ CTS and u(T, ·) ∈ S,

Mu
t −Mu

tn = ut(Zt)− utn−1
(Ztn−1

)−

∫ t

tn−1

gs(Zs)ds, tn−1 < t ≤ T,

is a martingale under P and under P̄. Let tn−1 < r < t ≤ T and H ∈ σ(Zs, 0 ≤ s ≤ r) be arbitrary, then

EQ [(Mu
t −Mu

r )1H ] =
1

EP

[∏n−1
i=0 hi(Zti)

]EP

[
(Mu

t −Mu
r )1H ·

n−1∏

i=0

hi(Zti)

]
= 0,

the latter being 0 since (Z,P) is a solution to MP(B, µ0) and 1H ·
∏n−1

i=0 hi(Zti) is bounded measurable

with respect to σ(Zs, 0 ≤ s ≤ r). Thus (Mu
t −Mu

tn)t∈[tn−1,T ] is a Q-martingale. Analogously, it is also

a Q̄-martingale. Hence both (Z|[tn−1,T ]
,Q) and (Z|[tn−1,T ]

, Q̄) are solutions to MP(B, µn−1; tn−1). Thus by

Property P we know that the marginals at time tn of the solutions are the same, and thus

EQ[hn(Ztn)] = EQ̄[hn(Ztn)].

Employing the definitions of Q and of Q̄, this implies

1

EP

[∏n−1
i=0 hi(Zti)

]EP

[
hn(Ztn)

n−1∏

i=0

hi(Zti)

]
=

1

EP̄

[∏n−1
i=0 hi(Zti)

]EP̄

[
hn(Ztn)

n−1∏

i=0

hi(Zti)

]
.

Finally, by the inductive assumption EP
[∏n−1

i=0 hi(Zti)
]
= EP̄

[∏n−1
i=0 hi(Zti)

]
, we obtain (A.1) as wanted.

B Schauder Estimates (proof of Theorem 2.10)

Throughout this section, we will denote by C, indistinctly, any positive constant. In each statement below,

C depends on a set of parameters, which will be specified in each case.

We start by recalling some known Gaussian bounds on the the fundamental solution Γ of K defined in

(2.12), and its derivatives.

Notation B.1. Let ν = (ν1, . . . , νN ) ∈ NN
0 be a multi-index. We define the B-length of ν as

[ν]B :=
r∑

j=0

(2j + 1)

d̄j∑

i=d̄j−1+1

νi,

where d̄j are defined in terms of dj , see (1.12). Moreover, as usual ∂νx = ∂ν1
x1

· · · ∂νN
xN
.
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Lemma B.2. For any ν ∈ NN
0 , there exists C > 0, only dependent on B and ν, such that

∫

RN

(
|∂νyΓt(z − y)|+ |∂νyΓt(z − eBty)|

)
dz ≤ Ct−

[ν]B
2 , t > 0, y ∈ RN .

Proof. For [ν]B ≤ 4, it is a particular case of [46, Proposition 6 and Lemma 8]. The case [ν]B > 4 is a

straightforward extension: we omit the details for brevity.

We now continue by proving a fundamental estimate on the Paley-Littlewood blocks of Γt. This extends

a very similar result, [64, Lemma 3.1], which is given for the kinetic case of Example 1.3.

Lemma B.3. For any l ≥ 0 and T > 0, there is a positive constant C = C(B, l, T ) such that

‖∆jΓt‖L1 + ‖∆j

(
Γt ◦ e

tB
)
‖L1 ≤ C(t4j)−l, t ∈ (0, T ], j ∈ N0 ∪ {−1}. (B.1)

Note that C above is independent of j and t.

Proof. For brevity, we give a complete proof of the estimate on ‖∆jΓt‖L1 ; analogous arguments apply to

‖∆j

(
Γt ◦ e

tB
)
‖L1 . It is straightforward to prove that ‖∆−1Γt‖L1 is bounded, uniformly with respect to

t ∈ [0, T ]. Therefore, it is enough to prove (B.1) for j ∈ N0.

Fix t ∈ (0, T ] and j ∈ N0. We first prove the uniform boundedness of the norms of the blocks. For any

z ∈ RN we have

∆jΓt(z) =
(
ρ̌j ∗ Γt

)
(z) (by (2.4))

= 2jQ
(
(ρ̌0 ◦D2j ) ∗ Γt

)
(z) =

∫

RN

ρ̌0(y)Γt

(
z − 2−j .y

)
dy. (B.2)

As a result,

‖∆jΓt‖L1 =

∫

RN

∣∣∣
∫

RN

ρ̌0(y)Γt

(
z − 2−j .y

)
dy
∣∣∣dz

≤

∫

RN

∣∣∣ρ̌0(y)
∣∣∣
( ∫

RN

Γt

(
z − 2−j .y

)
dz
)

︸ ︷︷ ︸
=1

dy = ‖ρ̌0‖L1 .

Therefore, to prove (B.1), it is not restrictive to assume that t4j ≥ 1. For any n ∈ N we set the operators

∆n
i := (−1)n

d̄i∑

k=d̄i−1+1

∂2nyk
, i = 0, · · · , r.

Set also p =
∏r

i=0(2i+ 1) and define

Λm := ∆pm
0 +∆

p
3m
1 · · ·+∆

p
2r+1m
r , m ∈ N.

By the property of the Fourier transform, the inverse of Λm is defined for those f ∈ S such that suppf̂ does

not contain the origin; in this case such operator acts as

Λ−mf = F−1


 f̂(ξ)
∑r

i=0

∑d̄i

k=d̄i−1+1 |ξk|
2m p

2i+1


 =: F−1

(
f̂(ξ)

Sm(ξ)

)
.

Now note that, by the chain rule, we have

∇yΓt

(
z − 2−j .y

)
= 2−j .∇ζΓt

(
z − ζ

)
|ζ=2−j .y, y, z ∈ RN ,
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It is important to see that the i-th block of the gradient ∇ζ is multiplied by 2−j(2i+1) every time that

Γt(z − 2−j .y) is differentiated with respect to a variable of the i-th block. By this fact it is not hard to see

that

Λm
y

(
Γt(z − 2−j .y)

)
= 4−jpmΛm

ζ

(
Γt(z − ζ)

)∣∣
ζ=2−j .y

, y, z ∈ RN , (B.3)

where the indeces y and ζ in Λm
y and Λm

ζ , respectively, denote the variables the operator Λm acts on.

We can now conclude the proof. By (B.2) and Plancherel’s Theorem, we obtain

∆jΓt(z) =

∫

RN

ρ0(ξ)Fy(Γt(z − 2−j .y))(ξ)dξ =

∫

RN

ρ0(ξ)

Sm(ξ)
Sm(ξ)Fy(Γt(z − 2−j .y))(ξ)dξ

(by applying once more Plancherel’s Theorem together with the properties of the Fourier transform)

=

∫

RN

(
Λ−mρ̌0

)
(y) Λm

y

(
Γt(z − 2−j .y)

)
dy,

and thus, by (B.3), we have

‖∆jΓt‖L1 ≤ 4−jpm

∫

RN

∫

RN

∣∣(Λ−mρ̌0
)
(y)
∣∣×
∣∣Λm

ζ

(
Γt(z − ζ)

)
|ζ=2−j .y

∣∣ dydz

(by Tonelli’s Theorem and the estimate of Lemma B.2 N times with ν = νi = (0, . . . , 0, 2mp
2j+1 , 0, . . . , 0) ∈

Ni−1
0 × N0 × NN−i

0 = NN
0 for i = d̄j−1 + 1, . . . , d̄j and j = 0, . . . , r)

≤ C 4−jpmt−pm

∫

RN

∣∣(Λ−mρ̌0
)
(y)
∣∣dy.

As m ∈ N is arbitrary and t4j ≥ 1, this concludes the proof.

The next two lemmas are also needed to prove Theorem 2.10.

Lemma B.4. For any T > 0, there exists a positive C = C(B, T ) such that

∣∣etB⊤

ξ
∣∣
B
≤ C

( ∑

k,h=0,··· ,r
k≥h

|t|
k−h
2h+1 |ξ|

(2k+1)/(2h+1)
B +

∑

k,h=0,··· ,r
k<h

|ξ|
(2k+1)/(2h+1)
B

)
, ξ ∈ RN , t ∈ [−T, T ].

Proof. Throughout the proof, we will denote by C any positive constant that depends at most on B and T .

We first study the block structure of the powers of B⊤. Recalling the structural hypotheses (1.8)-(1.11), we

have (
(B⊤)n

)
ij
= 0, b(j)− b(i) > n,

where b(i) denotes the block of variables corresponding to the index i, i.e.

b(i) := min{k : i ≤ d̄k}, i = 1, · · · , N.

A graphical illustration of this structure is

B⊤ =




∗ ∗ 0 · · · 0 0

∗ ∗ ∗ 0 · · · 0
...

...
. . .

. . .
. . .

...

∗ ∗ ∗
. . . ∗ 0

∗ ∗ ∗ · · · ∗ ∗

∗ ∗ ∗ · · · ∗ ∗




, (B⊤)2 =




∗ ∗ ∗ 0 · · · 0 0

∗ ∗ ∗ ∗ 0 · · · 0
...

...
. . .

. . .
. . .

. . .
...

∗ ∗ ∗
. . .

. . . ∗ 0

∗ ∗ ∗ ∗
. . . ∗ ∗

∗ ∗ ∗ ∗ · · · ∗ ∗

∗ ∗ ∗ ∗ · · · ∗ ∗




,
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and so on, until

(B⊤)n =




∗ ∗ · · · ∗ ∗

∗ ∗ · · · ∗ ∗
...

...
. . .

...
...

∗ ∗ · · · ∗ ∗

∗ ∗ · · · ∗ ∗




, n ≥ r − 1,

with the blocks in the position k, h representing (dk × dh) matrices. As a result, for any n ∈ N and

ξ = (ξ0, · · · , ξr) ∈ RN , we obtain

|tn(B⊤)nξ|B ≤
r∑

h=0

(
Cn |t|n

(h+n)∧r∑

k=0

|ξk|

) 1
2h+1

(since |ξk| ≤ |ξ|2k+1
B )

≤ Cn
r∑

h=0

|t|n/(2h+1)

(h+n)∧r∑

k=0

|ξ|
(2k+1)/(2h+1)
B .

For all the pairs of indices (h, k) in the sums above we have

n ≥ k − h,

and thus

|t|n/(2h+1) ≤ Cn|t|(k−h)/(2h+1), t ∈ [−T, T ].

This and |t|n/(2h+1) ≤ Cn yield

|tn(B⊤)nξ|B ≤ Cn

( ∑

k,h=0,··· ,r
k≥h

|t|
k−h
2h+1 |ξ|

(2k+1)/(2h+1)
B +

∑

k,h=0,··· ,r
k<h

|ξ|
(2k+1)/(2h+1)
B

)

and concludes the proof.

Lemma B.5. For any T > 0 we have

{
i ∈ N0 ∪ {−1} | suppρj ∩ supp

(
ρi ◦ e

tB⊤)
6= ∅
}
⊆ Θt

j , t ∈ [−T, T ], j ∈ N0 ∪ {−1}, (B.4)

where

Θt
j :=

{
i ∈ N0 ∪ {−1}

∣∣ 2i ≤ C
∑

k,h=0,··· ,r
k≥h

|t|
k−h
2h+1 2

j(2k+1)
2h+1 , 2j ≤ C

∑

k,h=0,··· ,r
k≥h

|t|
k−h
2h+1 2

i(2k+1)
2h+1

}
, j ∈ N0, (B.5)

Θt
−1 :=

{
i ∈ N0 ∪ {−1}

∣∣ 2i ≤ C
∑

k,h=0,··· ,r
k≥h

|t|
k−h
2h+1

}
,

with C = C(B, T ) positive constant.

Furthermore, for any γ ∈ R \ {0}, there exists a constant C = C(B, T, γ) > 0 such that

∑

i∈Θt
j

2−γi ≤ C 2−jγ
∑

k,h=0,··· ,r
k≥h

(|t|4j)|γ|(k−h)/(2h+1), t ∈ [−T, T ], j ∈ N0, (B.6)

∑

i∈Θt
−1

2−γi ≤ C, t ∈ [−T, T ]. (B.7)
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Proof. Fix j ∈ N0. For any i ∈ N0∪{−1}, the second property in (2.2) and the property (2.3) of the partition

yield

ξ ∈ suppρj ∩ supp
(
ρi ◦ e

tB⊤)
=⇒




|ξ|B ≤ 2j+1

|etB
⊤

ξ|B ≥ 2i−1 − 1
4

,

and also

ζ ∈ supp
(
ρj ◦ e

−tB⊤)
∩ suppρi =⇒




|e−tB⊤

ζ|B ≥ 2j−1

|ζ|B ≤ 2i+1
.

By applying Lemma B.4 to the first system of inequalities, we have

2i−1 −
1

4
≤ |etB

⊤

ξ|B ≤ C

( ∑

k,h=0,··· ,r
k≥h

|t|
k−h
2h+1 |ξ|

(2k+1)/(2h+1)
B +

∑

k,h=0,··· ,r
k<h

|ξ|
(2k+1)/(2h+1)
B

)

≤ C

( ∑

k,h=0,··· ,r
k≥h

|t|
k−h
2h+1 2(j+1)(2k+1)/(2h+1) +

∑

k,h=0,··· ,r
k<h

2(j+1)(2k+1)/(2h+1)

)

(since 2j+1 ≥ 1 then k < h⇒ 2(j+1)(2k+1)/(2h+1) ≤ 2j+1)

≤ C
∑

k,h=0,··· ,r
k≥h

|t|
k−h
2h+1 2(j+1)(2k+1)/(2h+1).

Analogously, the second system leads to

2j−1 ≤ C
∑

k,h=0,··· ,r
k≥h

|t|
k−h
2h+1 2(i+1)(2k+1)/(2h+1),

which, combined with the previous inequality, yields (B.4) for j ∈ N0. Furthermore, for any i ∈ N0 ∪ {−1},

by (2.2) we have

ξ ∈ suppρ−1 ∩ supp
(
ρi ◦ e

tB⊤)
=⇒




|ξ|B ≤ 1

|etB
⊤

ξ|B ≥ 2i−1 − 1
4

.

Proceeding like above yields (B.4) for j = −1.

Prove now (B.6). We only show it when γ > 0, the case γ < 0 being easier. Let i ∈ Θj
t . By the second

inequality in (B.5) we have

2−i ≤ C2−j
∑

k,h=0,··· ,r
k≥h

|t|
k−h
2h+1 2

i(2k+1)
2h+1 −i

︸ ︷︷ ︸
=4i(k−h)/(2h+1)

. (B.8)

Now, if i ≤ j, then (B.8) yields

2−i ≤ C2−j
∑

k,h=0,··· ,r
k≥h

|t|
k−h
2h+1 4j(k−h)/(2h+1) := Dj .

For i > j we have 2−i < 2−j , and by definition of Θt
j we get

2−i < 2−j ≤ Dj ,

that is i ≥ − log2Dj for every i ∈ Θt
j . This latter implies

∑

i∈Θt
j

2−γi ≤
∞∑

i=⌊− log2 Dj⌋

2−γi =
2⌊log2 Dj⌋γ

1− 2−γ
≤

2βDγ
j

1− 2−γ
,

which yields (B.6) for γ > 0. Finally, (B.7) is trivial.
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We are now in the position to prove Theorem 2.10.

Proof of Theorem 2.10. We fix t ∈ (0, T ] and write Pt and P ′
t in a convenient way, suitable to exploit the

properties of the Fourier transform. We have

Γt ∗ (f ◦ e−tB)(z) =

∫

RN

Γt(z − y)f(e−tBy)dy = | det etB |

∫

RN

Γt

(
z − etBy

)
f(y)dy, f ∈ S,

(
(Γt ◦ e

tB) ∗ (f ◦ etB)
)
(y) =

∫

RN

Γt

(
etB(z − y)

)
f(etBz)dz =

1

| det etB |

∫

RN

Γt

(
z − etBy

)
f(z)dz, f ∈ S,

and thus

P ′
tf =

1

| det etB |
Γt ∗ (f ◦ e−tB), Ptf = | det etB | (Γt ◦ e

tB) ∗ (f ◦ etB), f ∈ S,

which extends to f ∈ S ′ by duality. As the following steps apply to Pt and similarly to P ′
t , for the sake of

brevity, we prove only the part of (2.16) related to P ′
t . For any j ≥ −1 we have obtained that

∆j(P
′
tf) =

1

| det etB |

(
∆jΓt

)
∗ (f ◦ e−tB).

Furthermore, by the second part of Remark 2.3, we have

f ◦ e−tB =

+∞∑

i=−1

(∆if) ◦ e
−tB ,

and thus

∆j(P
′
tf) =

1

| det etB |

∞∑

i=−1

(
∆jΓt

)
∗
(
(∆if) ◦ e

−tB
)
.

Each term of this summation is nonzero if and only if

F
((

∆jΓt

)
∗
(
(∆if) ◦ e

−tB
))

= | det etB | ρjΓ̂
(
ρi ◦ e

tB⊤)(
f̂ ◦ etB

⊤)

is non-null. Therefore, Lemma B.5 yields

∆j(P
′
tf) =

1

| det etB |

∑

i∈Θt
j

(
∆jΓt

)
∗
(
(∆if) ◦ e

−tB
)
,

and by Young’s inequality we obtain

‖∆j(P
′
tf)‖L∞ ≤

1

| det etB |
‖∆jΓt‖L1

∑

i∈Θt
j

‖(∆if) ◦ e
−tB‖L∞︸ ︷︷ ︸

=‖∆if‖L∞

≤
1

| det etB |
‖∆jΓt‖L1‖f‖γ

∑

i∈Θt
j

2−iγ .

Assume now γ 6= 0 and j ∈ N0: (B.6) yields

‖∆j(P
′
tf)‖L∞ ≤ C‖∆jΓt‖L1‖f‖γ 2

−jγ
∑

k,h=0,··· ,r
k≥h

(t4j)|γ|(k−h)/(2h+1).

Now, for each 0 ≤ h ≤ k ≤ r, we apply Lemma B.3 with

l =
α

2
+

k − h

2h+ 1
|γ|

and obtain

(t4j)|γ|(k−h)/(2h+1)‖∆jΓt‖L1 ≤ C(t4j)−l(t4j)|γ|
k−h
2h+1 = Ct−

α
2 2−jα.
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This proves

‖∆j(P
′
tf)‖L∞ ≤ C t−

α
2 2−j(α+γ)‖f‖γ , j ∈ N0. (B.9)

Following analogous arguments, the same estimate can be proved for j = −1. We omit the details for brevity.

Finally, the case γ = 0 follows by the interpolation Lemma 2.10 in [33]. Precisely, employing the notation

in the latter reference, estimate (B.9) for γ = 0 can be obtained by setting: X = L∞(RN ), β0 = −1, β1 = 1,

Tj = ∆jP
′
t , C0,j = C−12

−jαt−
α
2 and C1,j = C12

−jαt−
α
2 , with C−1, C1 denoting the constant C appearing

in (B.9) for γ = −1, 1 respectively.
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Bernoulli, 28 (2022), pp. 1757–1783.

[44] E. Lanconelli and S. Polidoro, On a class of hypoelliptic evolution operators, vol. 52, 1994, pp. 29–

63. Partial differential equations, II (Turin, 1993).
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[51] K. Oelschläger, A law of large numbers for moderately interacting diffusion processes, Z. Wahrschein-

lichkeitstheorie verw Gebiete, 69 (1985), pp. 279–322.

[52] S. Pagliarani, A. Pascucci, and M. Pignotti, Intrinsic Taylor formula for Kolmogorov-type ho-

mogeneous groups, Journal of Mathematical Analysis and Applications, 435 (2016), pp. 1054–1087.

[53] A. Pascucci, PDE and martingale methods in option pricing, vol. 2 of Bocconi & Springer Series,

Springer, Milan; Bocconi University Press, Milan, 2011.

[54] A. Pascucci and A. Pesce, Sobolev embeddings for kinetic Fokker-Planck equations, Preprint ArXiv

2209.05124, (2022).

[55] N. Perkowski and W. van Zuijlen, Quantitative heat-kernel estimates for diffusions with distribu-

tional drift, Potential Analysis, online first (2022).

[56] S. Polidoro, On a class of ultraparabolic operators of Kolmogorov-Fokker-Planck type, Matematiche

(Catania), 49 (1994), pp. 53–105 (1995).

[57] F. Russo and G. Trutnau, Some parabolic PDEs whose drift is an irregular random noise in space,

Ann. Probab., 35 (2007), pp. 2213–2262.

[58] D. W. Stroock and S. R. S. Varadhan, Multidimensional diffusion processes, vol. 233 of

Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences],

Springer-Verlag, Berlin, 1979.

52



[59] A. Sznitman, Topics in propagation of chaos, vol. 1464 of Ecole d’été de probabilités de Saint-Flour
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