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Abstract

The difficulty of minimizing a nonconvex function is in part explained by the presence of
saddle points. This slows down optimization algorithms and impacts worst-case complexity
guarantees. However, many nonconvex problems of interest possess a favorable structure
for optimization, in the sense that saddle points can be escaped efficiently by appropriate
algorithms. This strict saddle property has been extensively used in data science to derive
good properties for first-order algorithms, such as convergence to second-order critical points.
However, the analysis and the design of second-order algorithms in the strict saddle setting
have received significantly less attention.

In this paper, we consider second-order trust-region methods for a class of strict sad-
dle functions defined on Riemannian manifolds. These functions exhibit (geodesic) strong
convexity around minimizers and negative curvature at saddle points. We show that the
standard trust-region method with exact subproblem minimization finds an approximate
local minimizer in a number of iterations that depends logarithmically on the accuracy pa-
rameter, which significantly improves known results for general nonconvex optimization. We
also propose an inexact variant of the algorithm that explicitly leverages the strict saddle
property to compute the most appropriate step at every iteration. Our bounds for the inex-
act variant also improve over the general nonconvex case, and illustrate the benefit of using
strict saddle properties within optimization algorithms.

Keywords: Riemannian optimization, strict saddle function, second-order method,
complexity guarantees.

MSC: 49M05, 49M15, 65K05, 90C60.

1 Introduction

We consider the optimization problem

min f(z) P)
where M is an n-dimensional Riemannian manifold, and f: M — R is twice continuously
differentiable and nonconvex. A popular way to solve Problem (P) is to use Riemannian op-
timization techniques, that use differential geometry to generalize unconstrained optimization
methods to the Riemannian setting (Absil et al., 2008; Boumal, 2023). Theoretical guarantees
for such methods have historically focused on the behavior close to minimizers (local conver-
gence). These results usually rely on the objective function being convex (or strongly convex)
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around minimizers, thereby enabling the derivation of local convergence rates (Absil et al., 2008;
Nocedal and Wright, 2006).

Meanwhile, the past decade has seen a growing interest in global convergence results for
nonconvex optimization, where one quantifies the rate of convergence towards a stationary point
independently of the starting point (Cartis et al., 2022). These rates can be stated in the form
of complexity results, which bound the number of iterations necessary to satisfy approximate
first- or second-order necessary conditions for optimality. Second-order stationary points for
Problem (P) have a zero Riemannian gradient and positive semidefinite Riemannian Hessian:

gradf(z) =0 and Amin (Hessf(z)) > 0, (1.1)

where Apin(+) is the smallest eigenvalue of a symmetric operator. Given positive tolerances
(eg,€m), complexity results bound the cost of satisfying an approximate version of (1.1), given
by

lgradf(z)|| < eq4 and Amin (Hessf(z)) > —epg. (1.2)

In the unconstrained or Euclidean setting (i.e., when M = R™), it is well established that
classical second-order trust-region methods (Conn et al., 2000) reach an iterate satisfying (1.2)
in at most O(max(sg%ﬁl,s;f?’)) iterations (Cartis et al., 2012). Although this complexity
can be improved to O(max(eg_2,5_3)) without changing the essence of the algorithm (Curtis
et al., 2018; Gratton et al., 2020), the resulting bound remains suboptimal among a large class
of second-order methods (Cartis et al., 2019). Indeed, techniques such as cubic regularization
enjoy a O(max(eq 3/ 2, 5}13)) complexity bound, that strictly improves over standard trust-region
methods and is optimal among the class of second-order algorithms. Similar bounds were
obtained for the Riemannian counterparts of trust-region methods (Boumal et al., 2019) and
cubic regularization (Agarwal et al., 2021). Modifications of the trust-region scheme have been
proposed to achieve the optimal complexity of cubic regularization (Curtis et al., 2017, 2021).

These worst-case results are pessimistic in nature and do not reflect the good behaviour of
second-order methods on many practical problems. In an effort to reconcile theoretical guar-
antees with practical performances, it becomes necessary to leverage additional structure from
the function f. Numerous problems of the form (P) have the property that the nonconvexity is
benign, meaning that second-order critical points—Equation (1.1)—are global minimizers (Sun
et al., 2015; Wright and Ma, 2022). Data analysis tasks with this property include Burer-
Monteiro factorizations of semidefinite programs (Boumal et al., 2020; Luo and Trillos, 2022),
phase retrieval (Sun et al., 2018), matrix completion and factorization (Ge et al., 2016; Li et al.,
2019), dictionary learning (Sun et al., 2017a; Qu et al., 2019) and others.

Benign nonconvexity implies that the Hessian possesses a negative eigenvalue at every saddle
point. This strict saddle property allows first- and second-order methods to provably avoid
saddle points and converge towards minimizers. First-order methods escape strict saddle points
almost surely (Lee et al., 2019), and complexity bounds can even be derived for randomized
first-order techniques, in both the Euclidean and Riemannian setting (Criscitiello and Boumal,
2019; Sun et al., 2019). In addition, second-order methods, that leverage directions of negative
curvature of the Hessian, escape strict saddle points by design, and are thus particularly suitable
for strict saddle problems (Wright and Ma, 2022, Chapter 9).

Adaptations of complexity analysis to strict saddle problems have recently begun to ap-
pear in the literature. On one hand, complexity results were established for specific instances
satisfying a strict saddle property, such as phase retrieval (Sun et al., 2018) or dictionary learn-
ing (Sun et al., 2017b). More recently, O’Neill and Wright (2023) considered low-rank matrix
optimization problems under a strict saddle property, and designed a line-search method that



made explicit use of the strict saddle structure. In these works, the analysis is tailored to specific
problems, and its generalization to a broader strict saddle setting is not straightforward.

On the other hand, general analyses based on dividing the feasible set into regions of inter-
est yielded complexity bounds that improved over the general nonconvex setting, in the sense
that the dependencies with respect to €, and ey were only logarithmic rather than polyno-
mial (Paternain et al., 2019; Curtis and Robinson, 2021). Carmon et al. (2018) showed that an
accelerated gradient technique tailored to nonconvex problems would enjoy improved complex-
ity when applied to a function satisfying the strict saddle property. These general results apply
to unconstrained strict saddle problems, and do not cover optimization problems on manifolds,
a popular source of strict saddle problems (Wright and Ma, 2022).

Contributions and outline

In this work, we analyze a trust-region framework for minimizing strict saddle functions over Rie-
mannian manifolds. The strict saddle problems we consider are strongly convex near minimizers,
which leads to connections with Riemannian optimization of geodesically strongly convex func-
tions. In particular, we leverage local convergence results for Newton’s method in order to derive
complexity results for our framework. We show that the standard trust-region method (Absil
et al., 2007) with exact subproblem minimization applied to a strict saddle function benefits
from improved complexity guarantees compared to the general nonconvex setting. Indeed, our
complexity bound possesses a logarithmic dependency in the optimality tolerances, thanks to
the local quadratic convergence of the method, which improves over polynomial dependencies
from the general case. We also derive similar results for an inexact version of our algorithm
based on inexact solutions of the trust-region subproblem, that makes explicit use of the strict
saddle structure. Our analysis builds on recent advances in the complexity of (Euclidean) trust-
region methods by relying on iterative linear algebra routines. This yields complexity bounds
in terms of iterations as well as Hessian-vector products.

To the best of our knowledge, we provide the first strict saddle analysis of a generic second-
order trust-region method, and the first strict saddle analysis that applies to a generic manifold
M. All our results apply naturally to the unconstrained case M = R". Overall, our results
advocate for further use of the strict saddle structure in the design and analysis of nonconvex
optimization methods.

The rest of the paper is organized as follows. In Section 2, we describe the class of strict
saddle functions on Riemannian manifolds that we investigate throughout the paper. This is
prefaced by background material on Riemannian optimization and geodesic convexity. In Sec-
tion 3, we analyze the global complexity of the Riemannian trust-region with exact subproblem
minimization. This is a well-known algorithm for which we show an improved complexity when
applied to strict saddle functions. In Section 4, we design a new Riemannian trust-region method
with inexact subproblem minimization that uses landscape parameters to compute directions
which are appropriate for the local landscape. The guarantees for the inexact algorithm account
for the cost of solving the subproblem.

2 Strict saddle functions on Riemannian manifolds

In this section, we define a class of strict saddle functions on Riemannian manifolds. We
first present background material on Riemannian optimization in Section 2.1, with a focus on
retractions. We then discuss the notion of geodesic strong convexity in Section 2.2, which plays
a role in our definition of strict saddle functions. This definition is provided along with several
examples in Section 2.3.



2.1 Retractions and derivatives on Riemannian manifolds

Recall that problem (P) considers the minimization of a smooth function f over a Riemannian
manifold M. We cover the basic ideas that allow to build feasible algorithms for (P).

At every x € M, the linear approximation of the manifold M is called the tangent space,
written T, M. Each tangent space is equipped with an inner product (:,-),, which defines the
norm of a tangent vector as ||v||, := /(v,v), for v € T, M. (We often write (-,-) and ||-|| when
the reference point is clear from context.) For smooth functions, the metric defines a Riemannian
gradient and Riemannian Hessian of f at x € M, which we denote by gradf(z) € T, M and
Hessf(z): ToM — T,M, respectively. By contrast, we use the symbols V and V? for the
gradient and Hessian of a function defined over a Euclidean space.

Riemannian optimization algorithms use tangent vectors to generate search directions. Fol-
lowing a tangent direction in a straight line may lead outside the manifold, which is undesirable.
Therefore, we need a tool to travel on the manifold in a direction prescribed by a tangent vector.
This can be done by following the geodesic associated with a tangent vector. On manifolds,
geodesics are curves with zero acceleration that generalize the notion of straight line in Eu-
clidean spaces. Formally, a geodesic is a smooth curve ¢: I — M defined on an open interval
I C R such that ¢’(t) = 0 for all ¢ € I, where ¢’(t) is the intrinsic acceleration of ¢ (Boumal,
2023, Chapter 5). The exponential map travels along the manifold by following geodesics,
but optimization algorithms commonly use first-order approximations of the exponential map,
called retractions (Absil et al., 2008, §4.1). A retraction at x is a map from the tangent space
to the manifold, denoted by R,: T, M — M. For many manifolds of interest, practical and
popular retractions are defined globally (Absil et al., 2008, Chapter 4). However, the retraction
at x € M may only be defined locally, in a ball of radius o(z) > 0 centered around 0, in T, M.
In that case the size of the step at € M must be limited to g(x). We discuss this further in
Section 3.1.

Given a retraction, one can lift the function f to the tangent space through the following
composition.

Definition 2.1. For any v € M, the pullback of f to the tangent space Ty M is the function
fz: TeM — R defined by

fx(s) := foRy(s) for all s € T, M.

In particular, given x € M and s € T, M, we consider the gradient of the pullback function
fo(s) € T, M as well as its Hessian VQfx(s) : T,M — T, M. Note the distinction between
these derivatives and the Riemannian derivatives of f at R,(s), denoted by gradf(R;(s)) and
Hessf(Rx(s)). The identities f,(0) = f(z) and Vf,(0) = gradf(z) hold by definition (Boumal,
2023, Proposition 3.59) and additional assumptions on the retraction allow to relate the second-
order derivatives. To benefit fully from second-order methods, we require that the retraction
be a second-order approximation of geodesics.

A1l. The retraction mapping is a second-order retraction: for any x € M and s € T, M, the
curve ¢ : t € [0,1] = R, (ts) has zero acceleration at t = 0, that is, ¢’(0) = 0.

If R, is a second-order retraction, it holds that
V2f,(0) = Hessf () Ve e M, (2.1)

i.e., the Hessian of the pullback function is the Riemannian Hessian of f (Boumal, 2023, Propo-
sition 5.45).



Remark 2.1. In this paper, we choose to use a general retraction over the more restrictive ex-
ponential map. This requires certain smoothness assumptions on the pullback function (see A3),
but has the advantage of resembling the Euclidean setting. Using the exponential map typically
leads to a different analysis that relies on parallel transport along geodesics, where the curvature
of the manifold appears explicitly (Sun et al., 2019; Criscitiello and Boumal, 2019, Section 4).

2.2 Geodesic convexity

We now provide the key definitions behind geodesic convexity, a concept that generalizes con-
vexity in Euclidean spaces to Riemannian manifolds. Geodesically convex sets and functions
are defined with respect to geodesics of M as follows.

Definition 2.2. A subset S of M is geodesically convex if, for every x,y € S, there exists a
geodesic segment c: [0,1] — M such that ¢(0) = x, ¢(1) =y and c(t) is in S for all t € [0,1].

A function is geodesically convex on S C M if it is convex in the usual sense along all
geodesics on S.

Definition 2.3. Given a subset S of M, the function f: M — R is geodesically convex on S
(resp. geodesically strongly convez) if S is geodesically convex and for every geodesic c : [0,1] —
M such that ¢(0) # ¢(1) and ¢([0,1]) C S, the function foc: [0,1] — R is convex (resp. strongly
convezx,).

For smooth functions, geodesic strong convexity is determined by the eigenvalues of the
Riemannian Hessian.

Proposition 2.1 (Theorem 11.23 in (Boumal, 2023)). A function f: M — R is geodesically
v-strongly convex on the set S C M if S is a geodesically convexr set and Apmin (Hessf(x)) >~
for every x € S.

Since we are interested in nonconvex problems, we consider functions that are geodesically
strongly convex over a subset of the manifold (near minimizers). Functions with geodesic
convexity over the entire manifold have also been studied, with most interesting applications
arising on Hadamard manifolds (Zhang and Sra, 2016).

2.3 Strict saddle property

We are now ready to define our problem class of interest, robust strict saddle functions on M.
The definition is based on (Ge et al., 2015; Sun et al., 2015).

Definition 2.4. Let f: M — R be twice differentiable and let o, 3,7, be positive constants.
The function f is («, 8,7, d)-strict saddle if the manifold M satisfies M = R1URoUR3, where

Ri={z e M:|gradf(z)| > a}

Ro = {x € M : Apin (Hessf(z)) < -5}

Rs = {x € M : there exists x* € M, a local minimizer of f such that dist(z,z*) < and
f is geodesically y-strongly convex over the set {y € M: dist(z*,y) < 26}}.

Definition 2.4 has the following interpretation. If f is a strict saddle function on M, then,
at any x € M, either the norm of the Riemannian gradient is sufficiently large, the Riemannian
Hessian has a sufficiently negative eigenvalue, or x is close to a local minimum of f on M and
f is geodesically strongly convex in the neighborhood of this local minimum. Note that the last
two cases are mutually exclusive, but that the first case may occur simultaneously with one of
the other two.



Remark 2.2. Other definitions of strict saddle functions exist in the literature, and the main
differences appear in the definition of the region R3, where strong convexity is not always re-
quired (Liu and Roosta, 2023; O’Neill and Wright, 2023). Our definition excludes non-isolated
minimizers, where strong convezity cannot hold. Nevertheless, non-isolated minimizers can
arise due to rotational symmetries in the problem (Wright and Ma, 2022). We note that recent
work has focused on reformulating such problems on a quotient set induced by the symmetry,
leading to problems where minimizers are isolated (Luo and Trillos, 2022).

We conclude this section with two simple examples of strict saddle functions in the sense of
Definition 2.4. Our first example is a strongly convex function over R".

Example 2.1. Let f : R® — R be a (geodesically) ~y-strongly convex function with global
minimizer z*. For any a > 0, f is (a, 1,7, 27‘)‘)—5trict saddle. The region Ro is empty, and for
any z ¢ R1 (i.e., ||Vf(2)|| < a), we show that x € R3. Strong convezity gives

3llz = 2*[* < f(z) — f(z") < =V f(2)' (z — 2") < |V f(@)llz — 2*|| < allz — 2",
hence ||z — z*|| < 27"‘ =:0. Clearly, f is y-strongly conver on {x : ||z — z*|| < 20} C R".

Our second example, previously introduced in (Sun et al., 2015), illustrates the interest of
the region R4 in the presence of nonconvexity.

Example 2.2. Let M be the unit sphere in R™, denoted by S"~!, and let f: S — R be
defined by f(x) = xT Az, where A € R™" is a symmetric matriz with eigenvalues \; >
Ao > - > A1 > M. Then, there exists an absolute constant ¢ > 0 such that f is
(eAn—1 = An) /A, (1 — An)s chn—1 — An)s 2¢(An—1 — An)/A1)-strict saddle on SP~1.

To end this section, we state our key assumption about Problem (P).

A2. There exist positive constants (e, B,7,0) such that the function f is (c, B,7,0)-strict saddle
on the manifold M and Rs is a compact subset of M.

The compactness assumption on Rz merely prevents the function from having infinitely
many minimizers on M, and is made to simplify the presentation. It is possible to extend
our analysis to an unbounded region R3, but this lengthens the argument considerably. Note
that Assumption 2 holds for both examples above. The boundedness assumption also allows to
control the distance between iterates of our algorithms.

Lemma 2.2 (Lemma 6.32 in (Boumal, 2023)). Under A2, there exists positive constants vg, kg
such that for all x € Rz and s € ToM, if ||s||, < vs, then dist(z, Ry(s)) < kg||s||,, where
dist(+,-) is the Riemannian distance on M.

3 Riemannian trust-region method with exact subproblem
minimization

In this section we analyze the classical Riemannian trust-region algorithm (RTR) with exact
subproblem minimization. Our goal is to leverage the strict saddle property to obtain better
complexity bounds than those existing for general nonconvex functions (Boumal et al., 2019).
The algorithm is perfectly standard, yet the analysis borrows from recent results on Newton-
type methods for the Euclidean setting (Curtis et al., 2021). In particular, our improved com-
plexity bounds rely on a good understanding of the local convergence of the algorithm. Note
that using the exponential map would simplify the analysis, as noticed for Riemannian cubic
regularization (Agarwal et al., 2021).



Section 3.1 describes the exact trust-region algorithm, along with key assumptions. Standard
decrease lemmas are provided in Section 3.2. A local convergence analysis of the algorithm in
the region of geodesic strong convexity is provided in Section 3.3. This analysis allows to derive
our global convergence result, that is established in Section 3.4.

3.1 Algorithm and assumptions

The Riemannian trust-region method with exact subproblem minimization is described in Al-
gorithm 1. At every iteration, a step si is computed by minimizing a quadratic model of (the
pullback of) the function over the tangent space corresponding to the current iterate xy. In this
section, we assume that the subproblem (3.1) is solved exactly using standard approaches (Moré
and Sorensen, 1983; Absil et al., 2007) (the inexact case is addressed in Section 4). The algo-
rithm computes the step sj, then evaluates f at the point Ry, (s;) € M to measure the change
in function value. If the function decrease is at least a fraction of the model decrease, the iter-
ation is successful, and the candidate point R, (si) becomes the new iterate. The trust-region
radius is either unchanged (successful iteration) or can be increased (very successful iteration).
If the iteration is unsuccessful, the algorithm remains at the current iterate and the trust-region
radius is decreased.

Algorithm 1 RTR with exact subproblem minimization

1: Inputs: Initial point zg € M, initial and maximal trust-region radii 0 < Ay < A, constants
O<m<m<land <7 <1< 7.
2: for k=1,2,... do

3: Compute s; as a solution to the trust-region subproblem
sk € argminmy(s) subject to [|s]| < Ag, (3.1)
€Tz, M

where my, is the model defined by (3.2).

4:
— f(R Ry (x if pp, >
5: Compute pp = F(@r) = f (R (s5)) and set 41 = k(@) Pk - n
mg(0) — my(sk) T otherwise.

6: _

min (12Ag, A) if p > mn2  [very successful]
7: Set Agy1 =< Ag ifne > pp>m [successful]

T1A otherwise. [unsuccessful]
8: end for

The model is a second-order Taylor expansion of the pullback function ka, namely

my: TeM — R s mk(S) = f(xk) + <57gk> + % <37 Hk’8> ) (32)
where g, = V ka(O) — gradf(zy) and Hy = V2f,,(0), which gives a second-order accurate
model. Although we do not consider it here, we belive that our analysis can be extended to
approximate second-order accurate models, under the condition that H} is a suitable approxi-
mation of V2/,(0) (Absil et al., 2008, Eq. (7.36)). When the retraction is second-order (A1),
we have Hy = Hessf(zy) by (2.1).

In order to derive complexity results for Algorithm 1, we make a standard Lipschitz-type
assumption on the Hessian of the pullback (Boumal et al., 2019). Recall that if the retraction
at i, is defined locally, we write p(xy) > 0 for the radius of the ball centered around 0, in
Ty, M in which it is defined.



A3. There exists Ly > 0 such that for all iterates xy, generated by Algorithm 1, the pullback
fx = [ o Ry, satisfies

F(Ray(5)) < F) + (s, gmad () + 5 (5, VRO + 22 s (33)

for all s € Ty, M such that ||s|| < o(xk). We further assume Ay < o(xy), so that the prop-
erty (3.3) holds in the entire trust region produced by Algorithm 1.

A simple strategy to ensure o(xj) > A} in the assumption above is to set A below
infyeam: f(a)<f(ao) @(2), which is positive if the injectivity radius of the manifold is positive (Boumal
et al., 2019, Remark 2.2). Throughout we work implicitly under the assumption that this is
satisfied. We additionally make the following assumption on the Hessian operators considered
throughout the algorithm.

AA4. There exists kg > 0 such that for all iterates x generated by Algorithm 1, we have

[Hill :== sup |(s, Hi(s))| < kn. (3.4)
€T, M
lIs|<1

3.2 Preliminary lemmas

In this section, using standard arguments from the theory of trust-region methods, we bound
the model decrease in the regions R, R2, Rs defined by the strict saddle property . We also
provide a lower bound on the trust-region radius.

Our first result handles the case of an iterate with large gradient norm (i.e., in Rq).

Lemma 3.1. Under A2 and A4, consider the kth iterate of Algorithm 1 and suppose that
z € Ri. Then,

my(0) — my(sg) > %min (Ak, KO;) a. (3.5)

Proof. Define skC as the Cauchy point associated with the trust-region subproblem (3.1), i.e.

s{ = —tgi, with t = arg Miny g ¢ g, <A, Mk(—t gk). A straightforward application of Boumal

(2023, Lemma 6.15) gives

1 .
mi(0) = mi(st) > 5 min (A, [lge | /5) llgx
1
> 3 min (Ag, a/kg) a.
The desired result follows from the optimality of sy, since my(sg) < mg(s$). O

Our second result considers an iterate at which the Hessian possesses significant negative
curvature (i.e., in Rg).

Lemma 3.2. Under Al and A2, consider the kth iterate of Algorithm 1 and suppose that
zp € Ro. Then,

1
m(0) — mp(sg) > §ﬁAi (3.6)
Proof. Define skE = Ayuy, where uy, € T, M satisfies

urlly, =1, {9k uk) g, <0 and (ug, Hyug),, < =P

T —



The vector sf—called an eigenstep—exists because xj € Ry. By Boumal (2023, Lemma 6.16),
it satisfies

1
my(0) — my(sF) > iﬂA%.
The desired result follows from the optimality of si, as my(sx) < mk(skE ). O

Our last decrease lemma is based on the strong convexity constant, and proceeds similarly
to the previous two results.

Lemma 3.3. Under A1 and A2, consider the kth iterate of Algorithm 1 and suppose that
i € R3. Then, the step sy is uniquely defined, and satisfies

() = me(sx) 2 57 sl (37)

Proof. Since sy is a solution of the trust-region subproblem (3.1), there exists Ay > 0 such that
the following optimality conditions hold (Absil et al., 2008, Proposition 7.3.1):

(Hi + A 1d) s, = —gi (3.8)

(s, (Hp + A1) []) = 0 Vs € Ty M (3.9)
skl < Ay (3.10)

Ae(Ak — [[sell) = 0. (3.11)

Moreover, if the inequality in (3.9) is strict for nonzero s, then the solution is unique. To
establish a decrease guarantee for s, we combine (3.8) and A\ > 0 to obtain

(0) = e (58) = = (51 98) — 5 (35, Hisn)

1
= (S, (Hp + A\p Id)sg) — 5 (sk, Hisk)

1
5 (sk, Hisi) + M ||kl
1
2

= (g, Hpsp)

AV

v
2

w
=

The last line follows from Hj = Hessf(zx) and ) € Ra, i.e., (s, Hys) > ~||s||* for any s €
Ty, M. This also implies that Hj + A, Id is positive definite, hence s, is uniquely defined. [

The three lemmas above, together with the Lipschitz-type assumptions on the pullback,
yield a lower bound on the trust-region radius.

Lemma 3.4. Let A1, A2, A3 and A4 hold. Then, for any iteration of index k, the trust-region
radius Ay in Algorithm 1 satisfies

Ay > Apin := ca min (Ao,am,az/g,ﬁﬁ) ; (3.12)
1-— 1-— 1-—
where ca = min 1,7’1\/3( 771),7_1 i’/g( 771)’37_1( m) .
Ly kgLlyg Ly



Proof. We begin by showing that if the trust-region radius drops below a certain threshold,
then the iteration must be successful. We consider the quantity
f(@r) = f(Ray(sk) _ f(Ray(sk) — muy(sk)

1= Pk = 1= mk(O) — mk(sk) - mk(O) — mk(sk) (3'13)

for the three regions defined by the strict saddle property. First note that for any xp € M,
a second-order retraction (A1) and Lipschitz continuity of the Hessian (A3) give the following
bound on the numerator of (3.13):

J(Re, (sk) — mi(sk) = f(Ray, (56) — f(zr) — (9, Sk) — % (sk, Hisk)
< T sgl* < ZE A, (3.14)

For zj, € R, the denominator of (3.13) satisfies (3.5). It follows that
LA} < Ly A kpAd
— max [ — .
Pr = 3min (Aga, a2 /kp) — ’

a’ o
As a result, if ;. € Ry and

A, < min 3(1 - 771)@1/27 5[3(1 — Wl)az/3
LH /ﬁ;HLH

then 1 — pp <1 — 1 and iteration k is successful.
If 2 € R, the denominator of (3.13) satisfies (3.6), which we combine with (3.14) to give

1—

LyA} Ly

1— —
Pl < 38A2 ~ 33

Thus, if x € Ry and A < 3(1 —m)B/ Ly, we have pi > 11 and iteration k is successful.
Finally, for z; € R3, the upper bound (3.14) together with the model decrease (3.7) gives

Ly |lsel® _ Lu
—pr < L sll” ”2 < e
37 Il skell Y

As a result, if z; € R3 and Ap < 3(1 — m1)y/Ly, then pr, > 1 and iteration k is successful.
Overall, we have shown that the iteration k is successful as long as

3L =m) gy sf3(L=m) o3 3(1L—m) , 3(1—m)
< - =7
A < min I o'’ Py a™’”, i B, In Y

in which case Agy1 > Ag. It follows from the updating rule on Ay that the trust-region radius
is lower bounded for any k > 0:

1 — 3(1 — 3(1 — 3(1 —
Ay > min | Ag, 7 3-m) " ( 771)0(2/3,7'1 ( 771)6’71 ( 771)7
kuLpy Ly Ly

> ca min (AO al /5,5 'y> O

For z;, € R1URy, it is straightforward to combine Lemma 3.4 with the results of Lemmas 3.1
and 3.2 to guarantee a model decrease that is independent of k. For z; € R3, deriving a uniform
lower bound on the decrease based on Lemma 3.3 is more involved, and is the topic of the next
section.

10



3.3 Region of geodesic strong convexity and local convergence

In this section, we analyze the behavior of Algorithm 1 in the region of strong convexity Rs.
The global subproblem minimizer is a regularized Newton step—Equation (3.8)—and thus our
approach mimics the study of Newton’s method applied to strongly convex functions (Boyd and
Vandenberghe, 2004). For sufficiently large gradients, we provide a lower bound on the decrease
achieved by the step; and for small gradients, we show that a local convergence phase begins,
during which the iterates converge quadratically towards a local minimizer of (P). To establish
local convergence, we quantify how small the gradient norm needs to be so that the following
occurs: the full Newton step is the solution of the subproblem, it is successful, it produces a new
iterate that is also in R3, and the sequence of gradient norms converges quadratically towards
Zero.

Before stating those results, we establish several consequences of the boundedness assump-
tion on Rz (A2) that are helpful in analyzing (regularized) Newton steps, starting with a
Lipschitz-type inequality on the gradient of the pullback.

Lemma 3.5. Under A2, there exists Ly > 0 such that for all iterates x, € R3 produced by
Algorithm 1, we have

|9 Fitsi) ~ 95u(0) ~ V2| < 2 fsul> (3.15)

Proof. The constant Ly exists by continuity of the derivatives over R (a compact set) and
boundedness of the steps (Boumal, 2023, Lemma 10.57). The compactness of R3 comes from A2,
while the boundedness of the steps s, follows from |[|sg| < Ap < A. O

The next result describes a non-singularity condition for the differential of the retraction
on small steps. This allows to relate the gradient of the pullback and the gradient at the next
iterate. This property was introduced in (Absil et al., 2007), and further analyzed in the context
of cubic regularization of Newton’s method (Agarwal et al., 2021).

Lemma 3.6. Let kg > 1, under A2 there exists vg > 0 such that for any xp € Rs and
s € Ty M with ||s| < vgr, we have

lgrad/ (Ro ()., < ||V F(s) (3.16)

Tk
Proof. We apply (Agarwal et al., 2021, Theorem 7) to R3 as a non-empty compact subset of M.
This ensures that for any kg > 1, there exists a constant vg > 0 such that, at each zp € Rs,

1
[sl<ve < omin(DRy(s) > —,
KR
where DR, denotes the differential of R,,. The desired conclusion follows by combining this
result with (Agarwal et al., 2021, Equation 22), which states that

|V 72| 2 oin (D2, () llgradf (R ()11 s

Combining the previous two lemmas, we bound the change in gradient norm for Newton
steps.

Lemma 3.7. Under Al and A2, let x3, € R3 be an iterate produced by Algorithm 1 such that s
is the Newton step, i.e., Hysy = —gi, and ||sg|| < vg where vy is the constant from Lemma 3.6.
Then, if the iteration is successful, we have

~

Ly
lgradf(zn1)llyy.,, < rr—y llseley (3.17)

11



where Ly comes from Lemma 3.5.

Proof. By assumption, 11 = Ry, (s). Using successively Lemma 3.6, Al and Lemma 3.5, we
obtain

lgradf (@re)l,,,, < KR |[V o (51)

Tk

= KR ||V fuy (sk) — grad f(zx) + grad f (z)

T
= KRR szk (Sk) — gradf(:ck) — Hksk
Tk
= 58 [V o (58) = V£, (0) = V2 0)[sa] |
L
<rny sl =

Remark 3.1. Using the exponential map rather than a general retraction significantly simplifies
the analysis above. Indeed, with the exponential map, Lemma 3.5 can be replaced by

| P arad £ (Exp, () — arad (@) — Hessf (@)[s]]| < 22 5| (315)

where Pt is the parallel transport from TExp, (syM to To M, and Ly is the Lipschitz constant
of Hessf from (3.3), see (Boumal, 2023, Corollary 10.56). As a result, the proof of Lemma 3.7
is also simplified, and no longer requires the decomposition in short and long steps induced by
Lemma 3.6.

We are equipped to prove a decrease guarantee for Newton steps.

Lemma 3.8. Under the assumptions of Lemma 3.7, we have

v
mi(0) — my(sg) > F3—— lgrad f(zk+1) 4, -

Proof. By combining (3.17) with (3.7), we obtain

mi(0) = mi(se) > 3 sl

i
Forn lgrad f(zk+1) ., - H

v

We now turn to local convergence results. Our goal is to show that Newton steps are
eventually accepted by the algorithm, and that they produce iterates with decreasing gradient
norm. We begin with a bound on the norm of the subproblem minimizer in Rs.

Lemma 3.9. Suppose that Algorithm 1 produces an iterate x; € R3. Then,

gk

skl < (3.19)

Proof. The result holds trivially if ||sg|| = 0. Otherwise, using the definition of R3 together
with A\ > 0 and (3.8), we get

Y lskll? < (s, Hisi) < (st (H + Ad)si) = — (s, g1) < |lsi ]l lgxll

and division by ||s|| gives (3.19). O

12



Lemma 3.9 is an elementary identity that we use throughout. We use it in the next propo-
sition to show that iterations in Rs with a small enough gradient are successful.

Proposition 3.10. Under A1 and A3, suppose that Algorithm 1 generates x € Rs such that

(1 —771)72'

Jgradf ()| < 25 (3.20)
H

Then, the kth iteration is successful.

Proof. First, we note that the condition for a successful step pr > 11 is equivalent to
f(Ri(sk)) — mu(si) + (1 —m1)(mi(sk) — mi(0)) < 0. (3:21)

The proof then consists in finding an upper bound for the left-hand side that is negative. From
Lemma 3.3, we have that

i
(1 =m) (mx(s) —mx(0)) < (1 =m)(—5 s %)-
Combining this property with (3.14) and (3.19) gives

F(Rufsr)) = (i) + (1= o) (ma(r) — i) < “2 fsg[* = 20— ) sy

Ly Y
= el (22 feull = 30— ) )

Ly |lgell v
< sul? (S 12 - ).

The right-hand side is negative by (3.20), from which we conclude that (3.21) holds, and the
iteration is successful. O

We now show that if the gradient norm is small enough, the Newton step decreases the
gradient norm.

Proposition 3.11. Under Al and A2, let x; € R3 be an iterate produced by Algorithm 1 such

that sy, is the Newton step, i.e., Hpsy = —gi, with ||sk|| < vr where vg is the constant from
Lemma 3.6. If
272
lgradf (ze)| < ——, (3.22)
HRLH

and the iteration is successful, then ngadf(ac,zcﬂ)ka+1 < [lgrad f(zx)|,, -

Proof. Combining (3.17), (3.19) and (3.22) gives
. . 9 .
krLH 2 _ KrLu |9kl krLH
< < . < . O
ol < “EARIEE < B2 ) ol < i)
In order to derive a local convergence result, we show that, if z; € R3 and the gradient
norm is small enough, the Newton step remains in the neighborhood of the same minimizer.

| gr41]l <

Proposition 3.12. Under A1 and A2, let x; € R3 be an iterate produced by Algorithm 1 such
that sy is the Newton step, and ||sk|| < vr where vr is the constant from Lemma 3.6, and that

~O o 272>
2kg’ 275R£H '

lgrad f(zx)|| < min <1/S% (3.23)

Let z* € M be a local minimum of problem (P) such that dist (zg,z*) < & and f is geodesi-

cally ~v-strongly conver on {y € M : dist(y,z*) < 2§}. If the iteration is successful, then
dist (zg41,2%) < 9.

13



Proof. We first show that dist (zg4+1,2") < 2. Using (3.19) and (3.23), we have that

9k Vs
ol < Jell o 257
Y
It follows from Lemma 2.2 that
dist(zr11, k) < ks ||sk] < ks
where the last inequality is due to (3.23). As a result,
. . . . X o
dist(zgy1, 2") < dist(xgy1, z) + dist(xg, 2%) < 3 + 0 < 26.

By definition of z*, we know that f is geodesically y-strongly convex over S C M, a subset of M
that includes z* and xp41. Consider a geodesic c: [0,1] — S contained in S with ¢(0) = zj41
and c(1) = 2*, such that dist(zx+1,2%) < L(c) where L(c) = [|'(0)[|.() is the length of the
geodesic path. From (Boumal, 2023, Theorem 11.21), we have

F(@) > f(aren) + (gradf (@), ¢ (0),, | + 2 L(0)*

Tp4+1

Using f(z%) < f(2)41) gives

JL(e)? < (gradf(zxs1), —¢'(0)),

5 < llgradf (zx41)l,.,, €O, = leradf(@rs)ll,,,, Lo)-

k+1

2
Therefore, we have L(c) < — ||gradf(zgs1)|| To conclude, recall that we have ||si|| < vg
Y

Th41"
by assumption, thus Proposition 3.11 applies, and we obtain
2 vd

79 _ s

2
< 5 lgradf(zk)ll,, < -+ =6 O

2
i *) < < —
dist(zgs1,2") < L(c) < 5 |grad f(zr41)| N 2

Tr+1
We now characterize the local convergence of Algorithm 1. The quadratic convergence rate
stems from the following proposition.

Proposition 3.13. Under A1 and A2, let x; € R3 be an iterate produced by Algorithm 1 such
that sy is a Newton step, and ||si|| < vr where vg is the constant from Lemma 3.6. Suppose
further that the kth iteration is successful. Then,

krL b krLH

2
2+2 ||gradf(xk+1)||xk+l §< 2~2 ||gradf(a:k)||xk> :

Proof. Using Lemma 3.7 and Lemma 3.9 gives

ﬁlfili 2 ﬂf%tlf 2
lead (i)l < 52 o2, < S Narad @l
. . rrly . .
and multiplying both sides by 52 yields the desired conclusion. O
Y

Proposition 3.13 guarantees that the gradient norm decreases quadratically along Newton
steps, provided that the gradient norm is small enough. In Proposition 3.14, we show that the
local phase of Algorithm 1 begins once the trust-region method generates a point in R3 with a
small enough gradient.

14



Proposition 3.14 (Local convergence of Algorithm 1). Suppose that A1, A2 and A3 hold. Let
xr € R3 be an iterate produced by Algorithm 1, and let z* € M be a local minimum of (P)
such that dist(zy, z*) < 6 and f is geodesically v-strongly convex on {y € M : dist(y, z*) < 26}.
Finally, suppose that

lgradf (p) | < min (cqmin (v,72,78) ,7A4) (3.24)
3(1 — 11 1
where cg = min<(m), VR, —, =, A). Then, all subsequent iterations are successful
Ly Ks 2 kpr Ly

Newton steps that remain in R3. Moreover, the sequence of gradient norms (| gradf(xy)||)
converges quadratically to zero.

Proof. Lemma 3.9 and (3.24) give [[si|| < |lgradf(xg)|| /v < Ak, and thus si is the Newton
step. In addition, the condition (3.24) also implies (3.20), thus the kth iteration is successful
by Proposition 3.10. Similarly, (3.24) implies (3.22), (3.23), and ||sg]| < vg, which yields
llgrs1ll < |lgx]| (Proposition 3.11) and dist(zxy1,2*) < 6 (Proposition 3.12).

Since |lgr+1l] < llgkll < YAk < YAg41, the same reasoning applies at iteration k + 1,
and at every subsequent iteration by induction, proving the first part of the result. Finally,
quadratic convergence follows from repeated application of Proposition 3.13, as (3.24) implies

|lgradf ()| < v%/(krLp). Indeed, for any index I > k, we have

ol—k

A N l—k
Lukr Lukpr 1\?
2%\mwﬂMW§<2¢\mMﬂmm <(5) (3.25)
which characterizes quadratic convergence. O

We emphasize that the local convergence property is an integral part of our global conver-
gence analysis. Deriving global rates of convergence (i.e., complexity results) is the subject of
the next section.

3.4 Complexity bounds

In this section, we combine the results from Sections 3.2 and 3.3 to obtain complexity bounds.
More precisely, we seek a bound on the number of iterations Algorithm 1 requires to reach an
iterate xx € M that is an (g4, epr)-second-order critical point—defined in Equation (1.2).

Following Section 3.3, we can bound the number of iterations in the local phase necessary
to satisfy (1.2). The result below is a direct corollary of Proposition 3.14.

Theorem 3.15. Let the assumptions of Proposition 3.1/ hold for xp € Rs generated by Algo-
rithm 1. Then, the algorithm returns an iterate satisfying (1.2) in at most

9 2
log, log, (?) (3.26)
/{RLHEg

iterations following iteration k.

Proof. For any [ > k, it follows from Equation (3.25) that if ||gradf(x;)|| > €4, it must be that

9 2
|~k <logylogy | —1— . O
Lykgey

Our main complexity result comes under the assumption that f is lower bounded on M.
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AS5. There exists f* > —oo such that f(x) > f* for all x € M.
We first give an upper bound on the number of successful steps for Algorithm 1.

Theorem 3.16 (Number of successful iterations of Algorithm 1). Suppose that A1-A5 hold.
Algorithm 1 produces an iterate satisfying (1.2) in at most

2

(o2 A/33 oi/3 26;2 3 0 53 o T 1T logylogy —r
min (a2, o/, a'/3y, a?/342, 6%, 5%, 572,73,720) krLueg

successful iterations, where the constant C' > 0 depends on KH,CA,Ao,VR,HR,jJH,Ul,CQ, and
for any 0 € {«, B8,7,6}, we define § = min(1,0).

Proof. Let K € N such that Algorithm 1 has not produced an iterate satisfying (1.2) by iteration
K. Let § = {k < K : p > n1} denote the set of indices corresponding to successful (and very
successful) iterations up to index K. We partition the set of iterations as follows:

Si={keS xR}
So={keS:z€Ra\ R}
SgZ{kES:l‘kERg\Rl}.

We now bound the decrease in function value for all three sets.
Let k € &1, using Lemma 3.1 and Lemma 3.4, we obtain

F(ex) = Fargn) > m (mi(0) — mi(se)) > ™ min (“, Ak> o> min (‘“, Amm> o (27)
2 KH 2 KH

For k € Sz, combining Lemma 3.2 with Lemma 3.4 gives
F(ax) = fl@ren) 2 m (mi0) = mi(si)) 2 5 A28 2 0 Ay B. (3.28)

We partition Sz into iterations with long steps, short steps on the boundary of the trust
region, and short steps inside the trust region: Ss := S:l]’ U S?f’b U S5, where

Sy ={k € Syt |lsull > vr}
83" = {k €S+ sl < v llsill = Ax}
S5 ={k €831 ||sill < va, Iskll < Ax}

where vg > 0 is defined in Lemma 3.6.
If k € Si, Lemma 3.3 yields

Fnn) = I ) 2 5 el * = G vk (3.29)
Ifke Sg’b, we use Lemma 3.3 together with Lemma 3.4 to obtain
F@i) = flar) 2 2y llsel® = TyAL 2 TyA%. (3.30)
Finally, if k € S5, we partition further Sg’i into S:,‘f’i’s U Sg’i’l, where
S;’i’l = {k‘ € Sg’i || gr+1]] > min(cq min('y,fyZ,fyé),*yAk)} ,
sobe _ 5o \Sg,z‘,l_
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If k € 85!, Proposition 3.8 implies

|\ grt1l

> min

f($k>_f(xk+)>777z

HRR

Finally, if k& € Sg’i’s, either wjy1
according to Proposition 3.14; which
iterations given by (3.26). Otherwise,

cQ min(727 737 726) ) 72Ak)

(

mm(cQ mln(’y 73, 726) vy Amm).

Lykgr
m
LH KR

> (3.31)

€ Sz and the local convergence phase begins at xgi1
produces an iterate that satisfies (1.2) in a number of
we must have xx11 € §1 U So, and as a result we have

$,1,8 2 2
8377 < |S1| + |S2] + 1 + log, logy ( 7 ) . (3.32)
/{RLHsg
It thus suffices to bound the cardinality of S; and S to bound SS’Z’S )
Thanks to A5, we have
flxo) = fF > f(xo) — flok)
> S fon) — flons)
keS
> Y flak) = flan) + Y flaw) = flar) + D flan) = flar)
kES) keSs keS)
+ > flak) = flo) + D flaw) = fleg).
kesy? keSs ™!

Putting (3.27), (3.28), (3.29), (3.30) and (3.31) together, we obtain

>

flzo) = f* >

@AQ

+ (S5t

1S1| % min (/K 57, Amin) @ -+ |52

m1n7 +

mlnﬁ + }83‘ n 2
m

~

S‘”l mln(cQ mm(7 ,7 Y 5),72Amin)-

HRKR

Since all quantities on the right-hand side are nonnegative, we can bound each cardinality

independently as follows:

‘Sl‘ < WmaX(RHQ Q,A;ﬂlnafl)
1
&) < @)= -2 g
m
2 _ *
ISk < M,ﬁ;?fy—l
m
|8§’b < MAEI?H’Y_I
m

Using that Apin = ca min(Ao, a1/2,

a2/3,/8,’y) > ca min(Ay, )mln( 2/3 , B, ) yields the follow-
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ing upper bounds

|Sl| < 2(f($0) _f*)

max(nar, 3’85 e max(a %075 oy )

m - -
2(f(xg) — * 9.9 _ _ 1 o3 1 —
s < 2D (205 max (00, 50 5
2(f(xo) — f*) _o _
s < 2@ =T s
m
2 _ *
|S§’b < (f(l"(q)?)l / )max(cZQA(jQ,CZQ)maX(g%/gl*l,ﬁlefl,173)
4 I _
|8§,z,l| < KR H(f?gﬂfo) / )max(cél,cglAal,cgl)max(g_Q/?’j_Q,§_11_2,1_3,1_25_1).

Combining these bounds with (3.32), the total number of successful iterations is bounded as

S| = IS1] + Sa| + [S] + 1857 + S5 + 85|

IN

. 2 2
m+ww@u$%@ﬂﬂﬂ%m<?/>
HRLHEg

- - 2 K _1 2 2
< Cmin(gQ,g4/3ﬁ,Q4/317 Q2/312,§3,§21, @2713712@ + 1+ log, log, <7> )
HRLHEg

where

C = (f(wo) = f7) [4max(ka, ¢ Ay Y, ext) + 6 max(cx2A5 2, ¢22)
m
+21/§2 +kply max(cél, cglAal, c;l)} O

Theorem 3.16 bounds the number of successful iterations required to satisfy (1.2), which
corresponds to the number of gradient and Hessian evaluations. To account for the total number
of iterations—the number of function evaluations, we follow a common strategy and show that
this number is at most a constant multiple of the number of successful iterations.

Lemma 3.17. Under the assumptions of Lemma 3.4, let K € N and let S denote the set of
successful iterations of index k < K. Then,

log,,(1/71)
1+log,, (1/71)

1 max [0, lo ( 1 ) lo A
- _max |0,log,, [ — ) ,log,, | ——
1+1log,, (1/m) o \ea )\

Ap
IOgT2 a .

Proof. The proof follows verbatim (Boumal, 2023, Lemma 6.23) with (3.12) replacing (Boumal,
2023, Eq. (6.36)) and 71,7 replacing % and 2, respectively. Since ca < 1 by definition, the
maximum is always a nonnegative quantity. O

S| (K +1)

Combining Theorem 3.16 with Lemma 3.17 gives the total iteration complexity.
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Theorem 3.18 (Iteration complexity of Algorithm 1). Under the assumptions of Theorem 3.16,
Algorithm 1 produces a point that satisfies (1.2) in at most

1+log72(1/7’1) ¢ + 1+ log, lo 7’72
log,,(1/71) | min(a2, a%/3B,a%/3y,a?/342, 5, 3%y, By2,73,728) 82082\ ple,

(3.33)

]. 1 A() A() AO A[)
+——F—— max 10g7’2 P B lOg'rz 1 ) IOgrz - 2 |> 10g7—2 > 10g7’2 o
IOgm(l/Tl) A ca2 L cap CAY

iterations, where C, a, B,v,d are defined as in Theorem 3.16.

The bound of Theorem 3.18 holds for any values ¢, > 0 and e > 0, but it is especially rele-
vant when e, < @ and ey < . In that case, the iteration complexity (3.33) is an improvement
over the O (max(eg_%;{l, 5;{3)) bound of Riemannian trust-region methods for generic noncon-
vex functions (Boumal et al., 2019). Perhaps surprisingly, our bound does not depend on eg.
This is because every iterate xj such that ||gradf(zx)| < €5 and Ayin(Hessf(zr)) < —ep belongs
to R, where the function decrease depends on 3. In fact, if e, < o and ey < 3, Algorithm 1

necessarily reaches some xp € R3 such that
leradf(a)l| < cg amd A (Hessf(a1)) > 7.

This ensures that the algorithm finds an approximate minimizer, which is not guaranteed in
the general nonconvex case. In that sense, the strict saddle property allows to obtain stronger
guarantees of optimality and improved complexity bounds.

On the other hand, if e, > a or ey > , an (g4, e )-critical point (1.2) need not belong
to R3. The following table indicates the possible regions in which Algorithm 1 can terminate
depending on the values of ¢4 and ep:

Convergence of Algorithm 1 | a > ¢4 a<egg
B>ey Rs R1URs
B<em R2UR3 | RiUR2UR3

When the strict saddle parameters o and 3 are known, one can always select ¢, and ey to
ensure that the method reaches an iterate in R3. In that case, the value of ¢, only affect the
complexity through a logarithmic factor, and g is irrelevant.

To end this section, we apply our complexity result to the examples of strict saddle functions
from Section 2.

Example 3.1. As a continuation of Example 2.1, let f : R™ — R be a ~y-strongly convez
function, choose o = 1 so that [ is (1,1,7,%)-stm’ct saddle, and let ¢, € (0,1). Then, by
Theorem 3.18, Algorithm 1 computes an iterate such that |V f(zg)| < g4 in at most O(y~3) +
log log('st;l) iterations. In comparison, a standard analysis of Newton’s method with Armijo
backtracking linesearch gives at most O(y~°)+log log(’y35;1) iterations to find such a point (Boyd
and Vandenberghe, 2004). Although our bound has a better dependency on 7y, we believe that this
is an artefact of the line-search analysis, which could be improved by changing the line-search
condition.

Example 3.2. As a continuation of Ezample 2.2, let f : S*~' — R be defined by f(x) = 2T Az,
where A € R™™ is a symmetric matriz with eigenvalues \y > Ag > -+ > A1 > M. Then, by
Theorem 3.18, Algorithm 1 computes an iterate satisfying (1.2) in at most

2 4/3 2/3
O | max| 1, A1 , A1 ) A , ! ) AL
()\n—l - )\n)Q ()\nfl - )\n)7/3 ()\nfl - )\n)8/3 (An—l - )\n)3 ()\n—l - )\n)3

+0 (loglog ((An-1— An)’g, "))
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iterations.

4 Riemannian trust-region method with inexact subproblem
minimization

In this section, we design an inexact variant of the Riemannian trust-region algorithm, that
is tailored to strict saddle functions. In each region of M, some landscape-aware step is ap-
propriate and ensures good convergence rates: gradient-like steps in R, negative curvature
steps in Ro, and (regularized) Newton steps in R3. Our goal is to compute these steps ap-
proximately, without computing the entire spectrum of the Hessian to determine the region
of the current point. The natural choice for this is the well-known truncated conjugate gradi-
ent algorithm (Toint, 1981; Steihaug, 1983), and its recent adaptations that yield second-order
complexity guarantees (Curtis et al., 2021). We make minimial adjustements to the standard
truncated conjugate gradient (tCG), in order to leverage the strict saddle structure and ensure
convergence to second-order critical points. In a departure from the exact setting, we explicitly
use the strict saddle parameters «, 3, in the inexact algorithm. This idea appears in a recent
proposal for nonconvex matrix factorization problems, which satisfy a different strict saddle
property (O’Neill and Wright, 2023).

4.1 Inexact algorithm and subroutines

Recall that, at every iteration k, the trust-region subproblem is given by

i biect t < Ay, 41
serTnzl,?Mmk(s) subject to ||s]| < Ag (4.1)

where my is the quadratic model defined in (3.2). For nonzero gi, we apply a truncated
conjugate gradient method to find an approximate solution of the subproblem. Our variant of
truncated conjugate gradient, described in Algorithm 2, is a Riemannian adaptation of (Curtis
et al., 2021)—a nonconvex trust-region method with complexity guarantees; which we further
adapt to strict saddle problems.

The main differences between Algorithm 2 and (Curtis et al., 2021, Algorithm 3.1) lie in
the tolerance on the curvature and the stopping criterion. For the former, we use the strict
saddle constant vy (the strong convexity constant in R3) instead of an arbitrary tolerance on
the smallest eigenvalue of the Hessian. Throughout the iterations of Algorithm 2, we monitor
the curvature of the Hessian along the directions generated by CG. Any curvature less than ~
indicates that the current iterate does not belong to R3, and triggers termination of tCG. We
also strengthen the stopping criterion of tCG from (Curtis et al., 2021), and use

. 2
Irsall < min(llgell” s llgell ¥yl (4.2)

where 7; = Vmy(y;) is the residual of the CG algorithm after j iterations, and ¢ € (0,1). The
term ||gx||? in (4.2) ensures a local quadratic convergence, as we show in Section 4.3.

The remaining terms on the right-hand side of (4.2) are used to certify a good decrease
when the current iterate belongs to R or R3. Importantly, when Hj is positive definite, the
residual condition (4.2) is satisfied in min(n, O (’y‘l/ 2)) iterations. This property is intrinsic to
the conjugate gradient algorithm.

Lemma 4.1. Suppose that we apply the conjugate gradient algorithm to g, € Ty, M with
llgrll > €4 and Hy, such that y1d < Hy, = kg 1d. Then, given a tolerance ¢ € (0,1), CG finds a
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Algorithm 2 Truncated Conjugate Gradient (tCG) for subproblem (4.1)
Input: Nonzero gradient gi, Hessian matrix Hy, trust-region radius A, accuracy parameter
¢ €(0,1), bound kg € [||Hgl|, 00), strict saddle parameter v > 0.
Output: trial step s and flag outCG indicating termination type

: 1 [knp 2\/kn o
DeﬁneJc(;:mln{n,2 7ln(mmax(sgz,ggl,m}[/fy)>}_

Set yo =0, ro = gk, Po = —gk, J = 0.
while j < Jcg do
. 2
if (y;, Hyy;) <7 lly;[|” then
Set d = Agy;/ |ly;|| and terminate with outCG
end if
. 2
if (pj, Hkpj) <|lp;|I” then
Set d = Agp;/ ||p;|| and terminate with outCG
end if
oj « |Iril* / (pj, Hipj) > Begin standard tCG procedure
Yj+1 = Yj +0;p;
if ||yj+1H Z Ak then
Compute 7; > 0 such that ||y; + 7;p;|| = Ag
return s < y; + o;p; and outCG = boundary_step
end if
iyl <15+ O‘ijpj
if condition (4.2) holds then
return s < y;1 and outCG = small residual

not_strongly_convex

not_strongly_convex

end if
2 2
i1 <= gl / I
Dj+1 < —Tj41 + Tj+1Dj > end standard tCG procedure
j+—ji+1
end while

return s < gy, and outCG = max_iter
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vector y € Ty, M such that

Iy + gl < Cmin(llgell” llgell v 1) (4.3)

) 1 /k 2 o _
Jog = mln(n,21 /jln( g/jgmax (592,591,/‘6H/’)’)>> (4.4)

iterations or, equivalently, Hessian-vector products.

n at most

Proof. The result follows from (Royer and Wright, 2018, Lemma 11), and in particular the

inequality '
J
ka [ VEr/Y—1
[Hyys +grll <24/ — | === ol
v \VEr/v+1

that holds for any j < n. The model is also minimized in at most n steps, ||[Hiy, + gx|| =0. O

Lemma 4.1 implies that one can use a cap on the number of iterations, along with checks on
the curvature of Hj, to monitor the convergence of tCG. In particular, if Ayin(Hy) > v, then
Algorithm 2 satisfies (4.2) in Jog iterations, which may be smaller than n in large dimensions.
When this is not the case, and that z; ¢ R;, the Hessian is guaranteed to have negative
curvature, and we compute (an approximation of) the smallest eigenvalue.

To this end, we rely on a minimum eigenvalue oracle (MEQ), that either computes a direction
of sufficient negative curvature, or certifies that such direction does not exist (Royer et al., 2020;
Curtis et al., 2021). One possible implementation of this procedure consists in constructing a
full eigenvalue decomposition of the Hessian, which deterministically guarantees the desired
outcome but requires access to the entire Hessian matrix (or, equivalently, n Hessian-vector
products). Cheaper variants rely on Krylov subspace methods, such as Lanczos’ method, that
provide the desired guarantee with high probability using potentially less than n Hessian-vector
products (Royer et al., 2020, Appendix B). For the sake of generality, we describe the MEO as
a probabilistic method in Algorithm 3. Similarly to Algorithm 2, a key difference with previous
minimum eigenvalue oracles is that the strict saddle constant 5 (associated with the region of
negative curvature Ro) replaces an a priori optimality tolerance on the minimum eigenvalue of
the Hessian.

Algorithm 3 Minimum eigenvalue oracle (MEO)

Inputs: Matrix Hy, trust-region radius Ay, failure probability tolerance p € (0,1), bound
ki € [||H] ,00), strict saddle parameter 3.

Outputs: Either a certificate that Apin(Hy) > —f valid with probability at least 1 — p, or a
vector s € T, M such that

1
(g 5) <0, (s, Hys) < =B s[*, and [ls] = Ap. (4.5)

Our inexact trust-region method (Algorithm 4) combines tCG (Algorithm 2) and the MEO
(Algorithm 3). We first attempt to use tCG to solve subproblem (4.1) approximately. If the
current iterate has a large enough gradient (x; € R1) or tCG hits the boundary of the trust
region, we use the step given by tCG. Otherwise, we call the MEO to estimate the minimum
eigenvalue of the Hessian. If the MEO finds a direction of sufficient negative curvature, we use
it as an approximate model minimizer. Otherwise, we proceed with the tCG step.
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Algorithm 4 Strict saddle RTR with inexact subproblem minimization

1: Inputs: Initial point zg € M, initial and maximal trust-region radii 0 < Ay < A, constants
0<m<m<land 0 <7 <1< 7, failure probability tolerance p € [0, 1), strict saddle
parameters (a, f3,7).

2: for k=1,2,... do

3: if ”ng > (0 then
4: Call Algorithm 2 on the subproblem (4.1) to obtain s{“ and outCG.
5: end if
6: if ||gx|| > o or outCG=boundary_step then
7 Set s, = skc
8: else if ||gx|| = 0 or (outCG € {max_iter,not_strongly_convex,small_residual} and
lgil < a) then.
9: Call Algorithm 3 on the Hessian Hy.
10: if Algorithm 3 certifies that Apin(Hy) > —5 then
11: Set s = s¢¢ if ||gx|| > 0, otherwise terminate and return zy.
12: else
13: Set s, = s,]‘fEO, where sé\/[EO is the output of Algorithm 3.
14: end if
15: end if
16: Compute pp = o) — (Rmk(sk» and set rp41 = {Rk(xk) if i 2‘ n
mp(0) — my(sk) T otherwise.
17:
min (TQAk, A) if pp > my  [very successful]
18: Set Apt1 = ¢ Ag if pg > pr >m [successful]
1Ak otherwise. [unsuccessful]
19: end for
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Note that when g; = 0, the trust-region method calls Algorithm 3 directly, and terminates
if it certifies that Apin (Hy) > —/3, since this implies 2 € R3 is a local minimum. This corner
case is not central to our complexity analysis.

For the rest of Section 4, we consider the following assumption on the MEO (Algorithm 4).

AG6. For any iteration of Algorithm 4, if Algorithm 3 is called during this iteration, it outputs
the correct answer, i.e., a certificate that Aymin(Hy) > —0 or a step of curvature less than —g,

n at most )
JMEO = min<n,1 + {2 In(2.75n/p?), /%H ) (4.6)

iterations, with probability at least 1 — p.

Computing a full eigenvalue decomposition for Algorithm 3 ensures that A6 holds for any
p > 0, with Jyygo = n. The bound (4.6) also applies to Krylov subspace methods, such as
Lanczos’ method with an initial vector uniformaly distributed on the unit sphere (Royer et al.,
2020).

4.2 Properties of inexact steps

In this section, we provide several decrease lemmas for the steps produced by Algorithms 2
and 3. Our proof technique follows earlier works on Euclidean trust-region methods for general
nonconvex functions (Curtis et al., 2021).

We first consider iterations of Algorithm 2 where z; € R; (large gradient norm).

Lemma 4.2. Under A2 and A4, consider the kth iteration of Algorithm 4. Suppose that ||gx|| >
a, so that Algorithm 2 is called. Suppose that it outputs s, with outCG # boundary_step.
Then, we have

my(0) — my(sg) > %min (Ak, :};) a. (4.7)

Proof. By assumption, the step generated by tCG is taken, and it guarantees at least as much
model decrease as the Cauchy step skc, defined in the proof of Lemma 3.1. Indeed, the Cauchy
step corresponds to the first iterate of tCG (Boumal, 2023; Conn et al., 2000). Applying
Lemma 3.1 gives

1
m(0) — my(sg) > mg(0) — mk(skc) > 3 min <Ak, :) Q. O
H

The following lemma gives a model decrease when x;, € Ry and the MEO is called.

Lemma 4.3. Under Al and A2, consider the kth iteration of Algorithm 4. Suppose that
Algorithm 3 is called with x € Ro. Then,the method outputs a vector s € Ty, M satisfying

mi(0) — mi(se) > 15O, (4.8)

with probability at least 1 — p.

Proof. Since xj, € Ra, Algorithm 3 is called with Hj, such that A\pin(Hg) < —f. Algorithm 4
then outputs a step satisfying (4.5) with probability 1 — p. Reasoning as in the proof of
Lemma 3.2, we bound the model decrease as

g

5B B
4

1
my(0) — mp(sg) > D) (sk, Hpsp) > 1 [[skl|* = = A7 o
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Note that Lemma 4.3 is a probabilistic result, because it depends on the minimum eigenvalue
oracle, but this oracle is only called for small gradients.

We now consider an iteration at which tCG terminates with a small residual, which satis-
fies (4.2).

Lemma 4.4. Under Al and A2, consider the kth iteration of Algorithm 4. Suppose that
Algorithm 2 is called and outputs sy with outCG=small_residual. Then,

() = me(se) 2 3 sl (19)

In addition, if ||sk|| < vr, we have
1
2(k% + 2LmkR)

mi(0) = m(sy) = min (lgradf (Re (se))I7719%) . (410)

Proof. By assumption, we have s, = y; 1, where y;1 is the first iterate of tCG that satisfies
the residual condition (4.2). As a result,

(sk, Hisk) = (yj + ojpj, Hi(y; + 0jpj))
= (yj, Hryj) + 0 (yj, Hypj) + 05 (pj, Hrys) + 07 (pj, Hip))
= (yj, Hyy;) + 07 (pj, Hpj) (4.11)
where the last line follows from the standard properties of CG iterates y; = g;é oip; and

(pj, Hypi) = 0 for i # j, which implies (p;, Hyy;) = 0 (see, e.g., (Nocedal and Wright,
2006, Chapter 5) or (Royer et al., 2020, Appendix A)). In addition, Algorithm 2 ensures that
(pj Hps) > 7 llps 1> and (y;, Hiy;) > 7 l|y;]1%, hence

[ (4.12)

.
(s Hes) >y [lysl* + v logms1* >

1
where the last inequality follows from ||ul|® + ||jv|* > 5 |+ v||? for all vectors u,v € Ty M.

Meanwhile, the model decrease satisfies

1 1
my(0) — my(skg) = — (S, g) — B (sk, Hpsgp) = — (Sg, —Hpsp +1j41) — 5 (sk, HiSk)
1
= 5( ks HiSk) — (141, Sk)
1
— (siH
5 (Skys Hisk)

using that rj11 = Hyyj+1 + g = Hisk + gx and (141, yj4+1) = 0 by the orthogonality property
of the CG residual. Combining the last equality with (4.12), we obtain

1
myp(0) —m(sk) 2 77 Isell”, (4.13)

which proves the first part of the proposition.
Now assume ||s|| < vg and let g;” = gradf (Ry, (si)). Using the proof of Lemma 3.7 gives

loil < x| Vilsr) = eradf(an) + eradf (@)
= kR vak(sk) —grad f(xx) — Hgsk + T‘j+1H

KR Hka(Sk) - gradf(:nk) — HkSkH + KR \|rj+1|| (4.14)
iHF(/R
2

IN

IN

2
Iskll” + &krY ||skll
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where the last line follows from the small residual condition (4.2). The inequality

Lykgr

5 skl + &y skl — [|gi ]| =0 (4.15)

involves a univariate quadratic function of ||si|| > 0, and thus (4.15) holds as long as

e N e e
S — p— A

—KRr + 14/ /i%% + 2£H/4R

Lykgr

AV

min(||g[[77% 1)~

2

——— | min(|lg{[[7".7)
KR+ /KR +2LpKR

1

——————min(||g;'|[7 "),
\//ﬁl%% + 2LgKR

where we used that —a + va2 + bt > (—a + Va2 + b) min(t, 1) with a = kg, b = 2Lykp and
1

Y

t = ||gkr1]l 72 and that for any ¢ > 0. Combining the above with (4.13),

>
1+vV1i+ec  Vi+e
we get,

1
2(k% +2LykR)

1 . _
mu(0) = ma(si) = 7 sl = min (|lgradf (R (s1)27~,7%)

proving (4.10). O

The next lemma considers steps that lie on the boundary of the trust region. Note that our
proof differs from the general nonconvex setting (Curtis et al., 2021, Lemma 4.3), because we
do not add an artificial regularizer in the subproblem.

Lemma 4.5. Under A1 and A2, consider the kth iteration of Algorithm 4. Suppose that
Algorithm 2 is called and outputs sy together with outCG=boundary_step. Then,

1
m(0) — mp(sg) > Z)/Az. (4.16)
Proof. Since outCG=boundary_step, the step has the form s; = y; + 7;p; with ||si|| = Ay and

_ 75| (9ks1j)
0<0;<0;= = — , 4.17
=7 {pj, Hypj) (pj, Hipj) (a7

where the last equality holds by definition of the CG residual. Since (p;, Hgpj) > || ij2 > 0,
Equation (4.17) implies

~aj (gk,pj) =7 (pj, Hkpj) s

26



from which we obtain

—2
mi(0) — my(Gjp;) = —0j (gk,pj>—7j<pj7Hkpg>
—2
> &7 (pj, Hrpj) — 73 (pj, Hkpj)
52
= ?]@j,Hkpﬂ
Y= 2
2 g llogpsl™. (4.18)

The reasoning used to prove (4.9) can be applied to my(0) — my(y;) (recall that (y;, Hyy;) >
v HZ/jHQ), which gives

mi(0) = mily) = 3 1> (4.19)

Finally, using mg(sg) — mi(0) = my(y;) — mi(0) + mi(a;p;) — mi(0) (see (4.11)), we com-
bine (4.18) and (4.19) to conclude as follows:

mi(0) —mp(sk) = mi(0) — mi(y;) +mi(0) — mr(o;p;)
> Lyl + 5 Il
> 2 (sl + llaey?)
> 1lsill,
where the last line holds because ||ul|* + [Jv][* > % |u + v||? for all u,v € Ty, M. O

We end this section with a lower bound on the trust-region radius based on the decrease
lemmas above, akin to the exact setting.

Lemma 4.6. Let A1, A2, A3 and A4 hold. For any index k > 0, assume that all calls to the
MEO (Algorithm 3) up to iteration k with an iterate in Ro succeed in finding a direction of
sufficient negative curvature. Then, the trust-region radius Ag in Algorithm 4 satisfies

Ak > 5min = CA miH(A07a1/27 012/3, B,’Y) , (420)
3(1 — 3(1 — 3(1 —
where ca =i (1’ " (2LHm)’Tl\/ (QLHm)’Tl \/M)

Proof. The proof follows the lines of the exact case (Lemma 3.4) by considering the quantity
1 — pr. However, rather than partitioning the iterates according to the strict saddle regions, we
consider the various steps that can be produced by the trust-region algorithm.

Consider first that tCG (Algorithm 2) is called and outputs s with flag outCG=small residual.
Per Lemma 4.4, we know that the model decrease satisfies (4.9). Using A3, we combine this
with the bound (3.14) on f(Rz, (sk)) — mx(sk) to give

| = pp = I (R (s5)) = ()

my (0) — mk(sk)

2Ly

Ly /6) ||sel® 2L

(/4 llsill* 3

Therefore, if outCG=small _residual and A, < 3511:_;7;)’ then pr > 71 and the iteration is
successful.
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Suppose now that tCG outputs a boundary step, i.e., outCG=boundary_step. Lemma 4.5
combined with (3.14) gives

(Lu/6)A} _ 2Ln
(/AL T 3y
hence the same conclusion than in the previous case holds.

If the MEO is called with zp € Ro, then by assumption it succeeds in finding a direction of
curvature at most —(/2. Lemma 4.3 combined with (3.14) gives

1_pk:§ Akv

(Lr/6)A} 2Ly
TS TRnAT S 3P

If ||gk|| > « and si is not a boundary step, Lemma 4.2 combined with (3.14) gives

Ap.

3 2 3
| pp < (Lu/6)Ay < Ly e Ak’K,HAk .
. o o’ o?
—min [ Ax, — | «
2 KH

We have thus established that the kth iteration is successful as long as

(3 =m) 3(1—m) 3(L=m) 179 5/3(L=m) o
AL < / O\ T ) 2/3
k= 2Ly 7 2Ly b Ly “ kgLyg @

holds, in which case Ap11 > Ag. Applying the updating rule on Ay, we find that the trust-region
radius is lower bounded for any k£ > 0 by

. 3(1—m) 3(1—m) 31—=m) 170  4f3(L—m) »
A > A SV Y/ AN EVIPVTE
k> min 0,T1 5T Y, T1 5T 8,71 5T a’?,m T o

> éamin(Ao,a'/2,0%? 6, 7).

The result of Lemma 4.6 relies on the MEO not failing to detect sufficient negative curvature
if present. In the upcoming analysis, we bound the probability of such failure while deriving
our main complexity result.

4.3 Complexity bounds

We now derive complexity bounds for our inexact trust-region method (Algorithm 4), and show
that they depend logarithmically on the optimality tolerances, similarly to those established in
Section 3.4 for the exact algorithm.

We begin by describing the local convergence of Algorithm 4. The reasoning follows the
exact setting detailed in Section 3.3, and uses several results from that section.

Theorem 4.7. Suppose that A1 and A2 hold. Let x, € R3 be an iterate produced by Al-
gorithm 4, and let x* € M be a local minimum of (P) such that dist(zg,x*) < § and f is
geodesically ~y-strongly conver on {y € M : dist(y,z*) < 2§}. Finally, suppose that either
gradf(zy) = 0 or that

lgrad f (z)|| < min(égmin(1,7,7%,76) ,vAx), (4.21)
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3(1—m) y 1 1 1

a7 R7 Ty T~ O
2Ly ks 2 kr(2+ L)

computes an iterate satisfying (1.2) in at most

2 min(1,~2
log, log, | —22n(L77) (4.22)
%R(LH—i—Q)Eg

where ¢g = min ) Then, either Algorithm /j terminates or

iterations.

Proof. Since x € R3, we know that A\pin(Hy) > v > 0. If grad f(xy) is zero, then Algorithm 4
calls Algorithm 3, which deterministically outputs a certificate that A\pin(Hy) > —8 since no
negative curvature direction exists, hence the algorithm terminates.

Consider now ||gradf(xy)|| > 0. Since zj € R3, Lemma 3.9 and (4.21) imply that the global
minimizer of the trust-region subproblem s; satisfies ||s;| < [lgxll /v < Ak. As a result, s} is
the minimizer of the quadratic model, and lies inside the trust region. The iterates of CG have
a norm not greater than the model minimizer, thus we have

Isell < llsill < A (4.23)

We show that this step leads to a successful iteration. As in Proposition 3.10, we obtain
from (4.21) along with the decrease (4.9) and (3.14) that

f(Ray (s8)) — my(s) + (1 —m)(me(sk) — f(zr)) < % sell = (1 - 771)% [l
< lsell? (Lé{Hg,ka - %(1 - 771)) <0,

showing that pp > 1, and thus the iteration is successful.

Because Hy > v 1d and the model minimizer is inside the trust-region, tCG terminates with
a vector sy, that satisfies the small residual condition (4.2). We combine Lemma 3.5, Lemma 3.6,
Lemma 3.9 and (4.21) to obtain

Vfi(sk) = gk — HkSka + &R il
k

lgrsilays, < rlgels, < #r)

IA

Ly 2 2
ke lIskllz, +rrllorls,

1 Ly 2
KR <’Y2 + 2> gkl

2+£H
< - -
- ﬁRQmin(l,’yz)

IN

1
lgxllz, < 5 l9xlla, (4.24)

As a result, we have ||gr11]| < [lgrl| < YAr < YAgy1. Applying Proposition 3.12 ensures
that dist(zg41,2*) < 6 (note that ég < c¢g and thus (3.23) holds). We can apply the above
reasoning to x4 1, which guarantees that either the method terminates or all subsequent iterates
correspond to successful iterations with truncated CG steps that satisfy (4.2). Finally, to bound
the number of iterations before reaching some x4 such that ||gradf(z,)|| < g4, we rewrite (4.24)

as
. . 2
(Lg +2) (LH +2)
THT A < ATH A ,
PR (T 2) gk ll < PR (T 2) gkl

This shows the iteration bound (4.22) for the local phase, using the proof of Theorem 3.15. [
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Having characterized the local convergence behavior of our method, we can now derive global
convergence results. As in the exact setting, we first bound the number of successful iterations.

Theorem 4.8 (Number of successful iterations for Algorithm 4). Suppose that A1-A6 hold.
Algorithm 4 either terminates or produces an iterate satisfying (1.2) in at most

K ¢ +1+logyl B
5= ogy lo =
57 min(a2,a¥/38,a%/3y, 8%, 8%, B12,75,70%) B2 082 krLpeg

successful iterations with probability (1 — p)KS, where the constant C > 0 depends on ki, éa,

Ao, VR, KR, ﬁH, n, ¢Q, and a, 3,7,0 are defined in Theorem 3.16.

Proof. Let K € N such that Algorithm 4 has not produced an iterate satisfying (1.2) by iteration
K. Then the method cannot terminate before iteration K, and tCG is called at every iteration.
We partition the set S = {k < K : pp > m} of successful iterations based on properties of the
steps, i.e., we define

keS: outCG=boundary,step} )
ked\&:me R},
keS‘\So:kaRz\Rl},

keS\Sy:zp € Rg\ Ry, outCG=small residual, ||s;|| < vg

o
| Il
= = A

keS\Sy:xp €R3\ Ri,outCG=small residual, ||sg| > VR} ,

First consider k € Sy. We obtain through Lemma 4.5 that
CAESICES SNSRI (4.25)

For k € S), we have ||g|| > o and Lemma 4.2 gives

flag) — f(xpyr) > % min (Ak, Ig{) o> % min(:j[, aﬁmin>. (4.26)
Consider now k € Sy, Lemma 4.3 gives
Fow) = flane) = FOAL = AL, (4:27)
with probability 1 — p.
For any k € Sé, Lemma 4.4 guarantees that
Fa) — i) = a2 > 128 (4.9

For any k € S5, Lemma 4.4 and (4.10) apply. We further partition this set into S5° Ug;,l where

N ~ . ~ .
§’ = {k € S?f : Hgk-l-IH > HllIl(CQ mln(177772376>7'yA/€)}7
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If k € 8!, Equation (4.10) implies that

m . 2 -1 .3
flan) = flansn) = ——min (llge1P7,7%)
2(K2R+2LHI€R)
m N -1 3 52 2 .3
> - min (¢ min(y~',7,7°,76%), ¥A%, 7°)
2(%%4—2[/]{53) @
m

2(k% + 2L kp) o <622 min(y ™", 7, 7%, 78%), YA, 73) . (4.29)

Finally, if k € S’;’S, we discuss based on the region of xx11. If 511 € R3, the loc~al plr}ase begins

at xxy1 per Theorem 4.7. If x4 € RL\ Rs3, we have lgk+1ll > aand k+ 1 € So U S;. Finally,
if k11 € Ro, it must be that k + 1 € Sg U Sa. Thus,

35,8
83

- . . 22
< ’So‘ + ‘81‘ + ‘82’ 41 4logylogy | ——2 (4.30)
IiR(LH + 2)69

and it suffices to bound |Sy|, |S1], |Sz], |Sh|, and ]S’;l to bound |S|. The rest of the proof is
similar to the proof of Theorem 3.16 for the exact case. The following inequality holds by A5:

flwo) = = D flan) = flarp) + Y flaw) = flaern) + D flan) = f(@r)

k‘Ego k‘Egl k‘ESQ
+ > flar) = flawp) + D flaw) = flarn).
keS} keSy!

Combining this inequality with (4.25), (4.26), (4.27), (4.28) and (4.29), and considering each
sum individually, we obtain

SO — min’
m
Sl < 2(f(xo0) — ") max(/iHa*Q,a”ﬁ;ﬁlQ ’
m
52 < 4(f(950) — f )5—15;&211’
m
S’é < 4(f(=750) — f )VI;L2,Y—17
m
. 2(k2, + 2L — _ ~
S;,l S (K:R_'_ H/Q;Z)(f(m()) f ) max((éQ)_Q min(7—1,7773’752) 1 ’7_1A;li2n77_3>'
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Using the definition of Amin (4.20) as well as a, 3,7,4, we obtain

Sl < WmaX(Aa2,1)min<a4/3%52%’73>_17
) LR
S| < WmaX(RH,(éAAO)17(6A)I)
1
X min(g{g@gj)ilv
S| < Wmax(Aa2,l) min(g4/35753772ﬁ)_17
) 2P0 P
8 < W
2 T _ fx
S’?f’l < 2(mR+2LH/€71;1)(f(360) f )max((éAAg)*z,(EQ)*z)

Combining these bounds with (4.30) gives

8] = |5o| + |5:] + |5] + |5 + |55 + |85

41+ log,1 2
(0] O —_—
g2 1089 wn(Ln + 2)59

+

IN

2| | +2[81] + 28 + | + |85

~ —1
< Cmin (Qz, a8, a3y, B3, 842, 8%7,°, 1@2)

1+ log, | 2
+ logy logy | ————— |,
2 2 KR(LH—FQ)&g

with

C = AU [a(AF2 1) + max (e, (GaBo) ™, (Fa) 1) + 172

+ L) o (24 0o) %, (60)2)] -

Thus we have K < Kj if none of the calls to the MEO with xp € Ry fail to find sufficient

negative curvature. The probability of all calls succeeding is bounded below by (1 — p)“§2| >
(1 —p)% > (1 — p)&s, hence the conclusion. O

As in the exact setting, we can express the number of total iterations as a function of the
number of successful iterations. This leads to the following result.

Theorem 4.9. Under the assumptions of Theorem 4.8, Algorithm j produces a point that
satisfies (1.2) in at most

- 1+log. (1/7) 1 ( 1 > Ag (Ao) <A0>
K= = Ks+ max | 0,log, [ — | ,log, Jdog, | — ) ,1og,, | —
log, (1/m) ~°  log, (1/m) &2 \ @ b EAOL% Bra cap Br2 cny

).

iterations with probability at least (1 —p

Proof. Let K € N be an iteration index satisfying the same assumptions than in the proof of
Theorem 4.8, and let S be defined according to K as in that proof. By the same argument as
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in Lemma 3.17, we have that

log,., (1/71)
1+log,,(1/m1)

1 1 AO A0 AO
_mmax [O,logT2 <5A> ,log, (M) ;log,, (M) ;log., <5A ) ;
()]

CATY

Combining this result with Theorem 4.9 gives the desired bound, that holds with probability at
least (1 —p)® if Algorithm 3 can be called at every iteration, and (1 — p)%s if it is called only
on successful iterations. O

N (K +1)

Remark 4.1. While implementing Algorithm 4, one may avoid repeated calls to the MEO if a
negative curvature direction was found at iteration k and the iteration is unsuccessful (Curtis
et al., 2021, Implementation strategy 4.1). Such an approach can improve the probability bounds
in Theorems 4.8 and 4.9 to (1 — p)K52, where K52 s a bound on the number of iterations in

Sy as defined in the proof of the theorem. In this paper, we focus on the improvement brought
by the strict saddle properties of f, and therefore use a simpler, albeit suboptimal bound on the
probability.

Since Algorithm 4 relies on an iterative procedure to solve the subproblems, we also provide
a bound on the number of Hessian-vector products required to reach an approximate stationary
point. The bound is obtained by accounting for both the inner iterations of tCG and the cost
of the MEQ. The former is bounded by Jcg in the algorithm, while the latter follows directly
from Assumption 6. Combining these properties with the result of Theorem 4.9, we obtain the
following result.

Corollary 4.10. Under the assumptions of Theorem 4.9, the total number of Hessian-vector
products performed by Algorithm 4 and its subroutines before producing an iterate satisfying (1.2)
s at most

max(Joa, JMEO)R' =0 (max(n,ln (max(sg_Ql_l/z,59_11_1/2,1_3/2)) 1_1/2, ln(n)gfl/Q)

X
g

. —1 o
m1n<gz7g4/3é7 Q4/31, §37él2a§2171371é2) + 10g2 10g2 <5>‘|> (43]—)

with probability (1 — p)&, where K is defined in Theorem 4.9.

As a final comment, we note that the operation complexity bound (4.31) exhibits an addi-
tional logarithmic factor in €4, compared to the iteration complexity bound of Theorem 4.9, but
no additional dependency on €g, unlike in the case of general nonconvex functions. Overall,
the complexity guarantees of inexact variants also improve thanks to the strict saddle property.

5 Conclusions

We show that worst-case complexity guarantees of Riemannian trust-region algorithms on non-
convex functions improve significantly when the function satisfies a strict saddle property. The
guarantees we provide only depend logarithmically on the prescribed optimality tolerances, and,
as such, are a better reflection of how problem-dependent quantities affect the performance. In
particular, an algorithm with exact subproblem minimization does not require any modification
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from its standard version in order to benefit from these improved guarantees. Our analysis relies
on the local quadratic convergence of Newton’s method, and can be adapted to inexact subprob-
lem minimizations by incorporating knowledge of the strict saddle constants in the problem.
Although those parameters are known for a variety of problems, adaptive schemes have been
proposed to estimate them as the algorithm unfolds (O’Neill and Wright, 2023). Investigating
the numerical performance of these algorithms, along with their multiple possibilities for imple-
mentation, will be the subject of future work. Extending our results to a broader class of strict
saddle functions which includes non-isolated minimizers would also be valuable.
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