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Abstract. This paper presents the participation of the LIMSI team in the HIPE
2020 Challenge on the Coarse-grained named entity recognition task for French.
Our approach jointly predicts the literal andmetonymy entities. For this, a Camem-
BERT base model and a CRF model were used. We submitted three systems: a
joint model using only CamemBERT, a joint model extended with a CRF layer,
and a CamemBERT model without joint option. Experimental results show that
the second system achieved best results on the literal tags (F1=.814) while the
third system performed best (F1=.667) on the metonymy tags. The second sys-
tem allowed us to obtain our best results on both the dev and test datasets for the
literal tags. Nevertheless, we observed a difference on the metonymy tags where
our first system obtained best results on the dev dataset (F1=.663) while our third
system performed best on the test dataset (F1=.667).

Keywords: Named Entity Recognition, historical texts, contextual word embed-
dings

1 Introduction

In 2011 and 2012, two corpora have been produced and annotated into extended named
entities. The 2011 Quaero corpus focused on broadcast news [7] while the 2012 Quaero
corpus is composed of press archives in French fromDecember 1880 [6]. Those two cor-
pora were used for NLP Challenges that included both coarse-grained and fine-grained
named entities, and several named entity imbrications such as the metonymy phenom-
ena. The current HIPE 2020 Challenge builds on the annotation guidelines produced
during the 2011 and 2012 Quaero NLP Challenges [7, 6].

Specifically for the HIPE 2020 challenge [4], one main issue concerns the digiti-
zation of texts from distinct times (from 1798 to 2018 on the French data) with digi-
tization errors such as insertion and deletion of characters (e.g., “oppositipjn” instead
of “opposition”), including insertion and deletetion of spaces which produces tokeniza-
tion issues (“limitrop he” vs. “limitrophe” or “rég iment” vs. “régiment”, producing two

Copyright © 2020 for this paper by its authors. Use permitted under Creative Commons License
Attribution 4.0 International (CC BY 4.0). CLEF 2020, 22-25 September 2020, Thessaloniki,
Greece.



tokens instead of only one). Digitization errors mainly occur on grammatical words.1
Nevertheless, one may find such errors in named entity, which makes a NER task more
difficult (e.g., in the person name “Picqu␣art” instead of “Picquart” or in the town name
“Glascow” instead of “Glasgow”).

The CLEF HIPE 2020 challenge proposed several tasks (coarse-grained and fine-
grained named entity recognition (NER), and entity linking) in three languages (English,
French, German). We are interested in the sub-task 1.1 called NERC Coarse-grained for
French, that concerns the recognition and classification of entity mentions according to
coarse-grained types (Person, Location, Organisation and Product). For this task we dis-
tinguish two coarse types of the entity mention token: according to the literal sense and
to the metonymic sense, named respectively literal and metonymy tags. These coarse
types correspond to NE-COARSE-LIT and NE-COARSE-METO columns in the data.

For this challenge we proposed three neural systems that take benefit from contextual
word embeddings using Camembert [22] model. This model was extended to jointly
predict literal and metonymy NE tags, in addition to the use of a CRF layer on the top of
this model to further improve the predictions by taking advantage from neighborhoods
labels.

The paper is organized along the following lines: Section 2 presents related work on
NER task. Section 3 describes the proposed NER system. The experimental setup and
results are described in Section 4, just before the conclusion (Section 5).

2 Related work

The Named Entity Recognition (NER) task consists in identifying text spans that men-
tion named entities (people names, companies, location) and classifying them into pre-
defined categories (Person, Location, Organisation and Product). NER task is a key com-
ponent of several Natural Language Processing (NLP) applications such as information
retrieval [8], text understanding [29], question answering [23].

For decades, the NER task has been widely studied and different approaches have
been proposed. Traditional approaches can fall into three categories [28, 15]: rule-based
[10], unsupervised learning [5], and feature-based supervised learning approaches [30,
17]. Recent approaches are based on neural network architectures in which hidden fea-
tures are discovered automatically. Generally the NER architecture can be regarded as
a composition of an encoder (CNN, BiLSTM (bi-directional long-short term memory),
RNN, transformer, etc.) and a decoder (BiLSTM, CRF, etc.) [18]. The first NER neu-
ral model was proposed by [9] which is based on unidirectional LSTM architecture.
Collobert et al. [2] proposed a CNN-CRF architecture enriched by character-level em-
beddings. Lample et al. [14] proposed a BiLSTM-CRF architecture that takes benefit
from both word and character-level embeddings. State of the art NER systems leverage
recent advances in deep learning and recent approaches that take benefit from contextual
or language model embeddings such as BERT [20, 16, 18].
1 The most common errors are found in short grammatical words (error/correct form): Cn/Un,
co/ce, cotte/cette, do/de, k/à, lai/lui, lo/le, on/en, quo/que, uno/une.



3 Proposed NER system

The proposed NER system is based on CamemBERT [22] model which we extended
to jointly predict both NE tags: literal and metonymy. In the following subsections we
briefly define the CamemBERT model and then present the proposed joint NER model.

3.1 CamemBERT

The CamemBERTmodel is based on RoBERTa (Robustly Optimized BERT Pretraining
Approach) [19] which is based on BERT (Bidirectional Encoder Representations from
Transformers) [3].

BERT’s model architecture is a multi-layer bidirectional Transformer [27] encoder,
trained with a masked language modeling and Next Sentence Prediction objectives.
RoBERTawas proposed to improveBERTpre-training procedure by dynamically chang-
ing the masking pattern applied to the training data, removing the next sentence predic-
tion task, and training with larger batches and longer sequences, on more data, and for
longer.

Similar to BERT and RoBERTa, CamemBERT is a multi-layer bidirectional Trans-
former. It uses the original architectures of BERTBASE (12 layers, 768 hidden dimen-
sions, 12 attention heads, 110M parameters) and BERTLARGE (24 layers, 1024 hidden
dimensions, 12 attention heads, 110Mparameters). CamemBERT is similar to RoBERTa,
using the improved pre-training procedure. However it uses thewhole-wordmasking and
the SentencePiece tokenization [12] instead of WordPiece [25]. For more details about
CamemBert we refer the reader to Martin et al. [22].

3.2 Joint NER

As we mentioned before, the NER system has to train jointly both literal and metonymy
NE tags. Inspired by previous work on Intent Classification and Slot Filling [1], we
propose to extend CamemBERT for this purpose. Hence, the final hidden states of the
tokens ℎ2 , ..., ℎT (excluding the first special token (<s>) fed into two softmax layers to
classify over literal and metonymy tags. Specifically, each tokenized input word fed into
a SentencePiece tokenizer and the hidden state of the first sub-token is used as input to
the softmax classifiers. The literal and metonymy tags are predicted respectively as :

yLITi = softmax(W ℎi + b), i ∈ 1...N (1)
yMETO
i = softmax(W ℎi + b), i ∈ 1...N (2)

where ℎi is the hidden state of the first sub-token for the word wi.To jointly learn literal and metonymy tags, the learning objective is to maximize the
conditional probability defined as follows:

p(yLIT , yMETO
|w) =

N
∏

i=1
p(yLITi |w)p(yMETO

i |w) (3)

The model is fine-tuned end-to-end via minimizing the cross-entropy loss.



3.3 CRF

For the NER task, label predictions are dependent on surrounding words’ predictions.
Thus, for a given input sentence, it is helpful to consider the correlations between neigh-
borhood labels and jointly decode the best label chain. It has been shown that the use of
conditional random fields (CRF) [13] layer on top of BiLSTM (bi-directional long-short
term memory) encoder improves many sequence labeling task including NER [21]. For
that reason, we propose to add a CRF layer for modeling NE label dependencies, on top
of the joint CamemBERT model.

4 Experiments and results

4.1 Data description

For the Coarse-grained NER task, we used the French datasets provided by the organiz-
ers. The corpus is divided into train, dev and test sets, which are composed respectively
of 158, 43 and 43 documents from distinct periods of time. As the document size is very
long to be processed with our model, we decided to split the document to several sen-
tences of length ≥ l.

Two rules are considered during splitting: i) take into account the NE tags i.e. we
have to reach the end of the tag before splitting, ii) take into account the end of the
document, if the remaining part of the document is less than or equal to 2 ∗ l, than we
consider the remaining document as a sentence. Both rules are applied to train and dev
datasets, while only the second rule was applied to the test dataset since annotations
were masked.

After hyper-parameter fine-tuning, we defined the minimum length size to 50, thus
the sentence length varies from 50 to 149. Table 1 reports sentence numbers for each
data set.

Table 1. Sentence numbers for each data set for French corpus
Data sets #sentences
train 3080
dev 693
test 755

4.2 Training details

We used the CamemBERT base model as provided by its authors,2 which is composed
of 12 layers, 768 hidden dimensions and 12 attention heads. CamemBERT is pre-trained
on the French part of the OSCAR [26] corpus: a pre-filtered and pre-classified version
2 https://camembert-model.fr/



of Common Crawl, composed of 138GB of raw text and 32.7B tokens after subword
tokenization.

For fine-tuning, all hyper-parameters are tuned on the development (dev) set. The
minimum sentence length is selected from [10,20,50]. The max sequence length is 256.
The batch size is selected from [32, 64, 128]. The maximum number of epochs is 100.
For optimization we used Adam [11] with an initial learning rate of 5e-5. The dropout
probability is 0.1.

4.3 Results

This section reports the results of the best three submitted systems, namely:
– sys1: fine-tuning the joint NER model without CRF layer;
– sys2: fine-tuning the joint NER model with CRF layer;
– sys3: fine-tuning the CamemBERT base model without joint option, hence for this
model the literal and metonymy tags are concatenated and considered as only one
tag. This system has more tags to predict than sys1 and sys2;
The results are evaluated at entity and document levels in terms of micro and macro

Precision, Recall and F1-measure considering two scenarios : exact (strict) and fuzzy
(relaxed) boundary matching, for both literal and metonymy tags [24].

The best systems are selected based on the results on the dev set, whose results in
terms of micro Precision, Recall and F1-measure for both tags are summarized in Table
2. Note that our system is often the second best on French.

Table 2. Micro Precision, Recall and F1-score results for literal and metonymy tags on dev data
set in both strict and fuzzy scenarios.

Tag Systems Strict Fuzzy
F1 Precision Recall F1 Precision Recall

LIT
sys1 0.873 0.874 0.872 0.92 0.921 0.919
sys2 0.882 0.879 0.886 0.929 0.925 0.933
sys3 0.873 0.87 0.875 0.925 0.922 0.927

METO
sys1 0.663 0.725 0.611 0.663 0.725 0.611
sys2 0.646 0.711 0.593 0.646 0.711 0.593
sys3 0.612 0.573 0.657 0.612 0.573 0.657

Similarly as on the dev set, for literal tag, the three systems achieve comparable
results. For metonymy, sys1 achieves better results than sys3 and sys2, yielding respec-
tively to 8.82% and 2.63% of improvements in terms of micro F1 in strict and fuzzy
scenarios, while sys2, that includes a CRF layer on top of the joint NER model, im-
proves the results at the document level in terms of macro F1 (0.68) by 2.25% and 1.34%
respectively for sys3 and sys1 in both scenarios.

Results on test data in terms of micro Precision, Recall and F1-measure for both tags
are summarized in Table 3.



Table 3. Micro Precision, Recall and F1-score results for literal and metonymy tags on test data
set in both strict and fuzzy scenarios.

Tag systems Strict Fuzzy
F1 Precision Recall F1 Precision Recall

LIT
sys1 0.801 0.791 0.811 0.897 0.886 0.908
sys2 0.814 0.799 0.829 0.896 0.88 0.913
sys3 0.807 0.798 0.818 0.898 0.887 0.909

METO
sys1 0.603 0.69 0.536 0.603 0.69 0.536
sys2 0.627 0.696 0.571 0.637 0.707 0.58
sys3 0.667 0.647 0.688 0.675 0.655 0.696

We observe that for literal tag the proposed systems obtain comparable results.
The prediction of metonymic tags is not an easy task, since it represents only 0.27%

B-org and 0.05% of I-org (in each of train, dev and test sets) and a few rare tags B-Loc
in train and dev and B-time in test. Considering, the prediction of metonymy tags as a
separate task (the case for sys1 and sys2), this may cause generalization problems. The
results we obtained on the test data confirm this hypothesis. Indeed, the sys3 trained
on the concatenation of both tags achieved the best results in terms of micro F1 w.r.t.
sys1 and sys2, which is not the case on dev. Thus, the concatenation of both tags is
helpful to predict metonymy tag and to avoid their frequency problem. i.e. considering
those labels BI-loc_BI-org vs. BI-loc_O, it easier for the system to distinguish the LOC
category with or without metonymy.

Last, sys1 achieves the best results in terms of macro F1 (0.747) in comparison to
sys2 (.738) and sys3 (.733).

5 Conclusions

In this paper, we presented our participation in the CLEF HIPE 2020 Challenge on
the Coarse-grained named entity recognition task for French. The proposed approach
jointly predicts the literal and metonymic entities. For this, a CamemBERT base model
and a CRF model were used. We submitted three systems: a joint model using only
CamemBERT, a joint model extended with a CRF layer, and a CamemBERT model
without joint option.

On the test dataset, we achieved our best results on the literal tags using our sec-
ond system (F1=.814) while on the metonymy tags, our third system performed best
(F1=.667). Our second system allowed us to obtain the best results on both the dev and
test datasets for the literal tags. Nevertheless, we observed a difference on the metonymy
tags where our first system obtained best results on the dev dataset (F1=.663) while our
third system performed best on the test dataset (F1=.667); surprisingly, differences be-
tween first and third systems are about 5 points in strict F1-score.
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