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ON THE OPTIMAL RATE FOR THE CONVERGENCE PROBLEM IN MEAN

FIELD CONTROL

SAMUEL DAUDIN, FRANÇOIS DELARUE, AND JOE JACKSON

Abstract. The goal of this work is to obtain optimal rates for the convergence problem in mean
field control. Our analysis covers cases where the solutions to the limiting problem may not be
unique nor stable. Equivalently the value function of the limiting problem might not be differentiable
on the entire space. Our main result is then to derive sharp rates of convergence in two distinct
regimes. When the data is sufficiently regular, we obtain rates proportional to N−1/2, with N being
the number of particles. When the data is merely Lipschitz and semi-concave with respect to the
first Wasserstein distance, we obtain rates proportional to N−2/(3d+6). Noticeably, the exponent
2/(3d+6) is close to 1/d, which is the optimal rate of convergence for uncontrolled particle systems
driven by data with a similar regularity. The key argument in our approach consists in mollifying the
value function of the limiting problem in order to produce functions that are almost classical sub-
solutions to the limiting Hamilton-Jacobi equation (which is a PDE set on the space of probability
measures). These sub-solutions can be projected onto finite dimensional spaces and then compared
with the value functions associated with the particle systems. In the end, this comparison is used
to prove the most demanding bound in the estimates. The key challenge therein is thus to exhibit
an appropriate form of mollification. We do so by employing sup-convolution within a convenient
functional Hilbert space. To make the whole easier, we limit ourselves to the periodic setting. We
also provide some examples to show that our results are sharp up to some extent.
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Sup-convolution.
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1. Introduction

1.1. A short review of mean field control and games. Mean field control theory and its twin,
mean field game theory, aim at the asymptotic study of equilibria within large populations of weakly
interacting agents. Typically, each agent controls a d-dimensional state process which is impacted
by a Brownian noise. In mean field control, equilibria are understood in a cooperative sense, while
in mean field games, they are understood in a competitive sense. The limiting formulations, which
arise as the number of players increases to infinity, are distinct: in the cooperative case, we arrive
at an optimal control problem set on the Wasserstein space, while the competitive case leads to
a well-known fixed point problem. We refer to [HPM03, HMC06, LL06a, LL06b, LL07, Lioa] for
earlier contributions and [CP21, CD18b, CD18a, GS14] for surveys or monographs.

For almost twenty years, both theories have made parallel and profound advances. In particular,
great progress has been made in understanding the infinite-dimensional partial differential equations
which describe the relevant value functions - the value of the optimization problem in the case of
control, and the value of the equilibrium in the case of games. We refer to [BFY15, CDLL19, GS15,
Liob] for some key contributions in this direction. In the case of mean field control (with periodic
data), the value function is a map

U = U(t,m) : [0, T ] × P(Td) → R,

where P(Td) denotes the set of probability measures on the d-dimensional torus Td = Rd/Zd.
Roughly speaking, U(t,m) denotes the value of the limiting optimization problem when the contin-
uum of agents is distributed according to m at the initial time t. We postpone a definition of U as
a value function to Subsection 2.2, but we mention already that U is expected to solve a first-order
Hamilton-Jacobi equation on the space of probability measures, of the form





−∂tU(t,m)−
∫

Td

∆x
δU

δm
(t,m, x)dm(x)

+

∫

Td

H
(
x,Dx

δU

δm
(t,m, x)

)
dm(x) = F(m), (t,m) ∈ (0, T )× P(Td),

U(T,m) = G(m), m ∈ P(Td),

(HJB(∞))

for a Hamiltonian H = H(x, p) : Td × Rd → R which is typically regular and convex in the second
variable, and costs F ,G : P(Td) → R. We refer to Section 2 for more details including the definition
of the linear derivative δU

δm . For games, the value of the equilibrium problem is instead expected to
solve the master equation, which resembles an infinite-dimensional system of first-order hyperbolic
equations on the space of probability measures. In both cases, the study of the solution is subtle,
but several regimes are known under which the relevant infinite-dimensional PDE admits a classical
solution. For control, this is the case if the coefficients are convex in the measure argument and
regular, see [CDLL19, CCDar, GS15]. For games, the convexity condition has to be replaced by a
monotonicity condition, see [Ber21, CDLL19, CD18a, CCDar, Liob].

The importance of the regularity of the value function was explained in the book [CDLL19]
by Cardaliaguet, Delarue, Lasry and Lions: the existence of a regular value makes it possible to
obtain an optimal rate for the convergence of the values of finite-player games towards the value of
their mean field counterparts. In this approach, the bounds on the regularity of the value play an
essential role, and the resulting convergence rate is linear in the number N of agents in the finite
system. The approach used for games has subsequently been extended to mean field control when
the solution of the Hamilton-Jacobi equation is regular, with a rate of the same order, see [GPW22].
In particular, in the case of control, bounds on the second-order ‘Lions derivative’ D2

mmU allow
one to conclude that

|U(t,mN
x )− V N (t,x)| ≤ C/N, (1.1)



ON THE OPTIMAL RATE FOR THE CONVERGENCE PROBLEM IN MEAN FIELD CONTROL 3

where V N : [0, T ]× (Td)N → R denotes the value function for the corresponding N -particle control
problem, and is, under mild assumptions on the data, the unique classical solution of the Hamilton-
Jacobi-Bellman equation





−∂tV N (t,x)−
N∑

i=1

∆xiV N (t,x) +
1

N

N∑

i=1

H
(
xi, NDxiV N (t,x)

)
= F(mN

x ),

(t,x) ∈ (0, T ) × (Td)N ,

V N (T, x) = G(mN
x ), x ∈ (Td)N .

(HJB(N))

We note that here and throughout the paper we use the notation mN
x = 1

N

∑N
i=1 δxi when x =

(x1, ..., xN ) ∈ (Td)N . The argument leading to (1.1) is relatively simple - if U is smooth, then explicit
computation shows that [0, T ]× (Td) ∋ (t,x) 7→ U(t,mN

x ) is a solution of (HJB(N)) up to an error
term which is of order 1/N provided that DmmU is bounded, which, by the comparison principle,

gives (1.1). We note that here and throughout the paper we use the notation mN
x = 1

N

∑N
i=1 δxi

when x = (x1, ..., xN ) ∈ (Td)N . The argument leading to (1.1) is relatively simple - if U is smooth,
then explicit computation shows that [0, T ]×(Td) ∋ (t,x) 7→ U(t,mN

x ) is a solution of (HJB(N)) up
to an error term which is of order 1/N provided that D2

mmU is bounded, which, by the comparison
principle, gives (1.1).

Thanks to the contributions discussed above, the convergence problem is now well-understood
when the relevant infinite-dimensional PDE has a smooth solution, and the existence of smooth
solutions in turn is well-understood under certain (fairly restrictive) convexity or monotonicity
assumptions. Answering similar questions in the absence of structural conditions like convexity
and monotonicity is now one of the main objectives of the theory of mean field games and mean
field control. This issue is somewhat easier to understand for control problems than games, simply
because it is easier to identify and characterize an optimizer than a fixed point. In fact, several
recent works have been published on the Hamilton-Jacobi equation (HJB(∞)) in the absence of
classical solutions. Most of them aim to understand viscosity solutions and, in particular, to obtain
a comparison principle allowing the identification of the value of the mean field control problem
as the unique viscosity solution in a class and sense as broad as possible, see [BIRS20, CKT21,
CGK+21, SY22, WZ20]. Typically, these results cover the setting where U is Lipschitz but may
not be differentiable, which is expected to be the case when F and G are regular but not convex
and thus optimizers may not be unique. In comparison, there are much fewer general results on
the master equation of mean field games in the absence of uniqueness of the equilibria: the work of
[CD22] gives a possible approach in the case of potential games, which are, by definition, derived
from a control problem. At this stage, there are no general results on the convergence of the value
functions of finite games to a possible value of the mean field game outside the analysis of [CDLL19].
The best that is known are compactness results, see for instance [Dje22, Fis17, Lac20]. They suffice
to establish convergence of the value functions at measures where the equilibrium is unique, but
questions of selection remain very challenging when uniqueness does not hold.

1.2. Our motivation. The goal of the present paper is to understand the rate of convergence of
the value functions V N to U in the non-convex setting. Of course, as already discussed above, a
quantitative answer to this convergence problem is already known when F and G are convex and
sufficiently regular, with the (optimal) rate 1/N . The convergence of V N to U in the non-convex
setting has received significant attention in the literature in recent years, and qualitative results
have been obtained in [Lac17, DPT22] (see also [CLOS22, FLOS19, GMS21] for deterministic
dynamics or dynamics with a sole common noise). More recently, a first quantitative result outside
the convex setting has been obtained, under ‘natural’ assumptions, in a work [CDJS23] by the first
and last author with Cardaliaguet and Souganidis. The main result of [CDJS23] (when specialized
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to the periodic setting) is the estimate

|U(t,mN
x )− V N (t,x)| ≤ CN−γ(d), (1.2)

with C independent of N and γ(d) depending only on the dimension d. The value of the exponent
γ(d) is not given explicitly, but the calculations can be followed step by step, and it is clear that γ
decreases faster than (any multiple) of 1/d.

The result of [CDJS23] shows that one can indeed have an algebraic convergence rate of con-
vergence even when optimizers of the limiting problem are not unique. But it leaves open a very
natural question, which we aim to investigate in this work:

What is the optimal rate of convergence of V N to U in the non-convex setting?

As far as we can tell, before the present paper there was not a clear conjecture about what the
optimal rate should be, and in particular whether (or under what circumstances) it should be
possible to obtain a dimension-free rate. Let us first emphasize that without convexity we cannot
hope to obtain the rate 1/N , as the calculations leading to (1.1) in the smooth case clearly indicate
that the rate 1/N is tied to second-order regularity of U in the measure variable, which we cannot
expect without convexity of F and G. To gain some intuition, notice that because U is only
Lipschitz, the rate should be compared to the one for the uncontrolled case with data which is only
Lipschitz continuous, and this should in turn be related to the rate observed in the convergence
of uncontrolled weakly interacting particle systems. Due to the underlying statistical averaging
phenomena, the latter convergence rate is actually related to fundamental results in probability
theory on the convergence of empirical measures of an N -sample. In this context, there are two
rates of convergence which play an especially important role:

(a) the rate N−1/d governs convergence of empirical measures for the Kantorovich-Rubinstein dis-
tance (also called the 1-Wasserstein distance and denoted d1) when

1 d ≥ 3, see [AKT84, DSS13,
FG15], and also describes the typical minimal distance, in dimension d, between two particles
within a cloud of uniformly drawn particles.

(b) The rate N−1/2 corresponds to the central limit theorem, whose transposition to the conver-
gence of empirical measures nevertheless requires some precautions, see [FM97, JM98, Mél96,
Szn85, TH81].

The difference between (a) and (b) lies in the class of test functions used to measure the convergence
rate of the empirical measure: in (a), the test functions are Lipschitz continuous, while in (b), the
test functions are much smoother. To illustrate point (b), it is worth observing that the main
fluctuation results in the literature on particle systems are stated in “sufficiently negative” Sobolev
(Hilbertian) spaces. For instance, in [Mél96, FM97], fluctuations are estimated in the dual of a
space of functions admitting s := 1 + 2⌊d/2⌋ generalized derivatives that are square integrable
with respect to some heavy (polynomially) tailed measure ν. Convergence of the fluctuations is
obtained in a similar but larger space, obtained by replacing s = 1 + 2⌊d/2⌋ by s = 4 + 2⌊d/2⌋
and by changing accordingly the polynomial decay of the underling reference measure ν. As we are
working on the torus, the description of ν does not really matter here. Still, it is worth stressing
that the mollification procedures implemented in the present paper also rely on the properties
of the Hilbert space H−s for s > d/2 + 1, i.e., the dual of the Hilbert space of functions with
s generalized derivatives in L2, and could be used to recover the fact (hence already proven in

[Mél96, FM97]) that fluctuations are on average of order N−1/2 when measured in the Hilbert
space H−s for s > d/2 + 1.

In other words, if (ξi)i=1,...,N are i.i.d random variables with common law m, then

1 The exponent becomes 1/2 when d = 1, 2, with an additional logarithmic correction in the rate of convergence
when d = 2, but we feel better to stick to the reference value 1/d throughout the introduction as it makes the
presentation easier.
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• d1(m
N
ξ ,m) := supg 1-Lip

∫
g d(mN

ξ −m) is typically of order N−1/d, while

• ‖mN
ξ −m‖−s := sup‖g‖s=1

∫
g d(mN

ξ −m) is typically of order N−1/2 when s > d/2 + 1.

The heuristic discussion above suggests the following conjecture: if we work under conditions
on the data (F , G, and H) which guarantee only that U is Lipschitz with respect to d1, then the
optimal rate should be N−1/d, the size of typical fluctuations of empirical measures as measured
with respect to d1. If, on the other hand, the value function U is Lipschitz with respect to a much
weaker metric, like the one generated by ‖ · ‖−s for s large enough, then it should be possible

to obtain the rate N−1/2, the size of typical fluctuations of emprical measures as measured with
respect to this weaker metric. Our objective is to verify this conjecture as far as possible. In order
to do so, we limit our analysis to the periodic setting: this avoids any technicalities about the
decay at infinity of the various functions that we manipulate. We also emphasize that this question
has already been solved for mean field control problems on a finite state space, see [Cec21, Kol12]:

the convergence rate is shown to be 1/
√
N when cost coefficients are non-convex in the measure

argument, which is consistent with case (b) right above, keeping in mind that the regularity of the
test functions does not matter in this case since the state space is finite.

1.3. Our results. We work with two sets of conditions of the data H, F , and G. Assumption
2.1 gives minimal conditions under which we can establish that U is Lipschitz and semi-concave
(defined below) with respect to d1, and when Assumption 2.1 is in force we say that we are in the
“d1-regular case”. Assumption 2.4 gives minimal conditions under which we can establish that U is
Lipschitz and semi-concave (defined below) with respect to ‖ · ‖−s for some s > d/2 + 2, and when
Assumption 2.4 is in force we say that we are in the “H−s-regular case”. The role of semi-concavity
in both cases is outlined in Subsection 1.4. We also refer to Remark 2.3.

Our contributions in the two “H−s and d1-regular cases” can be summarized as follows.

Rates of convergence: In the H−s-regular case, we obtain in Theorem 2.7 the estimate

V N (t,x)− C/N ≤ U(t,mN
x ) ≤ V N (t,x) + C/

√
N, (1.3)

and in particular |V N (t,x) − U(t,mN
x )| ≤ C/

√
N . This exactly matches the conjectured rate in

the H−s-regular case.
In the d1-regular case, we find (again taking d ≥ 3 for simplicity and recalling footnote 1 for

the peculiar cases d = 1, 2) that, for each η > 0, there is a constant C > 0 such that

V N (t,x)− CN−1/d ≤ U(t,mN
x ) ≤ V N (t,x) + CN−β(d)+η, β(d) :=

2

3d+ 6
. (1.4)

In particular, we see that for d large, the estimate on |V N (t,x) − U(t,mN
x )| is roughly of order

N−2/(3d). This is obviously slightly worse than the conjectured rate of N−1/d, but still represents
a significant improvement on existing results.

Finally, in the case where the coefficients are convex and Lipschitz with respect d1, we establish
the estimate (again taking d ≥ 3 for simplicity)

0 ≤ V N (t,x)− U(t,mN
x ) ≤ CN−1/d. (1.5)

Even though the convex case is much simpler to analyze, this result seems to be new. Indeed, since
F and G are only assumed to be d1-Lipschitz, U is not expected to be smooth, and so the well-
known argument based on “projecting” U fails. We instead use purely control-theoretic arguments
to obtain (1.5). We note in particular that the observation that V N ≤ U in the convex regime
appears to be new. In view of Example 1 presented in Subsection 2.4, the rate in Proposition 1.5
is sharp.

Examples: Of course, to provide a complete picture we need also to verify through examples
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that the conjectured rates N−1/d and N−1/2 cannot be improved. In Subsection 2.4, we first
demonstrate in Example 1 that N−1/d is indeed the best possible rate when F and G are just
d1-Lipschitz. We note that it is easy to construct such an example if H = 0 (there is no control),
but this does not rule out the possibility that strict convexity or coercivity of the Hamiltonian H
somehow benefits the convergence rate. Our example uses the “model” Hamiltonian 1

2 |p|2, and the

idea is to use the Cole-Hopf transform to analyze the functions V N - this ultimately leads to an
interesting probabilistic analysis related to the “coupon-collector problem”, which is presented in
Section 7. Noticeably, this counter-example works due to the infinite dimensional nature of the op-
timal control problem that is treated here; to the best of our understanding, similar constructions,
but in the Euclidean setting, would not provide interesting examples in the study of vanishing
viscosity for finite-dimensional Hamilton-Jacobi equations.

Indeed, for the H−s-regular case, we show (in Example 2) that the convergence problem is
in fact related to a question of vanishing viscosity for finite-dimensional Hamilton-Jacobi equa-
tions, with the viscosity being of order 1/N . And, remarkably, there are two distinct situations
for this latter problem: (1) when the costs are convex and smooth enough, the convergence rate
of the value functions is linear in the viscosity, see [Fle71, FS86]; (2) in general (but under reason-
able regularity assumptions), the convergence rate is linear in the square root of the viscosity, see
[CL84, Eva10, Lio82], and this rate is claimed to be optimal. As for the latter point, it is however
fair to say that the precise conditions under which the root of the viscosity is the optimal rate are
rather unclear to us and, in particular, we do not know whether these conditions cover or not the
type of Hamiltonians we use below. As we announced in the previous paragraph, the construction
based on the same Cole-Hopf transformation as the one used below for proving that N−1/d is in-
deed the optimal rate in the “d1-regular case” does not provide a relevant example in the vanishing
viscosity problem for finite-dimensional Hamilton-Jacobi equations. Anyway, we believe that the
rate obtained in (1.3) is the optimal rate in the H−s-regular case.

Regularity: While the convergence problem is our main focus, we also provide some new reg-
ularity results for the value function U . In the d1-regular case, we establish in Proposition 3.4 that
the value function U is Lipschitz and semi-concave with respect to the metric d1. This result is
expected, except for the fact that we obtain the result without assuming that F and G are dif-
ferentiable. In fact we only assume that F and G are Lipschitz and semi-concave with respect to
d1, so our assumptions on F and G in this result are in some sense optimal (certainly we cannot
have a global Lipschitz and semi-concavity estimate for U without assuming one for G). Without
differentiability of F and G we do not have access to the usual description of optimizers in terms of
a forward-backward PDE system, and we must instead proceed by a mollification procedure. We
also prove in Proposition 3.2 that in the H−s-regular case, U is Lipschitz and semi-concave with
respect to ‖ · ‖−s. This result appears to be new, and relies on stability estimates for a certain
Fokker-Planck equation in negative Sobolev spaces which are presented in the Appendix.

Regularization procedures on the Wasserstein space: In order to achieve our main con-
vergence and regularity results, we implement several regularization techniques for functions on
the space P(Td). All three of these methods have appeared in some way in the literature before,
but here we study for the first time their interplay with the Hamilton-Jacobi equation (HJB(∞)).
In particular, much of our analysis in Section 5 is focused on analyzing the degree to which the
regularization procedures preserve subsolutions of (HJB(∞)). We believe the techniques we employ
in this section could be useful, for example in studying the comparison principle for equations like
(HJB(∞)), where a procedure for approximating subsolutions by more regular subsolutions would
clearly be useful.
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1.4. Our method. As discussed above, one of the examples presented in Subsection 2.4 shows
that the convergence problem we are considering can be viewed as an infinite-dimensional analogue
of an evanescent viscosity problem in which the intensity of the evanescent noise would be 1/

√
N .

Accordingly our proof, both in the d1-regular and H−s-regular cases, takes up essential ideas
from the analysis of finite-dimensional Hamilton-Jacobi equations with an evanescent viscosity, as
written, for example, in the notes [Cal18].

The upper bounds in both (1.3) and (1.4) are more challenging, and we refer to them as the
“hard inequalities”. The basic idea for proving the hard inequality in the H−s-regular case (i.e.
the upper bound in (1.3)) is as follows. Let us first suppose that Φ = Φ(t,m) : [0, T ]×P(Td) → R

is a function such that

(i) Φ(T,m) ≤ G(m) + C0,
(ii) Φ is a subsolution of (HJB(∞)), up to an error of order C1,
(iii) ‖ tr(D2

mmΦ)‖L∞ ≤ C2.

Then, at least formally, the function [0, T ] × (Td)N ∋ (t,x) 7→ Φ(t,mN
x ) is a subsolution of the

equation describing V N , up to an error of order C1 +
C2
N , so that the comparison principle gives

Φ(t,mN
x ) ≤ V N (t,x) + C0 + T (C1 + C2/N). (1.6)

This argument is made precise under appropriate regularity conditions on Φ in Proposition 5.10.
At first, the estimate (1.6) appears to be useless in the non-convex setting, since as discussed

already we do not expect D2
mmU to be bounded. But suppose that we manage to produce regular-

ization (U ǫ)ǫ>0 of U such that for some C > 0,

(1) ‖U − U ǫ‖L∞ ≤ Cǫ,
(2) U ǫ is a subsolution of (HJB(∞)) up to an error of order Cǫ, and
(3) ‖D2

mmU
ǫ‖L∞ ≤ C

ǫ

Then, the estimate (1.6), together with the triangle inequality, gives

U(t,mN
x ) ≤ V N (t,x) + C

(
ǫ+

1

Nǫ

)
,

for some (new) constant C independent of N . Choosing ǫ = 1√
N

gives the upper bound in (1.3).

Of course, the question is how to produce functions U ǫ satisfying properties (1)-(3). In finite
dimensions (and even in Hilbert spaces, see [LL86]), sup-convolution is known to be a convenient
way to create C1,1 regularity while preserving sub-solution properties (see for instance [BCD97,
Chapter II]). This motivates our choice to define U ǫ by

U ǫ(t,m) = sup
ν

{
U(t, ν)− 1

2ǫ
‖m− ν‖2−s

}
, (1.7)

with the supremum taken over the space of probability measures on Td, and with s > 0 chosen
appropriately. Proposition 2.12 explains why H−s is a good Hilbert space to work with - roughly
speaking, when s > d/2 + 1, bounds on U ǫ(t, ·) in C1,1(H−s) (which arise naturally from the sup-
convolution procedure) imply bounds on the L∞-norm of D2

mmU
ǫ as a consequence of Sobolev

embeddings. Together with arguments taken mostly from [LL86] and presented in Proposition 4.3,
this makes it possible to verify that U ǫ in fact satisfies the estimates appearing in (1) and (3)
above, provided that the original value function U is Lipschitz and semi-concave with respect to
‖ · ‖−s. This explains why, in the H−s-regular case, we must verify in Proposition 3.2 that U is
Lipschitz and semi-concave with respect to ‖ · ‖−s when Assumption 2.4 is in force. Verifying that
the functions U ǫ satisfy point (2), the subsolution property, turns out to be much more subtle, and
this is handled in Subsection 5.1. This is in fact the main challenge in the H−s regular case.

Of course, there are several technical issues to overcome when implementing this argument
which we have ignored in the above outline, for example even after regularizing we do not in
fact have access to D2

mmU
ǫ, so bounds on ‖D2

mmU
ǫ‖L∞ have to be understood as bounds on the
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Lipschitz constant of DmU(t,m, x) in m (with respect to d1), and we must verify that bounds on
the Lipschitz constant of DmU

ǫ are in fact enough to execute the sketch of proof outlined above.
In the d1-regular case, the general strategy for the upper bound in (1.4) is the same - we want to

approximate the value function U by functions which are smoother, but are still close to being sub-
solutions to (HJB(∞)). But this time, we cannot directly apply sup-convolution in H−s, because U
is only Lipschitz with respect to d1. Instead, we start with a linear mollification procedure, which
transforms U (which is only regular with respect to d1) into some function U δ which is regular
with respect to ‖ · ‖−s for any s. Then we choose an appropriate s and apply sup-convolution in
H−s to produce U δ,ǫ, which has the required regularity. The idea, like in points (1)-(3) above, is
then to estimate the distance ‖U − U δ,ǫ‖L∞ , the amount by which U δ,ǫ fails to be a sub-solution
to (HJB(∞)), and the size of ‖D2

mmU
δ,ǫ‖∞, all as functions of the parameters δ and ǫ, and then

choose δ and ǫ as appropriate functions of N to conclude.
Unfortunately, there is a last difficulty, which is that, roughly speaking, we could only find an

efficient estimate for the subsolution property of U δ,ǫ at measures m which were bounded from
below by a constant depending (explicitly) on δ and ǫ, i.e. for measures m such that m ≥ c(δ, ǫ)Leb
for some appropriate c (with Leb denoting the Lebesgue measure on the torus). We refer to
Lemma 5.8 for a precise statement of this result. The constraint on m arises when proving that
U δ,ǫ inherits the regularity properties of U δ, which is in fact just possible where the supremum
defining U δ,ǫ is achieved in the interior of P(Td), with the interior being here defined with respect
to the L∞ norm. This step is the heart of the analysis in the d1-regular case, and requires a
somewhat demanding technical result, see Proposition 4.4. The fact that we can only obtain a
good estimate at such measures necessitates a final transformation, in which we replace U δ,ǫ by
U δ,ǫ,λ(t,m) = U δ,ǫ(t, (1 − λ)m + λLeb), and it is the function U δ,ǫ,λ which, in the d1-regular case,
ultimately plays the role that U ǫ played in the H−s-regular case. The analysis of U δ, U δ,ǫ, and
U δ,ǫ,λ is carried out in subsection 5.2.

For the lower bounds in (1.3) and (1.4), called the ‘easy inequalities’, we use a different, more
control-theoretic argument. Very schematically, the idea is that optimal strategies identified in the
asymptotic mean field regime are admissible in the finite setting, i.e., they can be played by a finite
number of players. The converse is false and explains why the bounds in (1.3) and (1.4) are not
symmetric (see also [CDJS23], where the two inequalities are also treated separately).

1.5. Further prospects. In the end, our regularization argument provides a different proof from
[CDJS23]: in the latter, more effort is spent on the particle system itself; here, we mostly work
with the Hamilton-Jacobi equation. Compared to [CDJS23], we work in a more restrictive setting
(in particular we work with periodic data and we do not address the important issue of common
noise), but we obtain much sharper estimates. Despite this improvement, the obtained bounds are
not all optimal. The most interesting possible improvement, in our view, would be to obtain the
bound

|U(t,mN
x )− V (t,x)| ≤ CN−1/d

in the d1-regular case (with the same corrections as in footnote 1 when d = 1, 2), which amounts
to improving the lower bound in (1.4) to match the upper bound. Such a result would confirm our
conjecture about the optimal rate of convergence in the d1-regular case. The reason why we obtain
a slightly worse rate in (1.4) is related to the difficulty of estimating the subsolution property of
U δ,ǫ. Roughly speaking, we could have a more efficient estimate of the subsolution property of
U δ,ǫ, which would circumvent the need for U δ,ǫ,λ and lead to a rate closer to the optimal N−1/d,
if we could prove that the sup-convolution U δ,ǫ preserves the initial regularity of U δ with respect
to metrics other than H−s - in particular, it is not clear to us whether the sup-convolutions U δ,ǫ

preserves the d1-Lipschitz constant of U δ on the whole space (and not only on the set of measures
satisfying m ≥ c(δ, ǫ)Leb, as we just explained). This would be immediate if U δ were defined over
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the entire Sobolev space H−s, but things are much more difficult here, since the original problem
is set on the smaller space of probability measures, which is of empty interior for any negative
Sobolev norm. As discussed above, we partially circumvent this issue through Proposition 4.4,
which requires a somewhat involved technical analysis, and it is possible that the latter could be
refined. In any case, it seems clear to us that some new ideas are required in order to obtain the
optimal rate N−1/d using our techniques.

A related possibility to obtain the optimal N−1/d rate in the d1-regular case would be to find
another way to regularize the value function with similar features: the convergence rate should
be explicit, the regularized value function should be regular enough (with explicit bounds) and
should be a subsolution of the Hamilton-Jacobi equation up to an explicit residual term. In this
regard, the sup-convolution is very convenient, but passing through a Hilbertian structure may
seem somewhat unintuitive. At this stage, we have no intuition about the possible existence of a
‘better’ regularization technique. What is certain is that the same Sobolev spaces have been used in
different contexts related to ours: not only in the analysis of fluctuations for non-controlled particle
systems, as already mentioned above, but also in the study of a comparison principle for viscosity
solutions of the Hamilton-Jacobi equation in the very recent work [SY22]. We are also convinced
that the regularization technique we use could allow us to reprove a similar comparison principle.
This leads us to believe that obtaining regularization methods (by sup-convolution or otherwise),
specifically adapted to the Hamilton-Jacobi equation (HJB(∞)), is of broader interest than that of
this work.

Another related question is to understand what our results say about the convergence of the
optimal trajectories, i.e., the convergence of the optimal trajectories for the N -particle problem
towards the optimal trajectories for the limiting. This problem is quite subtle, since optimal tra-
jectories may not be unique when F and G are not convex. However, a recent result by Cardaliaguet
and Souganidis [CS22] identifies an open and dense set O ⊂ [0, T ]×P(Td) where U is locally of class
C1,1, and shows that optimal trajectories which start in O remain there, and in particular, U is C1,1

in a tube around an optimal trajectory which starts in O. As shown in [CS22], this leads to a propa-
gation of chaos result for initial conditions in O, provided that one already has a rate of convergence
of V N to U . Lemma 3.3 of [CS22] explains clearly how the convergence rate of V N to U impacts
the rate of propagation of chaos, since RN in that statement is just sup(t,x) |V N (t,x)− U(t,mN

x )|.
In particular, our estimates can be immediately “plugged into” Lemma 3.1 of [CS22] to improve
the main results of that paper (at least in the case of periodic data). The only unsatisfying point
is that in the H−s-regular case, the resulting rate of propagation of chaos will be dimension-free
(in fact, the rate is N−1/4), but only when measured up to stopping times τ̃N which satisfies

P[τ̃N < T ] ≤ CN−1/(d+8). (1.8)

So, dimension still enters the propagation of chaos result through the asymptotic behavior of the
stopping times. In order to get a truly dimension-independent propagation of chaos statement, one
would need to replace the stopping times appearing in Lemma 3.3 of [CS22] with stopping times
satisfying a dimension-free analogue of (1.8). To do this, we believe it would suffice to estimate
the radius of the aforementioned tube as measured with respect to ‖ · ‖−s rather than d1, but we
do not pursue this analysis here.

Of course, it would also be interesting to extend the analysis to the Euclidean (non-periodic)
case. We believe that the weighted Sobolev spaces used in [FM97, Mél96] in the analysis of the
CLT for uncontrolled particle systems may also be useful here. The case with a common noise
(which, as mentioned above, was treated in [CDJS23]) would also deserve some attention. Finally,
it is certainly worth noting that, to our knowledge, the case of (non-cooperative) games remains
beyond the reach of the methods developed here.
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1.6. Organization of the paper. The article is organized as follows. Section 2 begins with a
discussion of relevent notation and function spaces in Subsection 2.1, and then Subsections2.2 and
2.3 contain the problem statement and main results. We also discuss the aforementioned examples
in Subsection 2.4, and discuss the connection between analysis in P(Td) and analysis in H−s in
Subsection 2.5. Section 3 is devoted to establishing several fundamental properties of the value
function in both the d1-regular and H

−s-regular cases. In Section 4, we propose and study several
regularization methods for functions defined on the space of probability measures, including the
sup-convolution method as well as the convolution method introduced in [CD22]. Section 5 is the
true heart of the paper, with the establishment of the “hard inequalities”, i.e. the upper bounds
in (1.3) and (1.4). Section 6 contains the proofs of the corresponding “easy inequalities”, while
Section 7 contains some arguments related to the examples and the estimate (1.5) in the convex
case. Finally, the Appendix contains a number of auxiliary results for finite dimensional linear PDEs
and Hamilton-Jacobi-Bellman equations as well as mollification argument for functions defined on
the space of probability measures which is borrowed from [CD22].

2. Preliminaries and main results

2.1. Function spaces and notation. Firstly, as mentioned above, Td = Rd/Zd is the d-dimensional
flat torus, whose general element is written x = (x1, ..., xd). We write x = (x1, ..., xN ) for the gen-
eral element of (Td)N , with each xi = (xi1, ..., x

i
d) ∈ Td. We denote by P(Td) the set of probability

measures on Td. We endow this space with the Wasserstein metric d1, defined by

d1(m1,m2) = sup
g 1−Lip

∫
g(x)

(
m1 −m2

)
(dx),

the supremum being taken over 1-Lipschitz functions g : Td → R. Of course, by Kantorovich
duality we have an equivalent definition in terms of couplings which we also use when convenient.

We are next going to describe several spaces of functions. First, we mention that we will use
the notation Lip(A) for the set of Lipschitz functions on a space A (the metric on A always being
understood from context). Next, we fix some notation for multi-indices. We define multi-indices to
be tuples j = (j1, ..., jd) with each ji ∈ {0, 1, 2, ...}, and for f : Td → R we interpret Djf as

Djf = Dj1
x1
f...Djd

xd
f.

We write |j| = ∑d
i=1 ji for the order of the multi-index j. We include the possibility that j =

(0, ..., 0), in which case Djf = f .
For k ∈ N (with N := {1, 2, ...}), we define Ck = Ck(Td) to be the space of functions Td → R

with continuous derivatives up to order k. We endow Ck with the norm

‖f‖Ck =
∑

0≤|j|≤k

‖Djf‖L∞ ,

where ‖ · ‖L∞ denotes the usual supremum norm.

For f ∈ L2(Td), we define the Fourier coefficients (f̂k)k∈Zd by

f̂k =

∫

Td

ei2πk·xf(x)dx, i2 = −1.

Here we are writing k = (k1, ..., kd) for an element of Zd. For s ≥ 0, we define the Sobolev space
Hs as the set of f ∈ L2(Td) such that

‖f‖2s :=
∑

k∈Zd

|f̂k|2
(
1 +

d∑

i=1

|ki|2s) <∞.
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The space Hs is a Hilbert space, with the norm ‖ · ‖s arising from the inner product

〈f, g〉s =
∑

k∈Zd

f̂kĝk
(
1 +

d∑

i=1

|ki|2s),

with the bar above denoting the usual conjugate of a complex number. We emphasize that this is

not the usual definition of ‖·‖s – it would be more typical to replace (1+
∑d

i=1 |ki|2s) with (1+|k|2)s.
However, the norms generated by these two choices are equivalent, and in particular, this means
that we have access to the usual Sobolev embeddings, e.g. for s > d/2 we have ‖f‖L∞ ≤ C‖f‖s
for a constant C independent of f . The reason for using this particular choice of norm will become
clear in the proof of Lemma 5.4.

Next, for s ≥ 0 we define the space H−s to be the dual of Hs, i.e. the set of bounded linear
functionals q : Hs → R. We define the Fourier coefficients (q̂k)k∈Zd of q ∈ H−s by q̂k = q(x 7→
ei2πk·x). It is easy to check that the norm ‖ · ‖−s on H−s inherited by duality is induced by the
inner product

〈p, q〉−s :=
∑

k∈Zd

p̂kq̂k
(
1 +

d∑

i=1

|ki|2s
)−1

. (2.1)

For f ∈ Hs, we denote f∗ for the dual element of H−s, i.e. 〈f∗, q〉−s = 〈f, q〉s,−s := q(f) for all
q ∈ H−s. Likewise, given q ∈ H−s, we write q∗ for the element of Hs such that 〈q∗, f〉s = q(f) for
all f ∈ Hs. Using (2.1), it is easy to check that

f̂∗
k
=

(
1 +

d∑

i=1

|ki|2s
)
f̂k, f ∈ Hs, and q̂∗

k
=

(
1 +

d∑

i=1

|ki|2s
)−1

q̂k, q ∈ H−s. (2.2)

We follow Chapter 5 of [CD18b] for the definition of the linear derivative of a function P(Td) → R.
In particular, given a continuous function φ = φ(m) : P(Td) → R, we say that φ ∈ C1(P(Td)) if

there is a continuous map δφ
δm = δφ

δm (m, y) : P(Td)× Td → R such that

φ(m2) = φ(m1) +

∫ 1

0

∫

Td

δφ

δm
(tm2 + (1− t)m1, y)(m2 −m1)(dy)dt. (2.3)

The equation (2.3) determines δφ
δm only up to anm-dependent constant. We will make the additional

normalization convention ∫

Td

δφ

δm
(m,x)dx = 0, (2.4)

under which δφ
δm is indeed unique. Thus if φ ∈ C1(P(Td)) then we can refer to the (unique)

continuous function δφ
δm satisfying both (2.3) and (2.4) as the linear derivative of φ. Notice that

our normalization convention differs to the usual one (which requires instead that the derivative
at m has zero mean with respect to m). The reason is that, under our convention, the zeroeth

Fourier coefficient of δφ
δm (m, ·) is zero, which simplifies an argument in the proof of Proposition 4.4.

If φ has a linear derivative δφ
δm which is C1 in y for each m, then we can define the L-derivative

Dmφ : P(Td)× Td → Rd by

Dmφ(m, y) = Dy
δφ

δm
(m, y). (2.5)

Unlike δφ
δm , Dmφ is uniquely defined if it exists, see again [CD18b, Chapter 5].
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2.2. Problem formulation. We fix a time horizon T > 0 and a filtered probability space
(
Ω,F ,F =

(Ft)0≤t≤T ,P
)
satisfying the usual conditions, hosting independent d-dimensional Brownian motions

W and (W i)i∈N, and such that F0 is atomless. Our data consists of three functions

F ,G : P(Td) → R, L = L(x, a) : Td × Rd → R,

and the Lagrangian L determines a Hamiltonian H via the usual formula

H(x, p) = sup
a∈Rd

{
− L(x, a)− a · p

}
. (2.6)

For N ∈ N, V N is defined by

V N (t0,x0) = inf
α∈AN

E

[ ∫ T

t0

( 1

N

N∑

i=1

L(Xi
t , α

i
t) + F(mN

Xt
)
)
dt+ G(mN

XT
)

]
, (2.7)

for (t0,x0) ∈ [0, T ]× Td, subject to

dXi
t = αi

tdt+
√
2dW i

t , t0 ≤ t ≤ T, Xi
t0 = xi0, (2.8)

where the infimum is taken over the set AN of all square-integrable and progressively measure
(Rd)N -valued processes α = (α1, ..., αN ). We note that the Brownian motions (W i)i=1,··· ,N and the

processes (Xi)i=1,··· ,N in (2.8) are understood as taking values in Rd, but they determine Td-valued

processes in a canonical way (by composition with quotient map Rd → Rd/Zd), which allows us to
regard mN

Xt
, for each t ∈ [0, T ], as a probability measure on Td. The function U , meanwhile, is

given by

U(t0,m0) = inf
(m,α)

{∫ T

t0

(∫

Rd

L
(
x, α(t, x)

)
mt(dx) +F(mt)

)
dt+ G(mT )

}
, (2.9)

where the infimum is taken over all pairs (m,α) with m = (mt)t0≤t≤T ∈ C([t0, T ],P(Td)) (P(Td)
being equipped with the d1 distance) and α : (t, x) ∈ [t0, T ] × Td 7→ α(t, x) ∈ Rd satisfying (in a
weak distributional sense) the Fokker-Planck equation

∂tmt = ∆xmt − divx
(
mtα(t, ·)

)
, in [t0, T )× Td, mt0 = m0,

and the integrability condition
∫ T

t0

∫

Td

|α(t, x)|2mt(dx)dt <∞.

We note that because there is no common noise, there is no subtlety in checking (under mild
conditions on the data, and in particular under Assumption 2.1 below) that

U(t0,m0) = inf
α∈A

E

[ ∫ T

t0

(
L(Xt, αt) + F(L(Xt))

)
dt+ G(L(XT ))

]
, (2.10)

subject to

dXt = αtdt+
√
2dWt, t0 ≤ t ≤ T, Xt0 = ξ ∼ m0, (2.11)

where the infimum is taken over the set A of square-integrable progressive processes Rd-valued
α = (αt)t0≤t≤T and L(Xt) ∈ P(Td) denotes, for any t ∈ [t0, T ], the law of Xt (when viewed as a
Td-valued random variable). Indeed, this is a consequence of a so-called mimicking argument, see
e.g. the discussion in [LSZ20, Section 8]. We note that this alternative formulation is not crucial
for any of our arguments, but at times is convenient, e.g. in the presentation of the examples in
Subsection 2.4.

The function V N is, under mild assumptions on the data (which are satisfied below under each
of the two sets of assumptions spelled out in Subsection 2.3 below), the unique smooth solution of
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(HJB(N)). The function U is expected to satisfy, in an appropriate viscosity sense, the equation
(HJB(∞)).

2.3. Assumptions and main results. We have two main sets of assumptions, consistent with
the d1-regular and the H−s-regular cases already discussed at length in the introduction.

Assumption 2.1 (Assumptions for the d1-regular case). We assume that there exists a constant
C ≥ 1 such that

(1) H ∈ C2(Td × Rd), and for each (x, p) ∈ Td ×Rd,

1

C
Id×d ≤ D2

ppH(x, p) ≤ CId×d.

(2) For all (x, p) ∈ Td × Rd,

|DxH(x, p)| ≤ C(1 + |p|). (2.12)

(3) F and G are Lipschitz and semi-concave with respect to d1 and to the constant C. Semi-
concavity with respect to d1 and to C means (explained only for F) that

F((1 − λ)m0 + λm1) ≥ (1− λ)F(m0) + λF(m1)− λ(1− λ)
C

2
d21(m0,m1), (2.13)

for all m0,m1 ∈ P(Td) and all λ ∈ (0, 1).

Remark 2.2. Let us remark that the conditions on H in Assumption 2.1 are fairly minimal. The
strict convexity of H is standard, and ensures, among other things, that L inherits some regularity
from H. Moreover, the bound D2

ppH ≤ CId×d implies that L is coercive, in the sense that there is a

constant C such that L(x, a) ≥ −C+ 1
C |a|2. The condition (2.12) is standard to find L∞ estimates

for the optimal controls in the problems defining U and V N . The assumptions on H are satisified
for instance if H(x, p) = 1

2 |p|2 +H1(x) · p for some smooth vector field H1 : T
d → Rd.

Remark 2.3. The d1-Lipschitz continuity of F and G required in Assumption 2.1 is quite natural
in this context, but the semi-concavity condition (2.13) may be more surprising. But a simple
computation shows that (2.13) holds (for some constant C) if F admits two linear derivatives
δF
δm (m, y) and δ2F

δm2 (m, y, z), the latter being defined analogously to the former, and

∀m ∈ P(Td), ∀y, z ∈ Td, DyDz
δ2F
δm2

(m, y, z) ≤ CId,

with Id denoting the d-dimensional identity matrix and the symbol ≤ standing for the usual com-
parison between symmetric matrices. The reader will notice that the left-hand side of the inequality
is nothing but the second-order Lions derivative D2

mmF(m, y, z). Thus the conditions on F and G
in Assumption 2.1 are met, for instance, under the standing assumptions of [CDJS23]. A typical
example of a function G satisfying the conditions of Assumption 2.1 would be

G(m) = G
(
m(φ1), ...,m(φk)

)
,

where k ∈ N, G : Rk → R is C2 with bounded first and second derivatives, and φ1, ..., φk : Td → R

are C1 with bounded derivatives.

Assumption 2.4 (Assumptions for the H−s-regular case). We assume that there is a number
s ∈ N with s > d/2 + 2, such that

(1) H belongs to Cs(Td × Rd) and satisfies conditions (1) and (2) from Assumption (2.1).
(2) F and G belong C1(P(Td)) with

sup
m∈P

∥∥∥∥
δF
δm

(m, ·)
∥∥∥∥
Cs

+ sup
m∈P

∥∥∥∥
δG
δm

(m, ·)
∥∥∥∥
Cs

< +∞. (2.14)

Moreover F and G are semi-concave with respect to the norm ‖ · ‖−s.
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Remark 2.5. In Assumption 2.4, we keep the same basic structural conditions on the Hamiltonian,
but require in addition “order s smoothness” of all the data. It is easy to check, using the definition
of the linear derivatives that the condition (2.14) implies that F and G are Lipschitz with respect
to ‖ · ‖−s. A typical example of a function G satisfying condition (2) in Assumption 2.4 would be

G(m) = G(m(φ1), ...,m(φk))

where k ∈ N, G : Rk → R is C2 with bounded first and second derivatives, and φ1, ..., φk ∈ Cs(Td).

Our main result in the d1-Lipschitz case is the following.

Theorem 2.6. Let Assumption 2.1 hold. Then for each η > 0, there is a constant C such that for
each N ∈ N, we have, for all (t,x) ∈ [0, T ]× (Td)N ,

V N (t,x)− CRd,N ≤ U(t,mN
x ) ≤ V N (t,x) + CN−β(d)+η, with β(d) :=

2

3d+ 6
,

where

Rd,N :=





N−1/2 d = 1,

N−1/2 log(1 +N) d = 2,

N−1/d d ≥ 3.

(2.15)

And now we present our main result in H−s-Lipschitz case.

Theorem 2.7. Let Assumption 2.4 hold. Then there is a constant C such that for each N ∈ N,

V N (t,x)− C

N
≤ U(t,mN

x ) ≤ V N (t,x) +
C√
N
,

for all (t,x) ∈ [0, T ] × (Td)N .

Finally, we state a (much simpler) result in the convex setting.

Proposition 2.8. Suppose that Assumption 2.1 is in force, and that in addition F and G are
convex. Then there is a constant C such that

0 ≤ V N (t,x)− U(t,mN
x ) ≤ CRN,d,

for all N ∈ N and all (t,x) ∈ [0, T ]× (Td)N , where RN,d is as defined in (2.15).

2.4. Examples. In this section we give two examples which pinpoint the best convergence we can
expect. In both cases, it is more convenient to state the examples in the Euclidean space Rd rather
than Td.

Example 1: In this example we define V N : [0, T ]× (Rd)N → R by

V N (t0,x0) = inf
α∈AN

E

[∫ T

t0

1

2N

N∑

i=1

|αi
s|2ds+ d1(m

N
XT

,NT )

]
, (2.16)

subject to dynamics

dXi
t = αi

tdt+ dW i
t , Xi

t0 = xi0, (2.17)

with NT denoting the standard Gaussian measure on Rd with mean 0 and variance TId×d, and
the infimum taken over all square-integrable and progressive processes α = (α1, ..., αN ). We note
that the omission of the

√
2 the dynamics (2.17) was intentional, and based purely on notational

convenience. Similarly, we define U : (t,m) ∈ [0, T ] ×P2(R
n) 7→ U(t,m) ∈ R by

U(t0,m0) = inf
α∈A

E

[ ∫ T

t0

1

2
|αt|2dt+ d1(L(XT ),NT )

]
, (2.18)
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subject to the dynamics

dXt = αtdt+ dWt, Xt0 = ξ ∼ m0.

Then we have the following:

Proposition 2.9. Let V N and U be defined by (2.16) and (2.18). Then we have U(0, δ0) = 0, and
if T is large enough then there is a constant c > 0 such that for infinitely many values of N ,

V N (t, 0) ≥ cN−1/d.

Of course, since m 7→ d1(m,NT ) is clearly d1-Lipschitz, Proposition 2.9 shows that we cannot

have a rate better than N−1/d when the data is only d1-Lipschitz. The proof of Proposition 2.9
is given in Section 7. We note that the assumption that T is large enough is just to make the
proof more straightforward, and it is also clear that the same argument should work for all N large
enough, rather than for infinitely many N – we state things this way just to make the proof as
transparent as possible.

Example 2: Given two costs functionals F,G : Rd → R, consider the functions V N : [0, T ] ×
(Rd)N → R given by

V N (t0,x0) = inf
α∈AN

E

[ ∫ T

t0

( 1

N

N∑

i=1

L(αi(t,Xi
t )) + F

( 1

N

N∑

i=1

Xi
t

))
dt+G

( 1

N

N∑

i=1

Xi
T

)]
, (2.19)

subject to the dynamics (2.8) as well as the function U : [0, T ]× P2(R
n) 7→ U(t,m) ∈ R given by

U(t,m) = inf
α

E

[ ∫ T

t

(
L(α(s,Xs)) + F (E[Xs])

)
ds+G(E[XT ])

]
, (2.20)

subject to the dynamics (2.11). In other words, we have defined V N and U as in Subsection 2.2
but on the whole space and with

F(m) = F (m), G(m) = G(m), m :=

∫

R

xdm(x).

Then we have the following result, whose elementary proof is presented in Section 7.

Proposition 2.10. Suppose that F and G are Lipschitz, and L = L(a) is C2 with 1
C Id×d ≤ D2L ≤

CId×d for some constant C ≥ 1. Let V N and U be defined as in (2.19) and (2.20). Then we have

U(t,m) = u(t,m), V N (t,x) = vN (t,mN
x ) = vN

(
t,

1

N

N∑

i=1

xi
)
, (2.21)

where u and vN are the unique viscosity solutions of the finite-dimensional PDEs

−∂tu(t, x) +H
(
Dxu(t, x)

)
= F (x), for (t, x) ∈ [0, T )× Rd, u(T, x) = G(x), for x ∈ Rd.

and

− ∂tv
N (t, x)− 1

N
∆xv

N (t, x) +H
(
Dxv

N (t, x)
)
= F (x), for (t, x) ∈ [0, T )× Rd,

vN (T, x) = G(x), for x ∈ Rd,

with H denoting the Hamiltonian defined by (2.6).

From Proposition 2.10 it is clear that

sup
(t,x)∈[0,T ]×(Rd)N

|V N (t,x)− U(t,mN
x )| = sup

(t,x)∈[0,T ]×Rd

|vN (t, x)− u(t, x)|,
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i.e. the convergence rate of V N to U is completely governed by that of vN to u. As discussed in
the introduction, this is a well-studied problem, and classical results show that the rate is

sup
(t,x)∈[0,T ]×Rd

|vN (t, x)− u(t, x)| ≤ C√
N
.

2.5. Relationship between analysis on P(Td) and analysis on H−s. In this paper we work
both with the calculus for functions defined on P(Td) which is commonly used in the setting of
mean field control and mean field games, and with the calculus on the space H−s provided by the
Hilbertian structure. In this Subsection we discuss both of these notions and their relationship with
each other. Much of the analysis in this Subsection will be based on the fact that, as discussed
in Subsection 2.1 we have access to the usual Sobolev embedding, and in particular we will use
crucially the fact that

Hs →֒ L∞ if s > d/2, Hs →֒ C1 if s > d/2 + 1. (2.22)

Let us mention that we identify a probability measure m with an element of H−s in the usual
distributional way: for f ∈ Hs, s > d/2, we define m(f) =

∫
fdm, which makes sense thanks to

(2.22). In this way we regard P(Td) as a subspace of H−s, and it is easy to check that if s > d/2,
then P(Td) is in fact a compact subset of H−s. Given s > 0 and a function φ = φ(q) : H−s → R

which has a Fréchet derivative at a point q ∈ H−s, we use D−sφ(q) and ∇−sφ(q) : H
−s → H−s to

denote the derivative and the gradient of φ at q, respectively. That is, D−sφ(q) is an element of
Hs satisfying

φ(p) = φ(q) + 〈D−sφ(q), p − q〉s,−s + o(‖p− q‖−s), p ∈ H−s, (2.23)

while ∇−sφ(q) =
(
D−sφ(q)

)∗
. We say that φ ∈ C1(H−s) if φ is continuously differentiable.

We would like to understand the relationship between the derivatives D−sφ, ∇−sφ of φ on H−s

and the derivatives δφ
δm , Dmφ of the restriction of φ to P(Td), which we again denote by φ. This is

explained in the following Lemma.

Lemma 2.11. Suppose that s > d/2 + 1, and that φ ∈ C1(H−s). Then φ ∈ C1(P(Td)) and

δφ

δm
(m, y) = D−sφ(m)(y)−

∫

Td

D−sφ(m)(x)dx, (m, y) ∈ P(Td)× Td.

Moreover, δφ
δm (m, ·) ∈ C1(Td) for each m, and

Dmφ(m, y) = D
(
D−sφ(m)

)
(y).

In addition, Dmφ is jointly continuous on P(Td)× T d.

Proof. If φ ∈ C1(H−s) and m1,m2 ∈ P(Td), then

φ(m2)− φ(m1) =

∫ 1

0
〈D−sφ

(
tm2 + (1− t)m1

)
,m2 −m1〉s,−sdt

=

∫ 1

0

∫

Td

D−sφ
(
tm2 + (1− t)m1

)
(y)(m2 −m1)(dy)dt.

To prove the first claim of the lemma, it remains only to check that P(Td) × Td ∋ (m, y) 7→
D−sφ(m)(y) is continuous. Uniform Lipschitz continuity in y (uniformly in m) follows from the
Sobolev embedding Hs →֒ C1(Td). For continuity in m, we use Sobolev embedding again, which

says that if mk
k→∞−−−→ m in d1, then mk → m in H−s (since s > d/2 + 1), so

|D−sφ(mk)(y)−D−sφ(m)(y)| ≤ ‖D−sφ(mk)−D−sφ(m)‖L∞ ≤ ‖D−sφ(mk)−D−sφ(m)‖s ,
which tends to zero by continuity of D−sφ. The argument for the second claim is similar and so is
omitted. �
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Next, we state a key result, which states how C1,1 regularity of a function φ : q ∈ H−s 7→ φ(q) ∈
R relates to Lipschitz bounds on the map m 7→ Dmφ. To state the lemma clearly, it is helpful to
introduce the C1,1 seminorm of φ, which is defined by the formula

[
φ
]
C1,1(H−s)

= sup
q1 6=q2

‖∇−sφ(q1)−∇−sφ(q2)‖−s

‖q1 − q2‖−s
, (2.24)

i.e.
[
φ
]
C1,1(H−s)

is the Lipschitz constant of the gradient ∇−sφ.

Proposition 2.12. Let s > d/2 + 1. Then there is a constant C depending only on d and s such
that for any C1 map φ : q ∈ H−s 7→ φ(q) ∈ R and any m1,m2 ∈ P(Td), y ∈ Td, we have

|Dmφ(m1, y)−Dmφ(m2, y)| ≤ C
[
φ
]
C1,1(H−s)

d1(m1,m2).

Proof. On the one hand, using the Sobolev embedding Hs →֒ C1(Td) together with Lemma 2.11,
we find

|Dmφ(m1, y)−Dmφ(m2, y)| = |D
(
D−sφ(m

1)
)
(y)−D

(
D−sφ(m2)

)
(y)|

≤ ‖D−sφ(m1)−D−sφ(m2)‖C1

≤ C ‖D−sφ(m1)−D−sφ(m2)‖s
≤ C

[
φ
]
C1,1(H−s)

‖m1 −m2‖−s.

On the other hand, again using the Sobolev embedding Hs →֒ C1, we have ‖m1 − m2‖−s ≤
Cd1(m1,m2), and the result follows. �

3. Properties of the value function

The goal of this section is to prove regularity properties of the value function U defined in (2.9)
in the H−s-regular case (this is Proposition 3.2) and in the d1-regular case (this is Proposition 3.4).
In this latter case, we use an approximation argument to bypass the existence of linear functional
derivatives for the mean field costs, usually required when one wants to use the system of optimality
conditions. We also recall some viscosity solutions properties for the value function in Subsection
3.3.

3.1. Optimality conditions. We start with a standard lemma which characterizes the optimizers
of the mean field control problem in terms of a forward-backward system of PDEs.

Lemma 3.1. Let Assumption 2.1 hold, and assume in addition that F ,G ∈ C1(P(Td)) with

sup
m∈P(Td)

∥∥∥∥
δF
δm

(m, ·)
∥∥∥∥
C2(Td)

+ sup
m∈P(Td)

∥∥∥∥
δG
δm

(m, ·)
∥∥∥∥
C2(Td)

<∞.

Then for any (t0,m0) ∈ [0, T ]×P(Td) there is at least one optimizer for the problem (2.9), and for
any optimizer (m,α) we must have

(1) α(t, x) = −DpH(x,Du(t, x)) for some solution (u,m) ∈ C1,2([t0, T )×Td)×C([t0, T ],P(Td))
of





−∂tu(t, x)−∆xu(t, x) +H
(
x,Dxu(t, x)

)
= δF

δm (mt, x), (t, x) ∈ [t0, T )× Td,

∂tm(t, x) = ∆xm(t, x) + divx

(
mDpH

(
x,Dxu(t, x)

))
, (t, x) ∈ [t0, T )× Td,

mt0 = m0, u(T, x) = δG
δm (mT , x),

(3.1)

with the second equation being understood in the weak sense.
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(2) α satisfies

‖α‖L∞ + sup
t∈[t0,T )

√
T − t‖Dα(t, ·)‖L∞ ≤ C,

for some C > 0 depending on F and G only through their Lipschitz constants and indepen-
dent of t0.

(3) If in addition Assumption 2.4 is in force, then u(t, ·) : x ∈ Td 7→ u(t, x) ∈ Rd belongs to
Cs(Td) for all t ∈ [t0, T ] and to Cs+1(Td) for all t ∈ [t0, T ) and we have

sup
t∈[t0,T ]

‖α(t, ·)‖Cs−1 + sup
t∈[t0,T )

√
T − t‖α(t, ·)‖Cs ≤ C.

Proof. Claim (1) follows easily from standard arguments (see e.g. [BC18] Lemma 3.1). Claims (2)
and (3) follows easily from Claim (1), thanks to Lemma A.2 from the Appendix. �

3.2. Regularity of the value function.

3.2.1. The H−s-regular case. The properties of U is the H−s-regular case are summarized in the
following proposition.

Proposition 3.2. Under Assumption 2.4, there is a constant C, depending only on the various
data appearing in the assumption, such that the following holds:

(1) The function U is globally C-Lipschitz with respect to H−s. More precisely, for all t1, t2 ∈
[0, T ] and m1,m2 ∈ P(Td), we have

|U(t1,m1)− U(t2,m2)| ≤ C
(
|t1 − t2|+ ‖m1 −m2‖−s

)
.

(2) For each t ∈ [0, T ], the map P(Td) ∋ m 7→ U(t,m) is C-semi-concave with respect to the
norm ‖·‖−s. More precisely, for each t ∈ [0, T ], m1,m2 ∈ P(Td), and λ ∈ (0, 1), we have

U
(
t, (1− λ)m1 + λm2

)
≥ (1− λ)U(t,m1) + λU(t,m2)−

C

2
λ(1 − λ) ‖m1 −m2‖2−s .

To prove Proposition 3.2 we will need the following stability result.

Lemma 3.3. Assume that s > d/2 and α : (t, x) ∈ [t0, T ]× Td 7→ α(t, x) ∈ Rd satisfies

sup
t0≤t≤T

‖α(t, ·)‖s−1 ≤ C.

Then there is a constant C ′ depending only on C such that if (mi)i=1,2 ∈ C([t0, T ],P(Td)) satisfy
in the weak sense

∂tm
i(t, x) = ∆xm

i(t, x)− divx
(
mi(t, x)α(t, x)

)
,

for (t, x) ∈ [t0, T )× Td, then we have

sup
t0≤t≤T

∥∥m1
t −m2

t

∥∥
−s

≤ C ′ ∥∥m1
t0 −m2

t0

∥∥
−s
. (3.2)

The proof of Lemma 3.3 is given in Appendix A.1.

Proof of Proposition 3.2. Claim 1. For regularity in m, we fix t0 ∈ [0, T ] and m1,m2 ∈ P(Td). Let
α be an an optimal control for (t0,m1), and let (mi

t)t0≤t≤T , for i = 1, 2, denote the solutions on
[t0, T ] to

∂tm
i(t, x) = ∆xm

i(t, x)− divx
(
mi(t, x)α(t, x)

)
, mi

t0 = mi.
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Then we have

U(t0,m1) =

∫ T

t0

(∫

Rd

L
(
x, α(t, x)

)
m1

t (dx) + F(m1
t )
)
dt+ G(m1

T )

=

∫ T

t0

(∫

Rd

L
(
x, α(t, x)

)(
m2

t +m1
t −m2

t )(dx) + F(m2
t ) + F(m1

t )−F(m2
t )
)
dt

+ G(m2
T ) + G(m1

T )− G(m2
T )

≥ U(t0,m2)− C
(
1 +

∫ T

t0

‖L(·, α(t, ·))‖Cs dt
)

sup
t0≤t≤T

∥∥m1
t −m2

t

∥∥
−s

≥ U(t0,m2)− C
(
1 +

∫ T

t0

1√
T − t

dt
)

sup
t0≤t≤T

∥∥m1
t −m2

t

∥∥
−s

≥ U(t0,m2)− C ‖m1 −m2‖−s .

The first inequality uses the fact that, by Lemma 3.1, we have

L(x, α(t, x)) = L
(
x,−DpH

(
x,Dxu(t, x)

))
= −H

(
x,Dxu(t, x)

)
− α(t, x) ·Dxu(t, x),

where (m1, u) is a solution of (3.1), and so by Lemma 3.1 and the regularity of H,

‖L(·, α(t, ·))‖Cs ≤ C√
T − t

.

For the final inequality, we used the bound supt0≤t≤T

∥∥m1
t −m2

t

∥∥
−s

≤ C ‖m1 −m2‖−s from Lemma

3.3. Up to inverting the roles of m0 and m1, this completes the proof of the Lipschitz regularity in
m.

For the time regularity we proceed as follows. Given m0 ∈ P(Td), t0 ∈ [0, T ) and h > 0 such
that t0 + h ∈ [0, T ] we can expand

U(t0 + h,m0)− U(t0,m0) = U(t0 + h,m0)− U(t0 + h,m0
t0+h) + U(t0 + h,m0

t0+h)− U(t0,m0),
(3.3)

where (m0
t )t0≤t≤T is an optimal trajectory for U(t0,m0) with control α. On the one hand, by

dynamic programming, using that α is bounded independently from (t0,m0) and the boundness of
F , we can argue that

∣∣U(t0 + h,m0
t0+h)− U(t0,m0)

∣∣ ≤
∣∣∣∣
∫ t0+h

t0

∫

Td

L(x, α(t, x))m0
t (dx)dt+

∫ t0+h

t0

F(m0
t )dt

∣∣∣∣ ≤ Ch

for some C depending only the growth properties of L and F . On the other hand, by Lischitz
regularity of U(t, ·) over P(Td) with respect to ‖.‖−s we can argue that

|U(t0,m
0
t0+h)− U(t0,m0)| ≤ C

∥∥m0
t0+h −m0

∥∥
−s
.

Now, using the Sobolev embedding Hs →֒ C2 (recall that s > d/2 + 2 here), we have
∫

Td

φ(x)(m0
t0+h −m0)(dx) =

∫ t0+h

t0

∫

Td

[Dφ(x) · α(t, x) + ∆φ(x)]m0
t (dx)dt ≤ Ch‖φ‖s,

so that ‖m0
t0+h −m0‖s ≤ Ch, which, in light of (3.3), completes the proof that U is Lipschitz in

time.
Claim 2. We now turn to the semi-concavity of U . We fix m1,m2 ∈ P(Td), t0 ∈ [0, T ] and

λ ∈ (0, 1) and we consider α to be an optimal control for U(t0,mλ) with mλ = (1 − λ)m1 + λm2.
By Lemma 3.1, we know that α(t, ·) is bounded in Hs−1, uniformly in t ∈ [t0, T ]. This time we
define (m1

t )t0≤t≤T , (m
2
t )t0≤t≤T and (mλ

t )t0≤t≤T to be the solutions to

∂tm(t, x) = ∆xm(t, x)− divx
(
m(t, x)α(t, x)

)
, in [t0, T )× Td, (3.4)
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starting respectively fromm1, m2 andmλ. By linearity of the Fokker-Planck equation (3.4) it holds
for all t ∈ [t0, T ],

mλ
t = (1− λ)m1

t + λm2
t . (3.5)

By optimality of α for U(t0,m
λ
t0) we have

(1− λ)U(t0,m1) + λU(t0,m2)− U(t0,mλ)

≤ (1− λ)

∫ T

t0

∫

Rd

L(x, α(t, x))m1
t (dx)dt+ λ

∫ T

t0

∫

Rd

L(x, α(t, x))m2
t (dx)dt

−
∫ T

t0

∫

Rd

L(x, α(t, x))mλ
t (dx)dt

+

∫ T

t0

[
(1− λ)F(m1

t ) + λF(m2
t )−F(mλ

t )
]
dt

+ (1− λ)G(m1
T ) + λG(m2

T )− G(mλ
T ).

The terms involving the running cost L cancel out sincemλ
t satisfies (3.5). For the remaining terms,

we use the semi-concavity of F and G as well as Lemma 3.3 to deduce that, for some constant
C > 0 depending on the semi-concavity constants of F and G as well as supt0≤t≤T ‖α(t, ·)‖s−1 (and
independent of t0),

(1− λ)U(t0,m1) + λU(t0,m2)− U(t0,mλ)

≤ C

2
λ(1− λ) sup

t∈[t0,T ]
‖m1

t −m2
t ‖2−s ≤

C

2
λ(1− λ)‖m1 −m2‖2−s,

which concludes the proof of the proposition.
�

3.2.2. The d1-regular case. We now investigate the regularity of U under Assumption 2.1. We will
use the notation ∥∥m2 −m1

∥∥
−2,∞ := sup

‖φ‖C2≤1

∫

Rd

φ(x)(m2 −m1)(dx) (3.6)

for any two probability measuresm1,m2 ∈ P(Td). The regularity properties of U can be summarized
as follows.

Proposition 3.4. Under Assumption 2.1, there is a constant C, depending only on the various
data appearing in the assumption, such that the following holds:

(1) U is d1-Lipschitz with respect to m with constant C, i.e. for each t ∈ [0, T ] and each
m1,m2 ∈ P(Td), we have

|U(t,m1)− U(t,m2)| ≤ Cd1(m1,m2).

(2) U is locally ‖ · ‖−2,∞-Lipschitz: it satisfies, for each t ∈ [0, T ) and each m1,m2 ∈ P(Td),
the estimate

|U(t,m1)− U(t,m2)| ≤
C√
T − t

‖m2 −m1‖−2,∞ . (3.7)

(3) U is d1-semiconcave with respect to m with constant C, i.e. for each t ∈ [0, T ], λ ∈ (0, 1),
and each m1,m2 ∈ P(Td), we have

U(t, (1− λ)m1 + λm2) ≥ (1− λ)U(t,m1) + λU(t,m2)−
C

2
λ(1− λ)d21(m1,m2).
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(4) U is Hölder continuous and locally Lipschitz continuous in time: it satisfies

|U(t+ h,m)− U(t,m)| ≤ C
(√

h ∧ h√
T − h− t

)
,

for each t ∈ [0, T ], h ∈ (0, T − t), and m ∈ P(Td).

The rest of this subsection is devoted to proving Proposition (3.4). Assumption 2.1 is in force,
and we also assume that (Fn)n≥0 and (Gn)n≥0 are sequences of smooth approximations of F and
G such that,

(n.1) for all n ≥ 0, Fn and Gn are Lipschitz and semi-concave with Lipschitz and semi-concavity
constants bounded independently from n.

(n.2) Fn → F and Gn → G uniformly over P(Td) as n→ +∞.
(n.3) For all n ≥ 0, Fn,Gn ∈ C1(P(Td)) with δFn

δm (m, ·), δGn

δm (m, ·) ∈ C2(Td) for all m ∈ Td with
jointly continuous derivatives.

The existence of such approximations is proved in Lemma 4.1 below. For all n ≥ 0 we define Un to
be the value function in (2.9) with costs Fn and Gn instead of F and G. It is plain to check from
the control formulation that Un converges uniformly to U over [0, T ]×P(Td) as n→ +∞ (thanks
to property (n.2) right above).

The proof of Proposition 3.4 will make use of the following stability result,

Lemma 3.5. Suppose that α : (t, x) ∈ [t0, T ]×Td 7→ α(t, x) ∈ Rd is differentiable in x on [t0, T )×Rd

and satisfies
sup

t0≤t≤T
‖α(t, ·)‖L∞ + sup

t0≤t<T

√
T − t‖Dα(t, ·)‖L∞ ≤ C, (3.8)

for some C > 0, then, there is C ′ depending only on C such that if (mi)i=1,2 ∈ C([t0, T ],P(Td))
satisfy in the weak sense

∂tm
i(t, x) = ∆xm

i(t, x)− divx
(
mi(t, x)α(t, x)

)
,

for all (t, x) ∈ [t0, T )× Td, then we have

sup
t∈[t0,T ]

d1(m
1
t ,m

2
t ) ≤ C ′d1(m1

t0 ,m
2
t0), (3.9)

and, using notation (3.6),

sup
t∈[t0,T ]

√
t− t0d1(m

1
t ,m

2
t ) ≤ C ′ ∥∥m2

t0 −m1
t0

∥∥
−2,∞ . (3.10)

The proof is given in Appendix A.1. We now prove the main result of the subsection, Proposition
3.4.

Proof of Proposition 3.4. Claim 1: We first show the analog result for Un. Fix t0 ∈ [0, T ] and let
(mi

t)i=1,2 be solutions to

∂tm
i(t, x) −∆xm

i(t, x) + divx(α
n(t, x)mi(t, x)) = 0, mi

t0 = mi,

as in the statement of Lemma 3.1, where αn is an optimal control for Un(t0,m1). Thanks to Lemma
3.1 and to Property (n.1), we know that αn satisfies (3.8) for some C independent from n. By
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optimality of α for Un(t0,m1) and Lipschitz regularity of Fn and Gn, inequality

Un(t0,m1)− Un(t0,m2)

≥
∫ T

t0

∫

Td

L
(
x, αn(t, x)

)
(m1

t −m2
t )(dx)dt +

∫ T

t0

(
Fn(m1

t )−Fn(m2
t )
)
dt+ Gn(m1

T )− Gn(m2
T )

≥ −C
∫ T

t0

(
1 + ‖Dαn(t, ·)‖L∞)

)
d1(m

1
t ,m

2
t )dt− C

∫ T

t0

d1(m
1
t ,m

2
t )− Cd1(m

1
T ,m

2
T ) (3.11)

≥ −C
∫ T

t0

(
1 + ‖Dαn(t, ·)‖L∞)

)
d1(m

1
t ,m

2
t )dt− C sup

t0≤t≤T
d1(m

1
t ,m

2
t )

≥ −C
(
1 +

∫ T

t0

‖Dαn(t, ·)‖L∞dt
)

sup
t∈[t0,T ]

d1(m
1
t ,m

2
t )

holds for some C independent of n (and of t0, m1, m2). Using (3.9) in Lemma 3.5 and then letting
n→ +∞, we conclude that

U(t0,m2)− U(t0,m1) ≤ Cd1(m
1
t0 ,m

2
t0) = Cd1(m1,m2).

Reversing the roles of m1 and m2, we conclude that U is Lipschitz continuous in the measure
variable.

Claim 2: Using (3.10) from Lemma 3.5 instead of (3.9) in (3.11) leads to Claim 2.
Claim 3: To prove the semi-concavity, we argue as in the H−s-regular case, using the stability

of the Fokker-Planck equation given by Lemma 3.5. This allows one to show that there is some
C > 0 independent of n ≥ 0 such that, for all m1,m2 ∈ P(Td) and all λ ∈ (0, 1), it holds

Un
(
t, (1− λ)m1 + λm2

)
≥ (1− λ)Un(t0,m1) + λUn(t0,m2)−

C

2
λ(1− λ)d21(m1,m2).

Using the convergence of Un toward U , we conclude that U is semi-concave in the measure variable.
Claim 4: We start by the analog statement for Un for n ≥ 0. Let m ∈ P(Td), t ∈ [0, T ) and

h ∈ (0, T − t]. Following the same argument as in the proof of the time Lipschitz regularity in
Proposition 3.2 and using (3.7), we infer that

|Un(t+ h,m)− Un(t,m)| ≤ Ch√
T − t− h

. (3.12)

The global Hölder regularity in time is, on the other hand, standard. Once we have (3.12) it is
straightforward, simply by noticing that the latter implies that, for all m ∈ P(Td), t 7→ U(t,m) is
absolutely continuous over [0, T ) with∣∣∣∣

d

dt
Un(t,m)

∣∣∣∣ ≤
C√
T − t

, for almost all t ∈ [0, T ),

and therefore, integrating in time this leads, for all m ∈ P(Td), all t ∈ [0, T ) and all h ∈ [0, T − t]
to

|Un(t+ h,m)− Un(t, h)| ≤ C
√
h.

Passing to the limit when n→ +∞ gives the result. �

3.3. Viscosity (sub)-solution property. Here we record the fact that U is a viscosity solution
of the equation (HJB(∞)). In fact, we only need the sub-solution property, and we only need to
consider test functions φ ∈ C1((0, T ) ×H−s).

Lemma 3.6. Suppose that φ ∈ C1((0, T )×H−s) touches U from above at (t0,m0) ∈ (0, T )×P(Td)
that is

U(t0,m0)− φ(t0,m0) = sup
(t,m)∈(0,T )×P(Td)

[
U(t,m)− φ(t,m)

]
, (3.13)
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then, it holds that

−∂tφ(t0,m0)−
∫

Rd

∆x
δφ

δm
(t0,m0, x)m0(dx) +

∫

Rd

H
(
x,Dx

δφ

δm
(t0,m0, x)

)
m0(dx) ≤ F(m0).

The proof is standard, up to using Lemma 2.11 to check that tests functions φ ∈ C1((0, T ) ×
H−s) are regular enough for the usual argument based on the chain rule for flows of probability
measures to apply. We refer for instance to [CD18a] section 4.4.3 for a proof and the corresponding
supersolution property.

4. Three regularization procedures

In this section, we present and analyze three methods for regularizing a function Φ : m ∈
P(Td) 7→ Φ(m) ∈ R.

4.1. Regularization by mollification of the Fourier coefficients.

Lemma 4.1. For two constants c1 and c2, let Φ : P(Td) → R be c1-Lipschitz continuous and c2-
semi-concave with respect to the d1-Wasserstein distance. Then, there exists a sequence of functions
(Φn : P(Td) → R)n≥1 such that

(1) (Φn)n≥1 converges to Φ, uniformly on P(Td);
(2) for any n ≥ 1, Φn is c1-Lipschitz continuous and c2-semi-concave with respect to d1;
(3) for any n ≥ 1, Φn is continuously differentiable with respect to m (for d1) and its derivative

δΦn/δm (defined on P(Td)×Td) is jointly continuous (with P(Td) being equipped with d1)
and has jointly continuous derivatives of any order in the x-variable.

The proof of the above result is a direct consequence of a mollification argument explained in
Proposition 3.14 in [CD22]. For completeness, we present a sketch of the proof in Appendix B.

4.2. Regularization by mollification of the measure argument.

Lemma 4.2. For two constants c1 and c2, let Φ : P(Td) → R be c1-Lipschitz continuous and
c2-semi-concave with respect to the d1-Wasserstein distance. For a smooth symmetric density ρ on
Rd with compact support and for δ > 0, let

ρδ(x) :=
1

δd
ρ
(x
δ

)
, x ∈ Rd,

and then
Φδ(m) := Φ

(
m ∗ ρδ

)
, m ∈ P(Td).

Then, for any s > 0, there exists a constant Γ(d, ρ, s) ≥ 0 such that

(1) supm∈P(Td) |Φδ(m)− Φ(m)| ≤ c1Γ(d, ρ, s)δ.

(2) Φδ is Γ(d, ρ, s)c1δ
−(s−1)-Lipschitz continuous and Γ(d, ρ, s)c2δ

−2(s−1)-semi-concave with re-
spect to ‖ · ‖−s.

Lastly, if Φ is continuous differentiable with respect to m, so is Φδ and the derivative is given by

δΦδ

δm
(m,x) =

( δΦ
δm

(
m ∗ ρδ, ·

)
∗ ρδ

)
(x), m ∈ P(Td), x ∈ Td.

Proof. Let us first recall that there is a constant Γ(d, ρ, s) such that for f ∈ L2,

‖f ∗ ρδ‖s ≤ Γ(d, ρ, s)δ−(s−1)‖f‖1.
This fact can easily be proven via Young’s convolution inequality when s ∈ N, and can be proved
in a straightforward way via Fourier analysis when s /∈ N, so we omit the details. We now proceed
in several steps.



24 S. DAUDIN, F. DELARUE, AND J. JACKSON

Step 1. The first claim in the proof follows from the Lipschitz property of Φ under d1 together with

the fact that, for any m ∈ P(Td),

d1
(
m ∗ ρδ,m

)
≤ sup

f1−Lip

∫

Td

[
f ∗ ρδ(x)− f(x)

]
m(dx) ≤ δ.

Similarly, the second claim in the proof follows from the fact that, for any two m,m′ ∈ P(Td),

d1
(
m ∗ ρδ,m′ ∗ ρδ

)
≤ sup

f1−Lip

∫

Td

f ∗ ρδ(x)
(
m−m′)(dx)

≤ ‖m−m′‖−s sup
f1−Lip:f̂0=0

‖f ∗ ρδ‖s

≤ ‖m−m′‖−s
Γ(d, ρ, s)

δs−1
sup

f1−Lip:f̂0=0

‖f‖1

≤ ‖m−m′‖−s
Γ(d, ρ, s)

δs−1
.

which completes the proof of the first part.
Step 2. The claim related with semi-concavity is shown in a somewhat similar manner. Indeed, we
recall (once again) that the semi-concavity of Φ may be expressed as

Φ
(
λm′ + (1− λ)m

)
≥ λΦ(m′) + (1− λ)Φ(m)− c2

2
λ(1− λ)d1(m,m

′)2.

Replacing m by m ∗ ρδ and then m′ by m′ ∗ ρδ, we see that the only difficulty is to upper bound
d1(m ∗ ρδ,m′ ∗ ρδ)2 by ‖m −m′‖2−s,2, up to a multiplicative constant, but this is exactly what is
done in the first step.

Step 3. The formula for the derivative may be found in [CD18b, Chapter 5]. �

4.3. Regularization by sup-convolution in H−s. We now turn to another regularization method
that is key in our approach as it is shown to preserve the viscosity sub-solution property (see Propo-
sition 5.1 below).

Proposition 4.3. Let Φ : P(Td) → R be a function which is CL-Lipschitz and CS-semiconcave
with respect to H−s. For ǫ > 0, let Φǫ : H−s → R be defined by

Φǫ(q) := sup
m∈P(Td)

{
Φ(m)− 1

2ǫ
‖q −m‖2−s

}
. (4.1)

Then for all ǫ < 1
2CS

, we have

(1) For all m ∈ P(Td),
0 ≤ Φǫ(m)− Φ(m) ≤ 2C2

Lǫ.

(2) Φǫ ∈ C1(H−s), and we have (using the same notation as in (2.24))

[
Φǫ

]
C1,1(H−s)

≤
(1
ǫ
∨ (2CS)

)
. (4.2)

(3) For m ∈ P(Td), we have (using the same notation as in (2.23))

∇−sΦ
ǫ(m) =

1

ǫ

(
mǫ −m

)
,

where mǫ is the unique element of P(Td) such that

Φǫ(m) = Φ(mǫ)−
1

2ǫ
‖mǫ −m‖2−s .

Moreover, we have ‖m−mǫ‖−s ≤ 2CLǫ.
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(4) For all m1,m2 ∈ P(Td), we have

|Φǫ(m1)− Φǫ(m2)| ≤ 2CL‖m1 −m2‖−s.

Proof. Claim (1). The fact that Φǫ ≥ Φ on P(Td) is clear from the definition. For the other

inequality, let us fix m ∈ P(Td) and let mǫ ∈ P(Td) be a maximizer in the definition of Φǫ, i.e.

Φǫ(m) = Φ(mǫ)− 1

2ǫ
‖m−mǫ‖−s. (4.3)

Notice that a maximizer does exist since P(Td) is compact for the weak topology and the function
Φ(·)−‖ ·−m‖2−s/2 is, for a fixed m, continuous for the weak topology (which is easy to check since
the Fourier coefficients are continuous for the weak topology and s is here assumed to be greater
than d/2).

Since Φǫ(m) ≥ Φ(m), rearranging (4.3) gives

1

2ǫ
‖m−mǫ‖2−s ≤ Φ(mǫ)− Φ(m) ≤ CL‖m−mǫ‖−s.

We deduce that
‖m−mǫ‖−s ≤ 2CLǫ.

Coming back to the definition (4.3) of mǫ we get

Φǫ(m)− Φ(m) = Φ(mǫ)−Φ(m)− 1

2ǫ
‖m−mǫ‖2−s

≤ Φ(mǫ)−Φ(m) ≤ CL‖m−mǫ‖−s ≤ 2C2
Lǫ.

Claim (2). We first notice that, for every m ∈ P(Td), the map

q 7→ Φ(m)− 1

2ǫ
‖q −m‖2−s +

1

2ǫ
‖q‖2−s

is linear in q (which is precisely where the Hilbertian structure of H−s comes in) and therefore

q 7→ Φǫ(q) +
1

2ǫ
‖q‖2−s = sup

m∈P(Td)

{
Φ(m)− 1

2ǫ
‖q −m‖2−s +

1

2ǫ
‖q‖2−s

}

is convex. That is, Φǫ is 1
ǫ semi-convex over H−s for any ǫ > 0.

On the other hand, it is straightforward to check that

(m, q) 7→ Φ(m)− 1

2ǫ
‖m− q‖2−s − CS‖q‖2−s

is concave over P(Td) × H−s as soon as ǫ ≤ 1
2CS

. In this case, a small adaptation of a lemma in

[LL86] is enough to deduce that Φǫ − CS‖ · ‖2−s is concave. That is, for ǫ ≤ 1
2CS

, we have that Φǫ

is 2CS semi-concave As a consequence, and as explained in [LL86], (4.2) follows. In particular, Φǫ

is continuously differentiable.

Claim (3). The fact that ∇−sΦ
ǫ(m) = 1

ǫ

(
mǫ − m

)
is straightforward since, by definition of mǫ,

m is a maximum of H−s ∋ q 7→ Φ(mǫ) − 1
2ǫ‖q −mǫ‖2−s − Φǫ(q) (the function is non-positive and

matches 0 at m). The estimate on mǫ −m was already obtained in the proof of Claim (1).

Claim (4). Lipschitz regularity for Φǫ follows easily from Claims (2) and (3), since they show

that Φǫ is C1 on H−s and its gradient satisfies ‖∇−sΦ
ǫ‖−s = 1

ǫ‖mǫ −m‖−s ≤ 2CL on the convex

subset P(Td) of H−s.
�
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One specificity of the sup-convolution operation introduced in (4.1) is that the supremum is
just taken on a tiny subset of the Hilbert space H−s. Indeed, it is easy to check that P(Td) has
an empty interior w.r.t. to the H−s norm. Quite surprisingly, this creates substantial difficulty to
study the regularity properties of Φǫ that may be possibly inherited from those of Φ. When the
maximization supporting the sup-convolution is taken over the whole space, there is no difficulty for,
say, transferring any uniform continuity property from Φ (w.r.t. any arbitrary topology, possibly
different from the H−s-topology) to Φǫ. Basically, a mere linear change of variable in the definition
of the sup-convolution suffices. This fact is well reported in the paper [LL86]. However, things
become more subtle when the argument in the sup-convolution is taken in a strict subset of the
whole Hilbert space (here H−s), as it is the case in (4.1). Typically, issues may arise if maximizers
are located at the boundary (here the boundary of P(Td)), which becomes very likely if the set
over which the maximization is performed is tiny. This is the purpose of the next proposition to
address this problem and to give sufficient conditions on the measure m such that mǫ is ‘inside’ the
space of probability measures (for some topology) and to deduce subsequently further regularity
properties on Φε in the neighborhood of m. One additional subtlety is that we do so when Φ is in
fact replaced by Φδ, as given by the previous Lemma 4.2.

Proposition 4.4. For two constants c1 and c2, let Φ : P(Td) → R be c1-Lipschitz continuous and
c2-semi-concave with respect to the d1-Wasserstein distance.

For a given s > 0 and for any δ, ǫ > 0, let (with the same notation as in the statement of
Lemma 4.2 and, in particular, with the same choice for ρ),

Φδ,ǫ(m0) := sup
m∈P(Td)

{
Φδ(m)− 1

2ǫ
‖m−m0‖2−s

}
, m0 ∈ P(Td).

Then, for any η > 0, there exists a constant γ(d, ρ, s, η) > 0 such that, whenever δ2s−2 >
2c2Γ(d, ρ, s)ǫ (with Γ(d, ρ, s) as in the statement of Lemma 4.2) and under the condition

m0 ≥
c1ǫγ(d, ρ, s, η)

δ(2s+d/2+η−1)
Leb,

the (unique) maximizer mδ,ǫ in the definition of Φδ,ǫ satisfies

∥∥mδ,ǫ −m0

∥∥
L∞ ≤ c1γ(d, ρ, s, η)ǫ

δ(2s+d/2+η−1)
.

Moreover, ∥∥∥Dx
δΦδ,ǫ

δm
(m0, ·)

∥∥∥
L∞

≤ c1.

Remark 4.5. We note that here and in the rest of the paper we use the notation m ≥ cLeb to
mean that m(A) ≥ cLeb(A) for all Borel sets A ⊂ Td. Equivalently, the density of the absolutely
continuous part of m is lower bounded by c.

Proof. The proof of Proposition 4.4 relies on a series of steps.
Step (1). The very preliminary one is to mollify the function Φ by means of the mollification

procedure introduced in Lemma 4.1. In turn, we can define Φn,δ and next Φn,δ,ǫ by replacing Φ
by Φn in the definitions of the latter functions (with the same choice of ρ as in Lemma 4.1). By
Lemmas 4.1 and 4.2, the function Φn,δ is continuously differentiable (continuity w.r.t. m being
understood for d1) and, for any m ∈ P(Td),

∥∥∥δΦ
n,δ

δm
(m, ·)

∥∥∥
s
≤ c1Γ(d, ρ, s)

δs−1
. (4.4)
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The main idea is to show that, for any n ≥ 1 and under the lower bound for m0 prescribed in
the statement, the equation

m−m0 = ǫ
(δΦn,δ

δm
(m, ·)

)∗
(4.5)

has a solution mn and that this solution identifies with the maximizer mn,δ,ǫ in the definition of

Φn,δ,ǫ. Using (2.2), we have that for any k ∈ Zd,

(δΦn,δ

δm
(m, ·)

)∗
∧k

=
(
1 +

d∑

i=1

|ki|2s
)δΦn,δ

δm
(m, ·)
∧k

. (4.6)

When k = 0, the left-hand side is equal to 0, courtesy of our choice of a normalization for the flat
derivative. In particular, the dual element belongs to

H−s
0 (Td) :=

{
q ∈ H−s(Td) : q̂0 = 0

}
.

By (4.6) and then (4.4), we obtain, for any real r ≥ 0,

∥∥∥∥
(
δΦn,δ

δm
(m, ·)

)∗∥∥∥∥
2

r

=
∑

k∈Zd\{0}

(
1 +

d∑

i=1

|ki|2r
)(∣∣∣∣

(δΦn,δ

δm
(m, ·)

)∗
∧k∣∣∣∣

2)

=
∑

k∈Zd\{0}

((
1 +

d∑

i=1

|ki|2s
)2(

1 +

d∑

i=1

|ki|2r
)∣∣∣∣
δΦn,δ

δm
(m, ·)
∧k∣∣∣∣

2)

≤ C(d, r, s)

∥∥∥∥
δΦn,δ

δm
(m, ·)

∥∥∥∥
2

2s+r

≤ C(d, r, s)c21Γ
2(d, ρ, 2s + r)

δ2(2s+r−1)
,

(4.7)

where C(d, r, s) is a constant only depending on d, r and s.
When r = d/2 + η, Sobolev’s embedding implies

∥∥∥∥
(
δΦn,δ

δm
(m, ·)

)∗∥∥∥∥
L∞

≤ γ(d, η)

∥∥∥∥
(
δΦn,δ

δm
(m, ·)

)∗∥∥∥∥
d/2+η

≤ c1γ(d, ρ, s, η)

δ2s+d/2+η−1
, (4.8)

for two (new) constants γ(d, η) and γ(d, ρ, s, η).

Step (2). We now address the solvability of the equation (4.5). The point is to apply Schauder’s
fixed point theorem in the subset

C =

{
m ∈ P(Td) : ‖m−m0‖L∞ ≤ c1ǫγ(d, ρ, s, η)

δ2s+d/2+η−1

}
,

seen as a convex subset of 1 +H−s
0 (Td) (where 1 is seen as the constant function, equal to 1). In

the above right-hand side, neither m nor m0 is required to be in L∞(Td) (i.e., to have a bounded
density) but the difference has to be. The L∞ norm of m−m0 can be expressed as

‖m−m0‖L∞ = sup
f∈Hs(Td):‖f‖L1≤1

∫

Td

f(x)d
(
m−m0

)
(x). (4.9)

Notably, C is closed under ‖ · ‖−s. Indeed, P(Td) is stable under ‖ · ‖−s and convergence of
a sequence of probability measures under ‖ · ‖−s is equivalent to weak convergence. The latter is
a direct consequence of Prokhorov’s theorem: any sequence of probability measures converging in
‖ · ‖−s has a weakly converging subsequence and the limits should obviously coincide. Moreover,
by a lower semi-continuity argument and by (4.9), the condition on ‖m−m0‖L∞ in the definition
of C can also be shown to be stable under ‖ · ‖−s (and also under weak convergence).

The same reasoning shows that C is compact under ‖ · ‖−s.
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Next, we observe that, whenever

m0 ≥
c1ǫγ(d, ρ, s, η)

δ2s+d/2+η−1
Leb, (4.10)

the set C can be merely described as

C =

{
m ∈ 1 +H−s

0 (Td) : ‖m−m0‖L∞ ≤ c1ǫγ(d, ρ, s, η)

δ2s+d/2+η−1

}
. (4.11)

It suffices to check that any m as in the right-hand side is a probability measure. Obviously, m
is a finite signed measure with total mass one. The point is to prove that, for any non-negative
function f ∈ Hs(Td),

∫
Td f(x)dm(x) ≥ 0.

Clearly, by (4.10) and by definition of C,∫

Td

f(x)dm(x) =

∫

Td

f(x)dm0(x) +

∫

Td

f(x)d
(
m−m0

)
(x)

≥ c1ǫγ(d, ρ, s, η)

δ2s+d/2+η−1
‖f‖L1 − ‖f‖L1‖m−m0‖L∞

≥ c1ǫγ(d, ρ, s, η)

δ2s+d/2+η−1
‖f‖L1 − c1ǫγ(d, ρ, s, η)

δ2s+d/2+η−1
‖f‖L1 ≥ 0.

The next step is to consider the map

φ : m ∈ C 7→ m0 + ǫ
(δΦn,δ

δm
(m, ·)

)∗
,

under the assumption (4.10). We claim that C is stable by φ. Indeed, by (4.8), we get, for any
m ∈ P(Td) (which contains C),

∥∥φ(m)−m0

∥∥
∞ ≤ ǫ

∥∥∥∥
(
δΦn,δ

δm
(m, ·)

)∗∥∥∥∥
L∞

≤ c1ǫγ(d, ρ, s, η)

δ(2s+d/2+η−1)
,

which, by (4.11), says that φ(m) indeed belongs to C.
In order to apply Schauder’s theorem, it remains to show that φ is continuous from C into itself,

when the latter is equipped with ‖ · ‖−s. By (4.7) (with r = d/2 + η), the Fourier coefficients of
([δΦn,δ/δm](m, ·))∗ are dominated by a summable sequence and, in turn, it suffices to prove that
each Fourier coefficient

δΦn,δ

δm
(m, ·)
∧k

is continuous with respect to m for ‖ · ‖−s. We already know that it is continuous with respect
to m for d1 (since Φn,δ is continuously differentiable). We then recall that convergence in ‖ · ‖−s

implies weak convergence and, in turn, convergence in d1 (by compactness of Td).

Step (3). By the second step, we know that (4.5) has a fixed point mn. We claim that this fixed
point is in fact a strict maximizer of the function

Ψ : m ∈ P(Td) 7→ Φn,δ(m)− 1

2ǫ
‖m−m0‖2−s.

Indeed, we observe that, for any two m,m′ ∈ P(Td),

d

dλ
Ψ
(
λm′ + (1− λ)m

)
|λ=0 =

∫

Td

δΦn,δ

δm
(m,x)d

(
m′ −m

)
(x)− 1

ǫ
〈m′ −m,m−m0〉−s.

By the definition of the dual element,

d

dλ
Ψ
(
λm′ + (1− λ)m

)
|λ=0 =

〈
m′ −m,

(δΦn,δ

δm
(m, ·)

)∗〉
−s

− 1

ǫ
〈m′ −m,m−m0〉−s.
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In particular, choosing m as mn (and then replacing m′ by m), we get

d

dλ
Ψ
(
λm+ (1− λ)mn

)
|λ=0 = 0, m ∈ P(Td), (4.12)

which shows that mn is critical point of Ψ.
We then argue by concavity to prove that mn is the unique maximizer of Ψ. Indeed, using the

semi-concavity property of Φn,δ (see Lemma 4.2), we get, for any m,m′ ∈ P(Td),

Ψ
(
λm′ + (1− λ)m

)
= Φn,δ

(
λm′ + (1− λ)m

)
− 1

2ǫ

∥∥λ(m′ −m0) + (1− λ)(m−m0)
∥∥2
−s

≥ λΦn,δ(m′) + (1− λ)Φn,δ(m)− λ

2ǫ
‖m′‖2−s −

1− λ

2ǫ
‖m‖2−s

− c2Γ(d, ρ, s)

2δ2(s−1)
λ(1− λ)‖m−m′‖2−s +

1

2ǫ
λ(1− λ)‖m−m′‖2−s

≥ λΨ(m′) + (1− λ)Ψ(m) + cλ(1− λ)‖m−m′‖2−s,

with c := 1/ǫ − c2Γ(d, ρ, s)/δ
2(s−1) > 0. And then, choosing m as mn (and then replacing m′ by

m), we obtain, for any m ∈ P(Td),

Ψ(m)−Ψ(mn) ≤
1

λ

[
Ψ
(
λm+ (1− λ)mn

)
−Ψ(mn)

]
− c(1− λ)‖m−mn‖2−s.

Letting λ tend to 0 and invoking (4.12), we deduce that mn is indeed the unique maximizer of Ψ.
Below, we thus write mn,δ,ǫ for mn. The conclusion is that the maximizer of Ψ satisfies

∥∥mn,δ,ǫ −m0

∥∥
L∞ ≤ c1ǫγ(d, ρ, s, η)

δ2s+d/2+η−1
, (4.13)

under the lower bound (4.10). Also, from the fixed point identity
(δΦn,δ

δm
(mn,δ,ǫ, ·)

)∗
=
mn,δ,ǫ −m0

ǫ
,

we deduce that (mn,δ,ǫ −m0

ǫ

)∗
=
δΦn,δ

δm
(mn,δ,ǫ, ·). (4.14)

In particular, [(mn,δ,ǫ − m0)/ǫ]
∗ is a smooth function and (4.14) says that, as such, it is c1-

Lipschitz continuous (on Td) (the x-Lipschitz property of δΦn,δ

δm (mn,δ,ǫ, ·) follows from the µ-Lipschitz

property of Φn,δ, see for instance [CD18b, Propositions 5.33 and 5.36]). Importantly, [(mn,δ,ǫ −
m0)/ǫ]

∗ has a zero mean (which can be shown by computing the zero Fourier mode) and is thus
bounded by a constant that only depends on c1 and d.

Step (4). We now let n tend to ∞. We recall from Lemmas 4.1 and 4.2 that (Φn,δ)n≥1 converges

uniformly to Φδ.
Obviously, the sequence (mn,δ,ǫ)n≥1 is compact (for the weak convergence and also for d1 and

‖ · ‖−s) and passing to the limit in the inequality

Φn,δ(mn,δ,ǫ)−
1

2ǫ

∥∥mn,δ,ǫ −m0

∥∥2
−s

≥ Φn,δ(m)− 1

2ǫ

∥∥m−m0

∥∥2
−s
, m ∈ P(Td),

we deduce that any weak limit point is a minimizer of the right-hand side. Recalling that δ2s−2 >
2c2Γ(d, ρ, s)ǫ, using the semi-concavity of Φδ respect to ‖.‖−s given by Lemma (4.2) as well as
Claim (3) in Proposition (4.3) we deduce that the only possible limit is mδ,ǫ the unique maximum

in the definition of Φδ,ǫ(m0). In particular the whole sequence (mn,δ,ǫ)n≥0 converges to mδ,ǫ.
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Passing to the limit in (4.13) (which is possible by the same argument as the one used in the
first step of the proof), we get that

∥∥mδ,ǫ −m0

∥∥
L∞ ≤ c1ǫγ(d, ρ, s, η)

δ2s+d/2+η−1
, (4.15)

under the lower bound (4.10).
Lastly, we have that, for any q ∈ H−s(Td),

〈(mn,δ,ǫ −m0

ǫ

)∗
, q
〉

−→
n→∞

〈(mδ,ǫ −m0

ǫ

)∗
, q
〉
, (4.16)

as n tends to∞. As the functions ([(mn,δ,ǫ−m0)/ǫ]
∗)n≥1 in the left-hand side are uniformly bounded

and c1-Lipschitz-continuous, they do converge in sup norm, which shows that [(mδ,ǫ −m0)/ǫ]
∗ is

c1-Lipschitz continuous. It remains to recall from the analysis of the sup-convolution (see item (3)
in Proposition 4.3) that (δΦδ,ǫ

δm
(m0, ·)

)∗
=
mδ,ǫ −m0

ǫ
,

which shows that (mδ,ǫ −m0

ǫ

)∗
=
δΦδ,ǫ

δm
(m0, ·).

And then the right-hand side is c1-Lipschitz continuous, which proves the last expected result. �

5. Proofs of the “hard inequalities”

In this section we prove the “hard inequalities”, i.e. the second inequality in Theorem 2.6 and
the second inequality in Theorem 2.7. Recall that our main difficulty is that U is not smooth, so
simply plugging the projection UN (t,x) = U(t,mN

x ) into the PDE (HJB(N)) gives us no informa-
tion. Our strategy is therefore to attempt to regularize U while keeping track of the subsolution
property. That is, we want to approximate U by functions which are smooth enough and which
are almost subsolutions of (HJB(∞)). In the H−s-regular case, this is accomplished in just one
step, since sup-convolution in H−s (as presented in Subsection 4.3) creates enough regularity for
our purposes. In the d1-regular case, the analysis is much more involved, since in this step we
must start by “upgrading” d1-regularity to H−s-regularity by means of the regularization by mol-
lification presented in Subsection 4.2, and only then apply a sup-convolution in H−s. In each step
the regularity of the approximation must be tracked, and the amount by which it fails to be a
subsolution must be estimated.

5.1. Analysis of U ǫ. This subsection is concerned with the H−s-regular case, and so throughout
this subsection Assumption 2.4 holds, and in particular an integer s > d/2 + 2 is fixed. For ǫ > 0,
we follow (4.1) in Proposition 4.3 and define the sup-convolution U ǫ : [0, T ]×H−s → R by

U ǫ(t, q) := sup
m∈P(Td)

{
U(t,m)− 1

2ǫ
‖q −m‖2−s

}
. (5.1)

The goal of this subsection is to understand three questions:

• How close is U ǫ to U?
• What are the regularity properties of U ǫ?
• By how much does U ǫ fail to be a sub-solution of the PDE (HJB(∞))?

Some properties of U ǫ can be already be inferred directly from Propositions 3.2 and 4.3, and
the other relevant properties are summarized in the following proposition.

Proposition 5.1. Let Assumption 2.4 hold and let U ǫ be the sup-convolution defined in (5.1).
Then, there is a constant C > 0 such that the following holds for all ǫ small enough:
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(1) For all t1, t2 ∈ [0, T ] and m1,m2 ∈ P(Td), we have

|U ǫ(t1,m1)− U ǫ(t2,m2)| ≤ C
(
|t1 − t2|+ ‖m1 −m2‖−s

)
.

(2) The map [0, T ] ×H−s ∋ (t, q) 7→ ∇−sU
ǫ(t, q) ∈ H−s is jointly continuous.

(3) U ǫ satisfies

−∂tU ǫ(t,m)−
∫

Td

∆x
δU ǫ

δm
(t,m, x)m(dx) +

∫

Td

H
(
x,Dx

δU ǫ

δm
(t,m, x)

)
m(dx) ≤ F(m) + Cǫ, (5.2)

in the viscosity sense with test functions φ ∈ C1((0, T )×H−s).

Remark 5.2. When we say that U ǫ satisfies (5.2) in the viscosity sense with test functions in
C1((0, T ) × H−s), we mean that for any φ ∈ C1((0, T ) ×H−s) and any (t0,m0) ∈ (0, T ) × P(Td)
such that

U ǫ(t0,m0)− φ(t0,m0) = sup
(t,q)∈(0,T )×H−s

{
U ǫ(t, q)− φ(t, q)

}
,

we have

−∂tφ(t0,m0)−
∫

Td

∆x
δφ

δm
(t0,m0, x)m0(dy) +

∫

Td

H
(
x,Dx

δφ

δm
(t0,m0, x)

)
m0(dx) ≤ F(m0) + Cǫ.

(5.3)

Remark 5.3. Combining the bound on
[
U ǫ(t, ·)

]
C1,1(H−s)

obtained from Proposition 4.3 with

Proposition 2.12, we deduce that m 7→ DmU
ǫ(t, ·, x) is Lipschitz continuous over P(Td), uniformly

in x ∈ Td (but the Lipschitz constant depends on ǫ).

The rest of this subsection is devoted to proving Proposition 5.1. We start with a preliminary
observation, which is that the inner product 〈·, ·〉s (see Subsection 2.1) can be re-written as

〈f, g〉s = 〈f, g〉L2 + (2π)−2s
d∑

i=1

〈Ds
xif,D

s
xig〉L2 , (5.4)

with 〈f, g〉L2 =
∫
Td fg dx the usual L2 inner product. Indeed, recalling that s is an integer, (5.4)

can be seen directly from the fact that for k ∈ Zd, D̂s
xif

k
= (2πiki)

sf̂k. We now give two key
lemmas.

Lemma 5.4. Let Assumption 2.4 hold, and let f ∈ Hs+1. Then there is a constant C = C(‖f‖s)
depending on f only through the norm ‖f‖s such that

|〈H(·,Df), f〉s| ≤ C.

Proof. By (5.4), we have

|〈H(·,Df), f〉s| ≤ |〈H(·,Df), f〉L2 |+ (2π)−2s
d∑

i=1

|〈Ds
xi

[
H(·,Df)

]
,Ds

xif〉L2 |.

Since s > d/2 + 2, ‖Df‖L∞ ≤ C‖f‖s, and so clearly

|〈H(·,Df), f〉L2 | ≤ ‖H(·,Df)‖1/2L∞‖f‖1/2
L2 ≤ C(‖f‖s),

where C(‖f‖s) is a non-decreasing function of ‖f‖s. To complete the proof, it suffices to fix
i ∈ {1, ..., d} and show that

∣∣∣
∫

Td

Ds
xi [H(·,Df)]Ds

xifdx
∣∣∣ ≤ C, C = C(‖f‖s).
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In order to do so, we can use (a generalization of) the Faà Di Bruno formula to write Ds
xi [H(·,Df)]

as a sum of terms of the form

Ds−k
xi Dpi1 ...piqH(·,Df)Dj1

xiDxi1 f...D
jq
xiDxiq f, (5.5)

with k, q ∈ {0, ..., s}, il ∈ {1, ..., d}, jl ∈ N satisfying
∑q

l=1 jl = k. So, to prove the Lemma, it in
fact suffices to prove the following claim:

Claim: For any k, q, (il)l=1,...,q and (jl)l=1,...,q as above, we have
∣∣∣
∫

Td

(
Ds−k

xi Dpi1 ...piqH(·,Df)Dj1
xiDxi1f...D

jq
xiDxiq f

)
Ds

xifdx
∣∣∣ ≤ C, C = C(‖f‖s). (5.6)

We now prove the claim by considering several cases.

Case 1 (q = 0): In the case q = 0 (and thus k = 0), the left-hand side of (5.6) becomes
∣∣∣
∫

Td

Ds
xiH(·,Df)Ds

xifdx
∣∣∣,

and the estimate is easily proved using Cauchy-Schwarz and then Sobolev embedding (here we use
s > d/2 + 1), and the fact that H ∈ Cs. Indeed, by Sobolev embedding, the argument Df inside
Ds

xiH is bounded by a constant C(‖f‖s) (depending on ‖f‖s), and by continuity, Ds
xiH is bounded

on the compact subset {(x, p) ∈ Td × Rd : |p| ≤ C(‖f‖s)}.

Case 2 (q = 1 and k = s): If q = 1 and k = s, then the left-hand side of (5.6) becomes∣∣∣∣
∫

Td

Dpi1H(·,Df)Ds
xiDxi1fD

s
xifdx

∣∣∣∣,

so we can use integration by parts to estimate∣∣∣∣
∫

Td

Dpi1H(·,Df)Ds
xiDxi1fD

s
xifdx

∣∣∣∣=
1

2

∣∣∣∣
∫

Td

Dpi1H(·,Df)Dxi1 |Ds
xi
f |2dx

∣∣∣∣

=

∣∣∣∣
1

2

∫

Td

Dxi1

[
Dpi1H(·,Df)

]
|Ds

xif |2dx
∣∣∣∣ ≤

1

2

∥∥Dxi1

[
Dpi1H(·,Df)

]∥∥
L∞ ‖f‖2s.

To conclude (5.6) (and thus complete the proof), we need only to proceed as in Case 1 and notice
that because of the smoothness ofH and the fact that s > d/2+2, we have ‖Dxi1

[
Dpi1H(·,Df)

]
‖L∞ ≤

C(‖f‖s).

Case 3 (q = 1 and k < s): In this case, the left-hand side of (5.6) becomes∣∣∣∣
∫

Td

Ds−k
xi Dpi1H(·,Df)Dk

xiDxi1fD
s
xifdx

∣∣∣∣.

Using Sobolev embedding and the smoothness of H as in the Case 2, we see that the following
estimate suffices: ∫

Td

|Dk
xiDxi1f ||Dsf |dx ≤ ‖Dk

xiDxi1f‖L2‖Dsf‖L2 ≤ C‖f‖2s,

where we use Cauchy-Schwarz and the fact that k < s.

Case 4 (q > 1) In this case, we start again by noticing that by Sobolev embedding,

‖Ds−k
xi Dpi1 ...piqH(·,Df)‖L∞ ≤ C(‖f‖s). (5.7)
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Moreover, if for some l ∈ {1, ..., q}, we have

1

2
+
jl + 1

d
<
s

d
, (5.8)

then by Sobolev embedding again, we have ‖Djl
xiDxilf‖L∞ ≤ C‖f‖s. Without loss of generality,

we can arrange the terms in (5.6) so that for some r ∈ {0, 1, ..., q} we have that jl satisfies (5.8)
for l > r, and jl fails to satisfy (5.8) for l ≤ r. So, ignoring the terms in (5.6) which are bounded
in L∞ by constants depending on ‖f‖s, we find that in order to complete the proof in Case 4, it
suffices to show that ∫

Td

∣∣Dj1
xiDxi1f...D

jr
xiDxir fD

s
xif

∣∣dx ≤ C, C = C(‖f‖s), (5.9)

where q,r, (jl)l=1,...,q, (il)l=1,...,q are as above and, importantly,

1

2
− s

d
≥ −jl + 1

d
, l = 1, ..., r. (5.10)

If r = 0, (5.9) obviously holds, while if r = 1, the same argument as in Case 3 applies (since q > 1
implies that jr < s). Thus it suffices to prove (5.9) when r > 1. To this end, suppose that we can
find a collection of positive reals (pl)l=1,...,r such that

(1)
∑r

l=1
1
pl

= 1
2

(2) 1
2 − s

d <
1
pl
− jl+1

d , for all l = 1, ..., r.

Then we have∫

Td

|Dj1
xiDxi1f |...|Djr

xiDxir f ||Ds
xif |dx ≤ ‖Dj1

xiDxi1f‖Lp1 ...‖Djr
xiDxir f‖Lpr ‖Ds

xif‖L2

≤ ‖f‖j1+1,p1 ...‖f‖jr+1,pr‖f‖s ≤ C ‖f‖q+1
s ,

where ‖·‖j,p denotes the usual Sobolev norm on the spaceW j,p of functions with j weak derivatives
each lying in Lp, and where the first inequality comes from the generalized Hölder’s inequality and
the last one comes from the fact that if 1

2− s
d <

1
pj
− jl+1

d , thenHs →֒W jl+1,pl by Sobolev embedding.

So, clearly to prove Claim 2, it suffices to prove that when r > 1, we can find (pl)l=1,...,r satisfying
the two properties listed above. To prove this, it in turn suffices to establish that when r > 1, we
have

r∑

l=1

(1
2
− s

d
+
jl + 1

d

)
<

1

2
, (5.11)

since then the (pl)l=1,...,r defined by the equation

1

pl
=

1

2
− s

d
+
jl + 1

d
+

1

r

(
1

2
−

r∑

m=1

(1
2
− s

d
+
jm + 1

d

))
, l = 1, ..., r, (5.12)

will do the job. Indeed, the condition (5.10) guarantees that the numbers pl defined in (5.12) are
positive reals, and the condition (1) and (2) listed above are satisfied by construction. To prove
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(5.11), we use the fact that 1 < r ≤ q,
∑r

l=1 jl ≤ k ≤ s, and s > d
2 + 2 to estimate

r∑

l=1

(1
2
− s

d
+
jl + 1

d

)
= r

(1
2
+

1

d
− s

d

)
+

1

d

r∑

l=1

jl

≤ q
(1
2
+

1

d
− s

d

)
+
s

d
= (q − 1)

(1
2
+

1

d
− s

d

)
+

1

2
+

1

d

< (q − 1)
(1
2
+

1

d
− 2

d
− 1

2

)
+

1

2
+

1

d

≤ (q − 1)(−1

d
) +

1

2
+

1

d
≤ 1

2
.

This completes the proof of the estimate (5.9) and hence of Case 4. �

We next state a lemma which follows easily from the non-positivity of the Laplacian on L2,
together with the representation (5.4).

Lemma 5.5. The Laplacian is non-positive on Hs. More precisely, if f ∈ Hs+2, then

〈∆f, f〉s ≤ 0.

We now use Lemmas 5.4 and 5.5 to prove Lemma 5.1.

Proof of Proposition 5.1. For Claim (1), the regularity of U ǫ in m follows directly from Proposition
4.3, and regularity time is inherited directly from the regularity of U in t, since for any t1, t2 ∈ [0, T ]
and q ∈ H−s,

U ǫ(t2, q)− U ǫ(t1, q) ≤ sup
m∈P(Td)

{
U(t1,m)− U(t2,m)

}
≤ C|t1 − t2|,

where we used the uniform in m ∈ P(Td) Lipschitz regularity of U(·,m).
For Claim (2), we first note by Proposition by Claim (3) in Proposition 4.3, for all ǫ small

enough and all (t, q) ∈ [0, T ]×H−s it holds

∇−sU
ǫ(t, q) =

1

ǫ

(
mǫ(t, q)− q

)
.

Claim (2) of the lemma will be proved if we can prove the continuity of the map [0, T ] × H−s ∋
(t, q) 7→ mǫ(t, q) ∈ H−s. But for each fixed t, q 7→ ∇−sU

ǫ(t, q) is Lipschitz by Claim 2 in Proposition
4.3, so in fact it suffices to show that for each fixed q, t 7→ mǫ(t, q) is continuous. This can be
established using the same compactness argument as in the fourth step in the proof of Proposition
4.4, so we omit the details.

We now turn to Claim (3), i.e., the subsolution estimate. Let us fix a smooth function φ =
φ(t, q) : (0, T ) ×H−s → R such that U ǫ − φ attains a maximum at (t0,m0) ∈ (0, T ) × P(Td). Let
mǫ ∈ P(Td) be the unique point such that

U ǫ(t0,m0) = U(t0,mǫ)−
1

2ǫ
‖m0 −mǫ‖2−s ,

and define ψ(t,m) = φ(t,m0 − mǫ + m). By a standard argument from the theory of viscosity
solutions which applies equally well in this infinite-dimensional setting (see e.g. the “alternative
Proof of Theorem 5.8” in the notes [Cal18]), we have the following two facts :

(1) U − ψ|(0,T )×P(Td) attains a maximum at (t0,mǫ).

(2) We have

∇−sψ(t0,mǫ) = ∇−sφ(t0,m0) =
1

ǫ
(mǫ −m0), (5.13)
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and in particular

δψ

δm
(t0,mǫ) =

δφ

δm
(t0,m0) =

1

ǫ

(
mǫ −m0

)∗
.

Since U − ψ has a maximum at (t0,mǫ) and U is a subsolution of (HJB(∞)) (by Lemma 3.6), we
deduce from point (1) the inequality,

− ∂tφ(t0,m0)−
∫

Td

∆x
δφ

δm
(t0,m0, x)mǫ(dx) +

∫

Td

H
(
x,Dx

δφ

δm
(t0,m0, x)

)
mǫ(dx)

= −∂tψ(t0,mǫ)−
∫

Td

∆x
δψ

δm
(t0,mǫ, x)mǫ(dx) +

∫

Td

H
(
y,Dx

δψ

δm
(t0,mǫ, x)

)
mǫ(dx) ≤ F(mǫ).

Consequently, we have

− ∂tφ(t0,m0)−
∫

Td

∆x
δφ

δm
(t0,m0, x)m0(dx) +

∫

Td

H
(
y,Dx

δφ

δm
(t0,m0, x)

)
m0(dx)

≤ F(m0) + E1 + E2 + E3, (5.14)

where

E1 :=

∫

Td

∆x
δφ

δm
(t0,m0, x)(mǫ −m0)(dx),

E2 :=

∫

Td

H
(
x,Dx

δφ

δm
(t0,m0, x)

)
(m0 −mǫ)(dx),

E3 := F(mǫ)−F(m0).

Using point (2) above, we see that

E1 = ǫ
〈
∆x

δφ

δm
(t0,m0, ·),

( δφ
δm

(t0,m0, ·)
)∗〉

s,−s

= ǫ
〈
∆x

δφ

δm
(t0,m0, ·),

δφ

δm
(t0,m0, ·)

〉
s
≤ 0, (5.15)

by Lemma 5.5 (which applies here since mǫ − m ∈ H−s+2, hence δφ
δm (t0,m0) = ǫ(mǫ − m)∗ ∈

(H−s+2)∗ = Hs+2, as can be easily checked using the formula (2.2)). For E2, we use the same trick
to write

E2 = ǫ
〈
H
(
·,Dx

δφ

δm
(t0,m0, ·)

)
,
( δφ
δm

(t0,m0, ·)
)∗〉

s,−s

= ǫ
〈
H
(
·,Dx

δφ

δm
(t0,m0, ·)

)
,
δφ

δm
(t0,m0, ·)

〉
s
≤ Cǫ, (5.16)

where the last inequality follows from Lemma 5.4 together with the fact that Claim (3) in Propo-
sition 4.3 shows that there is a constant C independent of ǫ and φ such that∥∥∥∥

δφ

δm
(t0,m0, ·)

∥∥∥∥
s

=
1

ǫ
‖mǫ −m0‖−s ≤ C.

Finally for the third error term we simply use Lipschitz continuity of F (see Remark 2.5) to estimate

E3 ≤ C ‖mǫ −m0‖−s ≤ Cǫ. (5.17)

Combining (5.14), (5.15), (5.16), (5.17) gives

−∂tφ(t0,m0)−
∫

Td

∆x
δφ

δm
(t0,m0, x)m0(dx) +

∫

Td

H
(
y,Dx

δφ

δm
(t0,m0, x)

)
m0(dx) ≤ F(m0) + Cǫ,

which completes the proof. �
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We close this subsection with a useful lemma, which, among other things, is used to show that
the viscosity subsolution property in Claim (3) of Proposition 5.1 can be understood in a pointwise
sense.

Lemma 5.6. Let Φ = Φ(t,m) : [0, T ]×H−s → R such that sup0≤t≤T

[
Φ(t, ·)

]
C1,1(H−s)

≤ C for some

constant C, and ∇−sΦ is jointly continuous. Then, for any (t0,m0) ∈ [0, T ]×P(Td) such that the
derivative ∂tΦ(t0,m0) exists, the function Φ is (fully) differentiable at (t0,m0). As a consequence,
if Φ satisfies

−∂tΦ(t,m)−
∫

Td

∆x
δΦ

δm
(t,m, x)m(dx) +

∫

Td

H
(
y,Dx

δΦ

δm
(t,m, x)

)
m(dx) ≤ F(m) + C, (5.18)

in the viscosity sense on [0, T ] ×P(Td), with test functions in C1((0, T ) ×H−s) (see Remark 5.2),
then (5.18) is satisfied at any such point (t0,m0).

Proof. We first prove that Φ is differentiable at (t0,m0). Using the bound on
[
Φ(t, ·)

]
C1,1(H−s)

, the

existence of ∂tΦ(t0,m0), and the joint continuity of ∇−sΦ (see Proposition 5.1), we can write

Φ(t, q)− Φ(t0,m0) = Φ(t, q)− Φ(t,m0) + Φ(t,m0)− Φ(t0,m0)

=
〈
∇−sΦ(t,m0), q −m0

〉
−s

+ ∂tΦ(t0,m0)(t− t0) + |t− t0|e1(t) + ‖m−m0‖ e2(t, q)
=

〈
∇−sΦ(t0,m0), q −m0

〉
−s

+ ∂tΦ(t0,m0)(t− t0)

+
〈
∇−sΦ(t,m0)−∇−sΦ(t0,m0), q −m0

〉
−s

+ |t− t0|e1(t) + ‖q −m0‖ e2(t,m)

=
〈
∇−sΦ(t0,m0),m−m0

〉
−s

+ ∂tΦ(t0,m0)(t− t0)

+ |t− t0|e1(t) + ‖m−m0‖ e2(t, q) + e3(t) ‖q −m0‖ ,
where e1, e3 : [0, T ] → R and e2 : [0, T ] ×H−s → R are functions such that

e1(tn) → 0, e2(tn, qn) → 0, e3(tn) → 0

as (tn, qn) → (t0,m0). We conclude that that Φ(t0,m0) is differentiable at (t0,m0).
By classical arguments, see e.g. [Bar94] p.18 2, this implies that we can find Ψ ∈ C1((0, T ) ×

H−s) which touches Φ from above at (t0,m0). In particular, ∂tΨ(t0,m0) = ∂tΦ(t0,m0) and
D−sΨ(t0,m0) = D−sΦ(t0,m0). By Proposition 5.1, this implies that Inequality (5.2) is satisfied at
(t0,m0). �

5.2. Analysis of U δ, U δ,ǫ, and U δ,ǫ,λ. This section is concerned with the d1-regular case. We fix
throughout this section a real number s with

s > d/2 + 1.

For each δ, ǫ > 0, and λ ∈ (0, 1), we define functions U δ : [0, T ] × P(Td) → R, U δ,ǫ, U δ,ǫ,λ :
[0, T ]× P(Td) → R, by

U δ(t,m) = U(t,m ∗ ρδ), (5.19)

with ρδ being defined as in Lemma 4.2,

U δ,ǫ(t, q) = sup
m∈P(Td)

{
U δ(t,m)− 1

2ǫ
‖m− q‖2−s

}
, (5.20)

and finally

U δ,ǫ,λ(t, q) = U δ,ǫ(t, (1 − λ)q + λLeb). (5.21)

Ultimately, we would like to answer the following questions:

2In fact this reference only treats the finite dimensional case but the proof extends readily to any Hilbert space
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• How close is U δ,ǫ,λ to U?
• What are the regularity properties of U δ,ǫ,λ?
• By how much does U δ,ǫ,λ fail to be a sub-solution of the PDE (HJB(∞))?

Of course, a preliminary step will be to answer the same questions for U δ and then U δ,ǫ.

Lemma 5.7. There is a constant C > 0 independent of δ > 0 such that, for any φ ∈ C1((0, T ) ×
H−s) and any (t0,m0) ∈ (0, T ) ×P(Td) such that m0 ≥ cLeb for some c > 0 and

U δ(t0,m0)− φ(t0,m0) = sup
(t,q)∈(0,T )×P(Td)

{
U δ(t,m)− φ(t,m)

}
,

we have

−∂tφ(t0,m0)−
∫

Td

∆x
δφ

δm
(t0,m0, x)m0(dx) +

∫

Td

H
(
x,Dx

δφ

δm
(t0,m0, x)

)
m0(dx) ≤ F(m0) + Cδ.

(5.22)

Proof. First we take φ, t0 and m0 as in the statement of the lemma as well as some h > 0 such
that t0 + h ≤ T . We let

α(t, x) = −DpH
(
x,Dx

δφ

δm
(t0,m0, x)

)
, (t, x) ∈ [t0, t0 + h]× Td, (5.23)

and m be the associated trajectory starting from (t0,m0), ie solution to
{
∂tm(t, x) + divx(α(t, x)m(t, x)) −∆xm(t, x) = 0 in (t0, t0 + h)× Td

mt0 = m0.
(5.24)

In particular, since α ∈ C1([t0, t0 + h]×Td), mt has a density for all t ∈ (t0, t0 + h]. Now if we take
such a pair (α,m), then (mδ

t := ρδ ∗mt)t∈[t0,t0+h] solves{
∂tm

δ(t, x) + divx(α
δ(t, x)mδ(t, x))−∆xm

δ(t, x) = 0 in (t0, t0 + h)× Td,
mδ

t0 = mδ
0,

(5.25)

with

αδ(t, x) :=
ρδ ∗ (α(t, ·)m(t, ·))(x)

ρδ ∗m(t, ·)(x) 1{ρδ∗mt(x)>0},

noticing that ρδ ∗ (α(t, ·)m(t, ·))(x) = 0 if ρδ ∗m(t, ·)(x) = 0 and α(t, ·) ∈ L1(Td;mt). By dynamic
programming it holds

U δ(t0,m0) = U(t0, ρδ ∗m0)

≤
∫ t0+h

t0

∫

Td

L(x, αδ(t, x))mδ
t (dx)dt+

∫ t0+h

t0

F(mδ
t )dt+ U(t0 + h,mδ

t0+h),

and, using the definition of U δ and the fact that φ touches U δ from above at m0 we have

φ(t0,m0) ≤
∫ t0+h

t0

∫

Td

L(x, αδ(t, x))mδ
t (dx)dt+

∫ t0+h

t0

F(mδ
t )dt+ U δ(t0 + h,mt0+h)

+ φ(t0,m0)− U δ(t0,m0)

≤
∫ t0+h

t0

∫

Td

L(x, αδ(t, x))mδ
t (dx)dt+

∫ t0+h

t0

F(mδ
t )dt+ φ(t0 + h,mt0+h).

Using the joint convexity of L : (a, b) ∈ Rd × R+ 7→ L
(
x, ab

)
b ∈ R (set to be +∞ if b=0), we can

apply Jensen’s inequality and deduce that, for all (t, x) ∈ (t0, t0 + h]× Td,

L
(
x, αδ(t, x)

)
mδ

t (x) = L

((
α(t, ·)mt(·),mt(·)

)
∗ ρδ(x)

)

≤ L
(
α(t, ·)mt(·),mt(·)

)
∗ ρδ(x) = ρδ ∗ [L(x, α(t, ·))mt(·)] (x).

(5.26)
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As a consequence, we have
∫ t0+h

t0

∫

Td

L(x, αδ(t, x))mδ
t (x)dxdt ≤

∫ t0+h

t0

∫

T d

ρδ ∗ [L(x, α(t, ·)mt(.)](x)dxdt

=

∫ t0+h

t0

∫

Td

∫

Td

ρδ(x− y)L
(
y, α(t, y)

)
mt(dy)dxdt

+

∫ t0+h

t0

∫

Td

∫

Td

ρδ(x− y)
[
L
(
x, α(t, y)

)
− L

(
y, α(t, y)

)]
mt(dy)dxdt

≤
∫ t0+h

t0

∫

Td

L
(
x, α(t, x)

)
mt(dx)dt+ C(‖α‖L∞)

∫ t0+h

t0

∫

Td

ρδ(x− y)|x− y|mt(dy)dxdt

≤
∫ t0+h

t0

∫

Td

L
(
x, α(t, x)

)
mt(dx)dt+ C(‖α‖L∞)δh,

where C(‖α‖L∞) denotes the Lipschitz constant of L in the variable x over the set Td×B‖α‖L∞ . On

the other hand, F being Lipschitz continuous with respect to d1, inequality
∣∣F(ρδ∗m)−F(m)

∣∣ ≤ Cδ

holds for all m ∈ P(Td) and some C > 0 depending only on the Lipschitz constant of F . Therefore
we have,

φ(t0,m0)− φ(t0 + h,mt0+h) ≤
∫ t0+h

t0

∫

Td

L
(
x, α(t, x)

)
mt(dx)dt+

∫ t0+h

t0

F(mt)dt

+ C(‖α‖L∞)δh+ Cδh. (5.27)

Since α is given by (5.23) it holds

L
(
x, α(t, x)

)
= −α(t, x).Dx

δφ

δm
(t0,m0, x)−H

(
x,Dx

δφ

δm
(t0,m0, x)

)
, ∀(t, x) ∈ [t0, t0 + h]× Td,

and therefore, using the equation satisfied by m we easily deduce, after dividing (5.27) by h and
letting h tends to 0 that

− ∂tφ(t0,m0)−
∫

Td

∆x
δφ

δm
(t0,m0, x)m0(dx) +

∫

Td

H
(
x,Dx

δφ

δm
(t0,m0, x)

)
m0(dx)

≤ F(m0) + C(‖α‖L∞)δ + Cδ. (5.28)

To conclude, it remains to prove that C(‖α‖L∞) is bounded independently from δ > 0. We are
going to show that

∥∥Dx
δφ

δm
(t0,m0, .)

∥∥
L∞ ≤ LU , (5.29)

where LU is a Lipschitz constant for U in the argument m with respect to d1. By Lemma 4.2, LU

also provides a bound for the Lipschitz constant of U δ (in m w.r.t. d1). To see that indeed we have
(5.29) we note that because φ touches U δ from above at (t0,m0), we must have

φ(t0,m0)− φ
(
t0,m0 + ǫD~egLeb

)
≤ U δ(t0,m0)− U δ

(
t0,m0 + ǫD~egLeb

)

≤ LU |ǫ| sup
‖Df‖L∞≤1

∫

Td

D~egfdx = LU |ǫ| sup
‖Df‖L∞≤1

(
−
∫

Td

gDfdx

)
= LU |ǫ| ‖g‖L1 , (5.30)

for each smooth g : Td → R — where D~eg := Dxg · ~e denotes the derivative of g in the direction of
some unit vector ~e ∈ Rd— and each ǫ ∈ (−1, 1) with |ǫ| small enough so thatm0+ǫD~egLeb ∈ P(Td)
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(which is indeed possible since m0 ≥ cLeb). Being φ in C1([0, T ]×H−s), it holds

φ(t0,m0 + ǫD~egLeb)− φ(t0,m0) = ǫ

∫

Td

δφ

δm
(t0,m0, x)D~eg(x)dx+ o(ǫ)

= −ǫ
∫

Td

(
Dx

δφ

δm
(t0,m0, x) · ~e

)
g(x)dx + o(ǫ),

(5.31)

and therefore, by arbitrariness of ǫ small enough, we deduce from (5.30) that∣∣∣∣
∫

Td

(
Dx

δφ

δm
(t0,m0, x) · ~e

)
g(x)dx

∣∣∣∣ ≤ LU ‖g‖L1 ,

for all smooth g, which easily gives (5.29). �

We now turn to the relevant properties of U δ,ǫ, as defined in (5.19).

Lemma 5.8. For any η > 0 there are constants c, C > 0 (which can depend on η), such that for each
δ > 0, each 0 < ǫ < cδ2(s−1) and each (t0,m0) ∈ (0, T )×P(Td) such that m0 ≥ Cǫδ−(2s+d/2+η−1)Leb
and U δ,ǫ is differentiable at (t0,m0), we have

− ∂tU
δ,ǫ(t0,m0)−

∫

Td

∆x
δU δ,ǫ

δm
(t0,m0, x)m0(dx) +

∫

Td

H
(
x,Dx

δU δ,ǫ

δm
(t0,m0, x)

)
m0(dx)

≤ F(m0) + C
(
δ + ǫδ(2s+d/2+η−1)

)
. (5.32)

Moreover, ‖Dx
δU δ,ǫ

δm
(t0,m0, ·)‖L∞ ≤ C.

Proof. Being U δ,ǫ differentiable at (t0,m0), there exists φ ∈ C1((0, T ) × H−s) which touches U δ,ǫ

from above at (t0,m0) and which satisfies

∂tφ(t0,m0) = ∂tU
δ,ǫ(t0,m0), ∇−sφ(t0,m0) = ∇−sU

δ,ǫ(t0,m0).

Now we let mδ,ǫ ∈ P(Td) be the unique point such that

U δ,ǫ(t0,m0) = U δ(t0,mδ,ǫ)−
1

2ǫ
‖m0 −mδ,ǫ‖2−s,

and we follow the reasoning in Proposition 5.1 to conclude that because φ touches U δ,ǫ from above
at (t0,m0), the function ψ defined by

ψ(t,m) = φ(t,m0 −mδ,ǫ +m)

touches U δ from above at (t0,mδ,ǫ). In particular assuming that the constant C appearing in the
statement of the lemma satisfies C > c1 where c1 is a Lipschitz constant for U with respect to d1
we can infer from Proposition 4.4 that mǫ,δ ≥ cLeb for some c > 0. As a consequence we can apply
Lemma 5.7 and deduce that

− ∂tU
δ,ǫ(t0,m0)−

∫

Td

∆x
δU δ,ǫ

δm

(
t0,m0, x

)
mδ,ǫ(dx) +

∫

Td

H
(
x,Dx

δU δ,ǫ

δm
(t0,m0, x)

)
mδ,ǫ(dx)

= −∂tψ(t0,mδ,ǫ)−
∫

Td

∆x
δψ

δm

(
t0,mδ,ǫ, x

)
mδ,ǫ(dx) +

∫

Td

H
(
x,Dx

δψ

δm
(t0,mδ,ǫ, x)

)
mδ,ǫ(dx)

≤ F(mǫ) + Cδ.

Thus

− ∂tU
δ,ǫ(t0,m0)−

∫

Td

∆x
δU δ,ǫ

δm

(
t0,m0, x

)
m0(dx) +

∫

Td

H
(
x,Dx

δU δ,ǫ

δm
(t0,m0, x)

)
m0(dx)

≤ F(m0) + C ′δ +E1 + E2 + E3, (5.33)
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where C ′ > 0 depends only on the Lipschitz constants of U and F with respect to d1 and

E1 :=

∫

Td

∆x
δU δ,ǫ

δm

(
t0,m0, x

)
d(mδ,ǫ −m0)(x),

E2 :=

∫

Td

H
(
x,Dx

δU δ,ǫ

δm
(t0,m0, x)

)
d(m0 −mδ,ǫ)(x),

E3 := F(mδ,ǫ)−F(m0).

Lemma 5.5 (together with Claim (3) in Proposition 4.3) shows that E1 ≤ 0 exactly as in the proof of

Proposition 5.1. To boundE2, we use Proposition 4.4 to see that becausem0 ≥ Cǫδ−(2s+d/2+η−1)Leb
(see Remark 4.5), we have

‖m0 −mδ,ǫ‖L∞ ≤ Cδ−(2s+d/2+η−1)ǫ,

and also, as already mentioned, we have (from Proposition 4.4) ‖Dx
δUδ,ǫ

δm (t0,m0, ·)‖L∞ ≤ C. Com-
bining these two inequalities easily gives

E2 ≤ Cǫδ−(2s+d/2+η−1).

To bound E3, we use d1-Lipschitz continuity of F to get

E3 ≤ Cd1(m0,mδ,ǫ) ≤ C‖m0 −mδ,ǫ‖L∞ ≤ Cǫδ−(2s+d/2+η−1).

Combining the estimates of E1, E2, and E3 with (5.33) completes the proof. �

Finally, we have the properties of U δ,ǫ,λ defined in (5.21).

Lemma 5.9. For any η > 0 there are constants c, C > 0 which can depend on η, such that for
each δ > 0, each 0 < ǫ < cδ2(s−1), and each λ ∈ (0, 1/2) such that

λ ≥ Cǫδ−(2s+d/2+η−1),

we have

(1) U δ,ǫ,λ is Cδ−(s−1)-Lipschitz over P(Td) with respect to ‖ · ‖−s and Cδ−2(s−1)-semi-concave
(again with respect to ‖ · ‖−s) over all of H−s. Moreover, for each S ∈ (0, T ), the function
U δ,ǫ,λ is Lipschitz continuous in time, uniformly in (δ, ǫ, λ), on [0, S] × P(Td).

(2) For each (t,m) ∈ [0, T ]× P(Td),

|U δ,ǫ,λ(t,m)− U(t,m)| ≤ C
(
λ+ δ + ǫδ−2(s−1)

)
.

(3) The map [0, T ] ×H−s ∋ (t, q) 7→ ∇−sU
δ,ǫ,λ(t, q) ∈ H−s is jointly continuous.

(4) For each t ∈ [0, T ], U δ,ǫ(t, ·) lies in C1,1(H−s) and satisfies

sup
0≤t≤T

[
U δ,ǫ,λ(t, ·)

]
C1,1(H−s)

≤ C

ǫ
.

(5) If (t0,m0) ∈ (0, T ) × P(Td) is such that t 7→ U δ,ǫ,λ(t,m0) is differentiable at t0 then U δ,ǫ,λ

has a (full) derivative at (t0,m0) and we have

− ∂tU
δ,ǫ,λ(t0,m0)−

∫

Td

∆x
δU δ,ǫ,λ

δm
(t0,m0, x)m0(dx) +

∫

Td

H
(
x,Dx

δU δ,ǫ,λ

δm
(t0,m0, x)

)
m0(dx)

≤ F(m0) + C
(
δ + λ+ ǫδ(2s+d/2+η−1)

)
.

Proof. Claims (1)–(4) are easily proved using the regularity of U from Proposition (3.4) as well as
the properties of the various regularization in Lemma (4.2) and Proposition (4.3). For (5), we fix
η > 0 and we choose C, c > 0 so that Lemma 5.8 holds with the corresponding constants.

We assume that (t0,m0) ∈ (0, T ) × P(Td) is such that t 7→ U δ,ǫ,λ is differentiable at t0. Then,
by Lemma (5.6), U δ,ǫ,λ has a full derivative at (t0,m0). Set mλ = λLeb + (1 − λ)m0. Then U δ,ǫ
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has a full derivative at (t0,mλ). If λ ≥ Cǫδ−(2s+d/2+η−1), then we can apply Lemma (5.8) and
deduce that (5.32) holds at (t0,mλ) (even though the absolutely continuous part of m0 is not lower
bounded). Since

∂tU
δ,ǫ,λ(t0,m0) = ∂tU

δ,ǫ(t0,mλ),
δU δ,ǫ,λ

δm
(t0,m0, ·) = (1− λ)

δU δ,ǫ

δm
(t0,mλ, ·),

we have

− ∂tU
δ,ǫ,λ(t0,m0)−

∫

Td

∆x
δU δ,ǫ,λ

δm
(t0,m0, x)m0(dx) +

∫

Td

H
(
x,Dx

δU δ,ǫ,λ

δm
(t0,m0, x)

)
m0(dx)

= −∂tU δ,ǫ(t0,mλ)− (1− λ)

∫

Td

∆x
δU δ,ǫ

δm
(t0,mλ, x)m0(dx) (5.34)

+

∫

Td

H
(
x, (1 − λ)Dx

δU δ,ǫ

δm
(t0,mλ, x)

)
m0(dx)

= −∂tU δ,ǫ(t0,mλ)−
∫

Td

∆x
δU δ,ǫ

δm
(t0,mλ, x)mλ(dx) − λ

∫

Td

∆x
δU δ,ǫ

δm
(t0,mλ, x)Leb(dx)

+
1

1− λ

∫

Td

H
(
x, (1 − λ)Dx

δU δ,ǫ

δm
(t0,mλ, x)

)
mλ(dx)

+
λ

1− λ

∫

Td

H
(
x, (1 − λ)Dx

δU δ,ǫ

δm
(t0,mλ, x)

)
Leb(dx).

To go further, we first use integration by parts to conclude that
∫

Td

∆x
δU δ,ǫ

δm
(t0,mλ, x)Leb(dx) = 0. (5.35)

Next, we use convexity of the Hamiltonian in the second argument to get

H
(
x, (1− λ)Dx

δU δ,ǫ

δm
(t0,mλ, x)

)
≤ (1− λ)H

(
x,Dx

δU δ,ǫ

δm
(t0,mλ, x)

)
+ λH(x, 0)

≤ (1− λ)H
(
x,Dx

δU δ,ǫ

δm
(t0,mλ, x)

)
+ Cλ,

and hence

1

1− λ

∫

Td

H
(
x, (1− λ)Dx

δU δ,ǫ

δm
(t0,mλ, x)

)
mλ(dx) (5.36)

≤
∫

Td

H
(
x,Dx

δU δ,ǫ

δm
(t0,mλ, x)

)
mλ(dx) + Cλ.

Similarly, using the bound on ‖Dx
δUδ,ǫ

δm (t,mλ, ·)‖L∞ from Lemma 5.8, we have

λ

1− λ

∫

Td

H
(
x, (1 − λ)Dx

δU δ,ǫ

δm
(t0,mλ, x)

)
Leb(dx) ≤ Cλ. (5.37)

Combining (5.35), (5.36), and (5.37) with (5.34) and using Lemma 5.8, we arrive at

− ∂tU
δ,ǫ,λ(t0,m0)−

∫

Td

∆x
δU δ,ǫ,λ

δm
(t0,m0, x)m0(dx) +

∫

Td

H
(
x,Dx

δU δ,ǫ,λ

δm
(t0,m0, x)

)
m0(dx)

≤ −∂tU δ,ǫ(t0,mλ)−
∫

Td

∆x
δU δ,ǫ

δm
(t0,mλ, x)mλ(dx) +

∫

Td

H
(
x,Dx

δU δ,ǫ

δm
(t0,mλ, x)

)
mλ(dx) + Cλ

≤ F(mλ) + C
(
λ+ δ + ǫδ(2s+d/2+η−1)

)
≤ F(m0) + C

(
λ+ δ + ǫδ(2s+d/2+η−1)

)
, (5.38)

where the last line uses the fact that F is d1-Lipschitz. This completes the proof.
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�

5.3. Projections and rates of convergence. The goal of this section is to use the properties of
U ǫ and U δ,ǫ,λ proved in the previous section to establish estimates on the distance between their
projections and the finite-dimensional value functions ΦN . The main technical tool we use to do
this is the following proposition.

Proposition 5.10. Suppose that Φ = Φ(t, q) : [0, T ]×H−s → R is a continuous map such that

• Φ is uniformly continuous on [0, T ]×P(Td) (P(Td) being endowed with the metric induced
by ‖ · ‖−s) and Lipschitz (for the same metric) on each set of the form [0, t] × P(Td) with
t < T .

• sup0≤t≤T

[
Φ(t, ·)

]
C1,1(H−s)

<∞.

• The derivative ∇−sΦ is jointly continuous on [0, T ]× P(Td).
• The inequality

−∂tΦ(t,m)−
∫

Td

∆x
δΦ

δm
(t,m, x)m(dx) +

∫

Td

H
(
x,Dx

δΦ

δm
(t,m, x)

)
m(dx) ≤ F(m) + c1, (5.39)

is satisfied at any (t,m) ∈ [0, T ] × P(Td) where Φ has a full derivative, and Φ(T,m) ≤
G(m) + c2, for two positive constants c1 and c2.

Define for each N ∈ N a function ΦN (t,x) : [0, T ]× (Td)N → R by

ΦN (t,x) = Φ(t,mN
x ).

Then we have

ΦN (t,x) ≤ V N (t,x) + T
(
c1 +

C

N
sup
r

[
Φ(r, ·)

]
C1,1(H−s)

)
+ c2,

for each N ∈ N and each (t,x) ∈ [0, T ]× (Td)N , and a constant C which depends only on d and s.

Before moving to the proof of Proposition 5.10, we explain how, together with the results of
the previous section, it can be used to easily establish the “hard inequalities”, from Theorems 2.7
and 2.6.

Proposition 5.11 (Upper bound in Theorem 2.7). Let Assumption 2.4 hold. Then there is a
constant C such that for each N ∈ N,

U(t,mN
x ) ≤ V N (t,mN

x ) +
C√
N
,

for all (t,x) ∈ [0, T ] × (Td)N .

Proof. For each ǫ and N , we combine Proposition 5.10, Proposition 5.1, and Proposition 4.3 to
conclude that

U(t,mN
x )− V N (t,x) = U(t,mN

x )− U ǫ(t,mN
x ) + U ǫ(t,mN

x )− V N (t,x),

≤ C
(
ǫ+

1

Nǫ

)
.

We choose ǫ = 1√
N

to get the result. �

Proposition 5.12 (Upper bound in Theorem 2.6). Let Assumption 2.4 hold. Then for each η > 0,
there is a constant C such that for each N ∈ N and (t,x) ∈ [0, T ]× (Td)N ,

U(t,mN
x ) ≤ V N (t,mN

x ) + CN−β(d)+η, β(d) :=
2

3d+ 6
.
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Proof of Proposition 5.12. We use Proposition 5.10 and Lemma 5.9 to conclude that for any η > 0,
there are constants c and C such that for any δ > 0, 0 < ǫ < cδ2(s−1), and any λ ≥ Cǫδ−(2s+d/2+η−1),
we have

U(t,mN
x )− V N (t,x) = U(t,mN

x )− U δ,ǫ,λ(t,mN
x ) + U δ,ǫ,λ(t,mN

x )− V N (t,x)

≤ C
(
λ+ δ + ǫ

(
δ−2(s−1) + δ−(2s+d/2+η−1)

)
+

1

Nǫ

)

≤ C
(
λ+ δ + ǫδ−(2s+d/2+η−1) +

1

Nǫ

)
.

We choose λ = Cǫδ−(2s+d/2+η−1) (with the C here greater than C in the statement of Lemma 5.9)
to find

U(t,mN
x )− V N (t,x) ≤ C

(
δ + ǫδ−(2s+d/2+η−1) +

1

Nǫ

)
,

and then choose

δ = N−1/(2s+d/2+η+1), ǫ = N−1δ−1.

This yields

U(t,mN
x )− V N (t,x) ≤ CN−1/(2s+d/2+η+1).

Since s was chosen to be an arbitrary real number with s > d/2 + 1, we find that for any α > 0,
there is a constant C such that

U(t,mN
x ) ≤ V N (t,x) +CN

− 1

( 3d2 +3+α) ,

for all (t,x) ∈ [0, T ] × (Td)N , as claimed. �

The rest of this subsection is devoted to a proof of Proposition 5.10. We start with two lemmas.

Lemma 5.13. Let Φ satisfy the hypotheses of Proposition 5.10 and ΦN be as in the statement of
the same proposition. Then we have

(1) ΦN is uniformly continuous on [0, T ]× (Td)N and ΦN ∈ Lip
(
[0, t]× (Td)N

)
for each t < T .

(2) ΦN is continuously differentiable in x, with

DxiΦN(t,x) =
1

N
DmΦ(t,mN

x , x
i) =

1

N
Dy

[
D−sΦ(t,m

N
x )

]
(xi), i ∈ {1, · · · , N},

where we recall that xi denotes the ith d-dimensional entry of the N -tuple x.
(3) The derivative DxiΦN is Lipschitz continuous with respect to x, uniformly in t.
(4) The derivatives ∂tΦ

N , DxiΦN , D2
xixjΦ

N exist almost everywhere, and define versions of

the corresponding weak derivatives of ΦN . Moreover the spatial derivatives DxiΦN and
D2

xixjΦ
N are uniformly bounded on [0, T ] × Td and the time derivative ∂tΦ

N is uniformly

bounded on [0, t]× Td for each t < T , so that in particular

ΦN ∈W 1,2
L∞([0, t] × Td),

for each t < T , with ΦN , with W 1,2
L∞

(
[0, t]× (Td)N

)
.

We note that in Claim (4) we use the notation W 1,2
L∞

(
[0, t] × (Td)N

)
for the set of functions

u : [0, t]× (Td)N → R with uniformly bounded weak derivatives ∂tu, Dxiu, i = 1, ..., N , and D2
xixj

u,
i, j = 1, ..., N
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Proof. Claim (1) follows from the fact that ‖mN
x −mN

y ‖−s ≤ Cd1(m
N
x ,m

N
y ) ≤ C

N

∑N
i=1 |xi − yi|.

Claim (2) follows easily from Lemma 2.11. For (3), we use (2), Proposition 2.12, the bound on
[Φ(t, ·)]C1,1(H−s), and also the fact that DyDmΦ is bounded to conclude that

|DxiΦN (t,x)−DxiΦN (t,y)| = 1

N
|DmΦ(t,mN

x , x
i)−DmΦ(t,mN

y , y
i)|

≤ C|DmΦ(t,mN
x , x

i)−DmΦ(t,mN
y , x

i)|+ C|DmΦ(t,mN
y , x

i)−DmΦ(t,mN
y , y

i)|
≤ C|x− y|.

Finally claim (4) follows (1) and (3) together with Rademacher’s Theorem. �

Lemma 5.14. Let Φ and ΦN be as in the statement of Proposition 5.10. Then for almost every
(t,x) ∈ [0, T ]× (Td)N , the function

Td ∋ x 7→ DmΦ
(
t,

1

N

∑

j 6=i

δxj +
1

N
δx, x

i
)

(5.40)

is differentiable at xi. At any point (t,x) such that the map in (5.40) is differentiable at xi, the
second derivative D2

xixiΦ
N exists (in the classical sense) and satisfies

D2
xixiΦ

N (t,x) =
1

N
DyDmΦ(t,mN

x , x
i) +

1

N2
RN,i(t,x),

where RN,i is defined explicitly as

RN,i(t,x) = NDy

[
Td ∋ y 7→ DmΦ

(
t,

1

N

∑

j 6=i

δxj +
1

N
δy, x

i
)]

(xi) (5.41)

and satisfies
∥∥RN,i

∥∥
L∞ ≤ C sup0≤t≤T [Φ(t, ·)]C1,1(H−s), for C depending only on s and d.

Remark 5.15. Notice that if Φ in the above statement were twice differentiable (in the variable
m), then RN,i(t,x) would be equal to

RN,i(t,x) = D2
mmΦ(t,mN

x , x
i, xi).

The very much spirit of Lemma 5.14 is that we are still able to provide an almost everywhere formula
for RN,i(t,x) even though Φ just satisfies the assumptions of Proposition 5.10 (under which Φ may
not be twice differentiable).

Proof. The first claim follows easily from the Lipschitz continuity of m 7→ DmΦ(t,m, y) (uniformly
in t and y), see Remark 5.3. Recall from Lemma 5.13 that

DxiΦN (t,x) =
1

N
DmΦ(t,mN

x , x
i).

However, y 7→ DmΦ(t,mN
x , y) = Dy

[
D−sΦ(t,m

N
x )

]
(y) is continuously differentiable sinceD−sΦ(t,m

N
x )(·) ∈

Hs ⊂ C2(Td). And so it is clear that if y 7→ DmΦ(t, 1
N

∑
j 6=i δxj + 1

N δy, x
i) is differentiable at xi,

then D2
xixiΦ(t,x) exists and is given by

D2
xixiΦ(t,x) =

1

N
DyDmΦ(t,mN

x , x
i) +

1

N
Dy

[
y 7→ DmΦ

(
t,

1

N

∑

j 6=i

δxj +
1

N
δy, x

i
)]

(xi),

as required. The L∞ bound on RN,i follows easily from the fact that by Proposition 2.12, for all
x,x ∈ (Td)N ,

|DmΦ(t0,m
N
x , y)−DmΦ(t0,m

N
x , y)| ≤ C[Φ(t0, ·)]C1,1d1(m

N
x ,m

N
x ) ≤ C[Φ(t0, ·)]C1,1

1

N

N∑

i=1

|xi − xi|.

�
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We are now ready to combine the previous two lemmas to prove Proposition 5.10

Proof of Proposition 5.10. We start by proving that for each N , we have, for almost every (t,x) ∈
[0, T ]× (Td)N ,

− ∂tΦ
N(t,x)−

N∑

i=1

∆xiΦN (t,x) +
1

N

N∑

i=1

H
(
xi, NDxiΦN (t,x)

)
(5.42)

≤ F(mN
x ) +

C

N
sup

r∈[0,T ]
[Φ(r, ·)]C1,1(H−s).

To do this, we start by observing that for almost every (t,x), we have

(1) the time derivative ∂tΦ
N exists at (t,x),

(2) the map

Td ∋ y 7→ DmΦ
(
t,

1

N

∑

j 6=i

δxj +
1

N
δy, x

i
)

(5.43)

is differentiable at xi.

But at any point (t,x) satisfying both of these conditions, Lemma 5.6 guarantees that Φ is differ-
entiable at (t,x), and so we can use Lemma 5.14 to get

− ∂tΦ
N (t,x)−

N∑

i=1

∆xiΦN (t,x) +
1

N

N∑

i=1

H
(
xi, NDxiΦN(t,x)

)

= −∂tΦ(t,mN
x )−

N∑

i=1

( 1

N
∆x

δΦ

δm
(t,mN

x , x
i)

+
1

N2
RN,i(t,x)

)
+

1

N

N∑

i=1

H
(
xi,DmΦ(t,mN

x , x
i)
)

= −∂tΦ(t,mN
x )−

∫

Td

∆x
δΦ

δm
(t,mN

x , y)m
N
x (dy)

+

∫

Td

H
(
y,DmΦ(t,mN

x , y)
)
mN

x (dy)− 1

N2

N∑

i=1

RN,i(t,x)

≤ F(mN
x ) +

C

N
sup

r∈[0,T ]
[Φ(r, ·)]C1,1(H−s),

where we used the bound on
∥∥RN,i

∥∥
L∞ from Lemma 5.14. This completes the proof of (5.42).

At this point, we know that for each t < T , ΦN lies in the spaceW 1,2
∞

(
[0, t)×(Td)N

)
of functions

with L∞ weak derivatives ∂tΦ
N , DΦN , D2ΦN , and also that ΦN satisfies the inequality (5.42) at

almost every (t,x). Moreover, we have by assumption

ΦN (T,x) ≤ V N (T,x) + c2 = G(mN
x ) + c2.

The rest of the proof is a standard “verification”-type argument. Indeed, we fix (t0,x0) and an
admissible control α = (α1, ..., αN ) in feedback form, and we define X = (X1, ...,XN ) by

dXi
t = αi(t,Xi

t)dt+ dW i
t , t ∈ [t0, T ]; Xi

t0 = xi0.
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We use the Itô-Krylov formula, see [Kry80] Section 2.10, to see that

d

dt
E
[
ΦN (t,X t)

]
= E

[
∂tΦ

N(t,X t) +

N∑

i=1

∆xiΦN (t,Xt) +

N∑

i=1

DxiΦN (t,X t) · αi(t,X t)
]

≥ E

[
1

N

N∑

i=1

(
H
(
Xi

t , NDxiΦN (t,Xt)
)
+NDxiΦN (t,X t) · αi(t,X t)

)

−F(mN
Xt

)− c1 − C sup
r∈[0,T ]

[Φ(r, ·)]C1,1(H−s)

]

≥ −E

[
1

N

N∑

i=1

L(Xi
t , α

i
t) +F(mN

Xt
)− c1 − C sup

r∈[0,T ]
[Φ(r, ·)]C1,1(H−s)

]
.

Thus, integrating between t0 and T the above inequality we get

ΦN (t0,x0) ≤ E

[
ΦN (T,XT ) +

∫ T

t0

( 1

N

N∑

i=1

L(Xi
t , α

i
t) + F(mN

Xt
)
)
dt

]
+ T

(
c1 + C sup

r
[Φ(r, ·)]C1,1(H−s)

)

≤ E

[
G(XT ) + c2 +

∫ T

t0

( 1

N

N∑

i=1

L(Xi
t , α

i
t) + F(mN

Xt
)
)
dt

]
+ T

(
c1 + C sup

r
[Φ(r, ·)]C1,1(H−s)

)
.

Taking the infimum over α gives the result. �

6. Proofs of the “easy inequalities”

6.1. The “easy inequality” in the d1-regular case. We start with a Lemma stating that V N

satisfies uniform in N Lipschitz estimates. The proof is essentially the same as Lemma 3.1 in
[CDJS23], and so is omitted.

Lemma 6.1. Let Assumption 2.1 hold, except for possibly d1-semiconcavity of F and G. Then
there is a constant C such that for each N ∈ N, t ∈ [0, T ] and x,y ∈ (Td)N ,

|V N (t,x)− V N (t,y)| ≤ C

N

N∑

i=1

|xi − yi|.

Proposition 6.2. Let Assumption 2.1 hold, except for possibly d1-semiconcavity of F and G. Then
there is a constant C such that for each N ∈ N,

V N (t,x) ≤ U(t,mN
x ) + CRN,d,

for all (t,x) ∈ [0, T ] × (Td)N , where RN,d is as defined in (2.15).

Proof. We first define a lift V̂ N = V̂ N (t,m) : [0, T ]× P(Td) → R by

V̂ N (t,m) =

∫

(Td)N
V N (t,x)m⊗N (dx).

Using the Markov structure of the control problem, it is standard to show that V̂ N satisfies

V̂ N (t,m) = inf
α∈AN

E

[∫ T

t

( 1

N

N∑

i=1

L(Xi
s, α

i
s) + F(mN

Xs
)
)
ds+ G(mN

XT
)

]
(6.1)

with

dXi
s = αi

sds+ dW i
s , s ∈ [t, T ]; Xi

t = ξi,
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with (ξi)i=1,...,N i.i.d. with common law m. Now let (α,m) be a candidate for the optimization
problem defining U(t,m), and suppose that α is bounded so that ms = L(Ys), for s ∈ [t, T ], where
Y is the unique strong solution of

dYs = α(s, Ys)ds+ dWs, s ∈ [t, T ]; Xi
t = ξ ∼ m.

Next define Y = (Y 1, ..., Y N ) by

dY i
s = α(s, Y i

s )ds+ dW i
s , s ∈ [t, T ]; Xi

t = ξi,

where (ξi)i=1,...,N are as above. Then using (6.1), we have

V̂ N (t,m) ≤ E

[ ∫ T

t

( 1

N

N∑

i=1

L
(
Y i
s , α(s, Y

i
s )
)
+ F(mN

Y s
)
)
ds+ G(mN

Y T
)

]

= E

[ ∫ T

t

(
L
(
Ys, α(s, Ys)

)
+ F(mN

Y s
)
)
ds+ G(mN

Y T
)

]

≤ E

[ ∫ T

t

(
L(Ys, α(s, Ys)) + F

(
L(Ys)

))
ds+ G

(
L(YT )

)]
+CRN,d,

with the last inequality following from [FG15]. Taking an infimum in α, we conclude that

V̂ N (t,m) ≤ U(t,m) + CRN,d. (6.2)

Next, we use the fact that V N is symmetric in (x1, ..., xN ) (the entries of x) and satisfies the
estimate in Lemma 6.1 to get

∣∣∣V̂ N (t,mN
x )− V N (t,x)

∣∣∣ =
∣∣∣∣
∫

(Td)N

[
V N (t,y)− V N (t,x)

]
m⊗N

x (dy)

∣∣∣∣

≤ C

∫

(Td)N

[ 1

N
inf

ς∈SN

N∑

i=1

|yς(i) − xi|
]
m⊗N

x (dy)

= C

∫

(Td)N
d1(m

N
y ,m

N
x )m⊗N

x (dy) ≤ CRN,d, (6.3)

with the last ineqality coming from [FG15]. Combining (6.3) with (6.2) completes the proof. �

Proof of Theorem 2.6. Combine Propositions 6.2 and 5.12. �

6.2. An auxiliary estimate for linear PDEs on the Wasserstein space. In order to prove
the lower bound in Theorem 2.7, we need to first prove a similar bound for a class of linear PDEs
on the Wasserstein space. We fix two functions

α = α(t, x) : [0, T ] × Td → R, φ = φ(m) : P(Td) → R.

The following Assumption will be in force throughout the Subsection.

Assumption 6.3. We assume that s is a real number with s > d/2 + 1, and that α = α(t, x) :
[0, T ]× Td → R is jointly continuous and satisfies

sup
0≤t≤T

‖α(t, ·)‖s−1 <∞.

We will consider the maps

ΦN = ΦN (t,x) : [0, T ]× (Td)N → R, Φ∞ = Φ∞(t, µ) : [0, T ]× P(Td) → R, (6.4)

defined by

ΦN (t,x) = E
[
φ(mN

X
t,x
T

)
]
, and Φ∞(t, µ) = φ(mt,µ

T ), (6.5)
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where (Xt,x
s )t≤s≤T denotes the N -tuple (X1

s , ...,X
N
s )t≤s≤T solving the system of SDEs

dXi
s = α(s,Xi

s)ds+
√
2dW i

s , s ∈ [t, T ]; Xi
t = xi; i = 1, ..., N,

and (ms)t≤s≤T denotes the solution to the Fokker Planck equation

∂sms = ∆xms − divx
(
msα(s, ·)

)
, s ∈ [t, T ]; mt = µ.

Formally, we expect (by the method of characteristics) that ΦN solves the PDE



−∂tΦN(t,x)−
N∑

i=1

∆xiΦN (t,x)−
N∑

i=1

α(s, xi) ·DxiΦN (t,x) = 0, (t,x) ∈ [0, T ) × (Td)N ,

ΦN (T,x) = φ(mN
x ), x ∈ (Td)N ,

(6.6)

and that Φ∞ solves the PDE



−∂tΦ∞(t,m)−
∫

Td

∆y
δΦ∞

δm
(t,m, y)m(dy) −

∫

Rd

α(t, y) ·Dy
δΦ∞

δm
(t,m, y)m(dy) = 0,

(t,m) ∈ [0, T )× P(Td),

Φ∞(T,m) = φ(m), m ∈ P(Td).

(6.7)

The existence and uniqueness of classical solutions to (6.7) under appropriate technical conditions is
by now well-understood, and we refer to [BLPR17, CF22, Tse21] for some results in this direction.
It is also well-known that when Φ∞ is smooth enough, the functions ΦN converge to Φ∞ with the
rate 1

N , see e.g. [CST22, CF21, DT21]. In the proof of the lower bound in Theorem 2.7, we need
a similar result, which is stated here.

Proposition 6.4. Suppose that Assumption 6.3 holds, and that φ = φ(m) : P(Td) → R is Lipschitz
and semi-concave with respect to ‖ · ‖−s. Then we have

ΦN (t,x) ≤ Φ∞(t,mN
x ) +

C

N
,

for all (t,x) ∈ [0, T ] × (Td)N and a constant C independent of N .

We emphasize that the estimate appearing in Proposition 6.4 is by now fairly standard. Com-
pared to existing results, the main novelty is that we do not require φ to be twice differentiable, we
only require a one-sided bound in the form of semi-concavity. This means that Φ∞ may not in fact
be a classical solution to the PDE (6.7), and some mollification arguments are required. Lemma
6.5 below is the key technical result which shows how semi-concavity with respect to ‖ · ‖−s can
lead to a one-sided estimate between ΦN and Φ∞.

Before proving Proposition 6.4 we need several preliminary results.

Lemma 6.5. Suppose that Assumption 6.3 holds and that ψ = ψ(q) : H−s → R is C1 with[
ψ
]
C1,1(H−s)

<∞ and CS semi-concave, i.e. the map

q 7→ ψ(q)− CS

2
‖q‖2−s

is concave. Then there is a constant C depending on ψ only through CS such that the inequality

d∑

j=1

(
Dyj

[
Td ∋ y = (y1, ..., yd) 7→ (Dmψ)

j
( 1

N

∑

k 6=i

δxk +
1

N
δy, x

i
)]

(xi)
)
≤ C

N
(6.8)

holds at any point x = (x1, ..., xN ) ∈ (Rd)N and any index i ∈ {1, ..., N} such that the derivatives
appearing in (6.8) exist.
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Proof. The starting point is to notice that by semi-concavity, we have, for all q1, q2 ∈ H−s,
〈
D−sψ(q

1)−D−sψ(q
2), q1 − q2

〉
s,−s

≤ CS ‖q1 − q2‖2−s . (6.9)

We fix x = (x1, ..., xN ) ∈ (Td)N , λ > 0, i ∈ {1, ..., N} and j ∈ {1, ..., d} and test the inequality
(6.9) with

q1 = mN
x , q2 = mN

x +
λ

N
Dyj (δxi),

to find (using the fact that s > d/2 + 1 and that Hs embeds into C2(Td)) that

−
〈
D−sψ(m

N
x )−D−sψ

(
mN

x +
λ

N
Dyj (δxi)

)
,
λ

N
Dyj (δxi)

〉
s,−s

≤ CS
λ2

N2

∥∥Dyj(δxi)
∥∥2
−s

≤ C
λ2

N2
,

or equivalently

Dyj

[
D−sψ(m

N
x )

]
(xi)−Dyj

[
D−sψ

(
mN

x +
λ

N
Dyj(δxi)

)]
(xi) ≤ Cλ

N
. (6.10)

Next, we define xλ = (x1, ..., xi − λej , xi+1, ..., xN ), and we note that
∥∥∥∥mN

x +
λ

N
Dyj (δxi)−mN

xλ

∥∥∥∥
−s

=
1

N
sup

‖f‖s=1

(
f(xi)− f(xi − λej)− λDyjf(x

i)
)
≤ Cλ2

N
,

where we used again the Sobolev embedding of Hs into C2(Td). Combining this with (6.10) and
Lemma 2.11, we have

(Dmψ)
j
(
mN

x , x
i
)
− (Dmψ)

j
(
mN

xλ , x
i
)
= Dyj

[ δψ
δm

(mN
x )

]
(xi)−Dyj

[ δψ
δm

(mN
xλ)

]
(xi)

= Dyj

[
D−sψ(m

N
x )

]
(xi)−Dyj

[
D−sψ(m

N
xλ)

]
(xi)

= Dyj

[
D−sψ(m

N
x )

]
(xi)−Dyj

[
D−sψ

(
mN

x +
λ

N
Dyj (δxi)

)]
(xi)

+Dyj

[
D−sψ

(
mN

x +
λ

N
Dj(δxi)

)]
(xi)−Dyj

[
D−sψ(m

N
xλ)

]
(xi)

≤ Cλ

N
+
C
[
ψ
]
C1,1(H−s)

λ2

N
.

Thus, if x is such that the derivatives appearing in (6.8) exist, then we must have

Dyj

[
y 7→ (Dmψ)

j
( 1

N

∑

k 6=i

δxk +
1

N
δy, x

i
)]

(xi)

= lim
λ→0+

1

λ

(
(Dmψ)

j(mN
x , x

i)− (Dmψ)
j(mN

xλ , x
i)
)
≤ C

N
,

and summing over j gives the result. �

Lemma 6.6. If φ = φ(q) : H−s → R is C1,1
loc

(H−s) and CS-semi-concave with respect to ‖.‖−s, and
Assumption 6.3 is in force, then Φ∞ is a classical solution of (6.7). Moreover, Φ∞ can be extended
to a function

Φ∞ = Φ∞(t, q) : [0, T ]×H−s → R.

such that Φ is CCS-semi-concave, with C independent of φ.

We remark that in the statement of Lemma 6.6 we use the standard notation C1,1
loc (H

−s) for the

set of C1 functions φ such that ∇−sφ is Lispchitz on each bounded subset of H−s.
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Proof. For any q0 ∈ C∞(Td) we can find a unique classical solution to the equation

∂tqt + divx(α(t, ·)qt)−∆xqt = 0 in (t0, T )× Td, q(t0) = q0,

and moreover, following the proof of Lemma 3.3 given in Appendix A.1, there is some C :=
C(supt∈[0,T ] ‖α(t, ·)‖s−1) > 0 such that, for any two solutions (qt0,q1t )t∈[t0,T ], (q

t0,q2
t )t∈[t0,T ] starting

respectively from q1 and q2 it holds

sup
t∈[t0,T ]

‖qt0,q1t − qt0,q2t ‖−s ≤ C‖q1 − q2‖−s. (6.11)

As a consequence, we can extend by density the map q0 7→ (qt0,q0t )t∈[t0,T ] ∈ C([t0, T ],H−s) to

the whole of H−s so that (6.11) is satisfied for any q0 ∈ H−s. We define Φ∞ over the whole of
[0, T ]×H−s(Td) by

Φ∞(t0, q0) = φ(qt0,q0T ).

The map Φ∞(t0, ·) is the composition map φ ∈ C1,1
loc (H

−s) and the bounded linear map H−s ∋
q0 7→ qt0,q0T ∈ H−s. Therefore Φ∞(t0, ·) ∈ C1,1

loc (H
−s). In particular, the derivatives in the measure

argument appearing in equation (6.7) exist. Moreover, if φ is CS semi-concave then Φ∞(t0, ·) is CSC
semi-concave for some C; = C(supt∈[0,T ] ‖α(t, ·)‖s−1) > 0. It is then plain to check, by expanding

Φ∞ along solutions to the Fokker-Planck equation that Φ∞(·, q0) is differentiable whenever q0 ∈
P(Td) and that Φ∞ solves (6.7) over [0, T ]× P(Td).

�

Proof of Proposition 6.4. We start by defining, for each ǫ > 0, the sup-convolution φǫ(q) : H−s → R

as in (4.1), i.e.

φǫ(q) = sup
m∈P(Td)

{
φ(q)− 1

2ǫ
‖q −m‖2−s

}
.

By Proposition 4.3, we know that φǫ ∈ C1,1
loc (H

−s). By the proof of the same proposition, it is

clear that for all ǫ < 1
2CS

, φǫ is 2CS-semi-concave, where CS denotes the semi-concavity constant

of φ. Thus we can apply Lemma 6.6 to see that the map Φ∞,ǫ given by (6.4)–(6.5) with φǫ

instead of φ is a classical solution of (6.7)(with φǫ as boundary condition), and extends to a map
Φ∞,ǫ : [0, T ] ×H−s → R such that for each t ∈ [0, T ], Φ∞,ǫ(t, ·) is semi-concave with constant C ′

S

depending only on φ only through CS . Moreover, since Φ∞,ǫ ∈ C1
(
[0, T ]× P(Td)

)
, the projections

Φ∞,ǫ,N : [0, T ]× (Td)N → R given by

Φ∞,ǫ,N(t,x) = Φ∞,ǫ(t,mN
x ), (t,x) ∈ [0, T ]× P(Td),

have derivatives

∂tΦ
∞,ǫ,N(t,x) = ∂tΦ

∞,ǫ(t,mN
x ), DxiΦ∞,ǫ,N(t,x) =

1

N
DmΦ∞,ǫ(t,mN

x , x
i),

which are continuous and bounded on [0, T ]× (Td)N . In addition, we can apply (the reasoning of)

Lemma 5.13 to conclude that Φ∞,ǫ,N belongs to W 1,2
L∞([0, T ] × Td), with derivatives DxixjΦ∞,ǫ,N

existing almost everywhere. Next, following the proof of Lemma 5.14, we note that for almost every
(t,x), the derivatives

Dyj

[
y 7→ (DmΦ∞,ǫ)j

( 1

N

∑

k 6=i

δxk +
1

N
δy, x

i
)]

(xi) (6.12)
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exist for each j = 1, ..., d, and that at any such point we have, for any i = 1, ..., N ,

∆xiΦ∞,ǫ,N(t,x) =
1

N
tr
(
DyDmΦ∞,ǫ(t,mN

x , x
i)
)

+
1

N

d∑

j=1

(
Dyj

[
y 7→ (DmΦ∞,ǫ)j

( 1

N

∑

k 6=i

δxk +
1

N
δy, x

i
)]

(xi)
)
,

and so at such a point

−∂tΦ∞,ǫ,N(t,x)−
N∑

i=1

∆xiΦ∞,ǫ,N(t,x)−
N∑

i=1

α(t, xi) ·DxiΦ∞,ǫ,N(t,x)

= −∂tΦ∞,ǫ(t,mN
x )− 1

N

N∑

i=1

tr
(
DyDmΦ∞,ǫ(t,mN

x , x
i)
)
− 1

N

N∑

i=1

α(t, xi) ·DmΦ∞,ǫ(t,mN
x )

− 1

N

N∑

i=1

d∑

j=1

(
Dyj

[
y 7→ (DmΦ∞,ǫ)j

( 1

N

∑

k 6=i

δxk +
1

N
δy, x

i
)]

(xi)
)

= − 1

N

N∑

i=1

d∑

j=1

(
Dj

[
y 7→ (DmΦ∞,ǫ)j

( 1

N

∑

k 6=i

δxk +
1

N
δy, x

i
)]

(xi)
)
≥ −C

N
,

where C depends on φ only through CS and we have used both the PDE for Φ∞,ǫ and Lemma 6.5.
To summarize, at this stage we know that Φ∞,ǫ,N ∈W 1,2

∞ ([0, T ] × Td) satisfies

−∂tΦ∞,ǫ,N(t,x)−
N∑

i=1

∆xiΦ∞,ǫ,N(t,x)−
N∑

i=1

α(t, xi) ·DxiΦ∞,ǫ,N(t,x) ≥ −C

N
,

for almost every (t,x) ∈ [0, T )×(Td)N , while it is clear that the function ΦN,ǫ defined by (6.4)–(6.5)
with φǫ instead of φ satisfies the PDE (6.6) (with x 7→ φǫ(mN

x ) as terminal condition) in a classical
sense on [0, T ) × (Td)N . This is enough to conclude by the comparison principle (which can be
justified in this setting by the Itô-Krylov formula, as in the proof of Proposition 5.10) that

ΦN,ǫ(t,x) ≤ Φ∞,ǫ(t,mN
x ) +

C

N
,

for each (t,x) ∈ [0, T ]× (Td)N and a constant C depending on φ only through CS (and in partuclar
C is independent of ǫ). Finally, it is clear that ΦN,ǫ → ΦN , Φ∞,ǫ → Φ∞ uniformly as ǫ ↓ 0, and
this completes the proof. �

6.3. The “easy inequality” in the H−s-regular case.

Proposition 6.7. Let Assumption 2.4 hold. Then there is a constant C such that for each N ∈ N,

V N (t,x) ≤ U(t,mN
x ) +

C

N
,

for all (t,x) ∈ [0, T ] × (Td)N .

Proof. Fix (t0,x0) ∈ [0, T ) × (Td)N , and let α be an optimizer for the mean field control problem
starting from (t0,m

N
x0
). We define X = (Xi)i=1,...,N by

dXi
t = α(t,Xi

t )dt+
√
2dW i

t , t ∈ [t0, T ]; Xi
t0 = xi0,

and define m by

∂tmt = ∆xmt − divx
(
mtα(t, ·)

)
, t ∈ [t0, T ]; mt0 = mN

x0
.
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Notice that by linearity of the Fokker-Planck equation, mt =
1
N

∑N
i=1L(Xi

t), so that

E

[
1

N

N∑

i=1

L(Xi
t , α(t,X

i
t ))

]
=

1

N

N∑

i=1

∫

Td

L(x, α(t, x))L(Xi
t )(dx) =

∫

Td

L(x, α(t, x))mt(dx).

Using this, we can write

V N (t0,x0) ≤ E

[ ∫ T

t0

( 1

N

N∑

i=1

L(Xi
t , α(t,X

i
t )
)
+ F(mN

Xt
)
)
dt+ G(mN

XT
)

]

=

∫ T

t0

∫

Rd

L(x, α(t, x))mt(dx)dt+ E

[ ∫ T

t0

F(mN
Xt

)dt+ G(mN
XT

)

]

= U(t0,mx0) +

∫ T

t0

E1
t dt+ E2,

where

E1
t := E[F(mN

Xt
)]−F(mt), E2 := E[G(mN

XT
)]− G(mT ).

But using the Lipschitz and semi-concavity of F and G in H−s and applying Proposition 6.4 (with
φ = F(t, ·) and φ = G), we see that

E1
t ≤ C

N
, E2 ≤ C

N
,

and so

V N (t0, x0) ≤ U(t0,m
N
x0
) +

C

N
,

which completes the proof.
�

Proof of Theorem 2.7. Combine Propositions 6.7 and 5.11. �

7. Proofs for the examples and the convex case

Lemma 7.1. Suppose that F and G are convex and d1-Lipschitz, and H satisfies the conditions of
Assumption 2.1. Then

U(t,mN
x ) ≤ V N (t,x), (7.1)

for all N ∈ N and (t,x) ∈ [0, T ]× (Td)N .

Proof. Let us first start with the observation that by Jensen’s inequality, we have

F
(

1

N

N∑

i=1

L(Xi)

)
≤ E

[
F(mN

X)
]
, G

(
1

N

N∑

i=1

L(Xi)

)
≤ E

[
G(mN

X)
]
, (7.2)

for any N ∈ N and any X = (X1, ...,XN ) a random vector taking values in (Td)N .
Now fix (t0,x0) ∈ [0, T ] × (Td)N , and let α = (α1, ..., αN ) denote an admissible control for

the N -particle control problem started from (t0,x0). We aim to build a control for the mean field
control problem out of the control α. To do this, we start by using a mimicking result from [BS13]
to conclude that we can find for each i ∈ {1, ..., N} a bounded and measurable function

α̂i = α̂i(t, x) : [t0, T ]× Td → Rd

such that

• for almost every t ∈ [0, T ], α̂i(t, ·) is a version of E[αi
t|Xi

t = ·]
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• for each t ∈ [0, T ], we have

L(Xi
t) = L(X̂i

t),

where Xi denotes the solution to the SDE

dX̂i
t = α̂i(t, X̂i

t)dt+ dW i
t , t ∈ [t0, T ]; X̂i

t0 = xi0.

Next, we fix an Ft0-measurable random variable ξ with L(ξ) = mN
x0
. We choose ξ in such a way

that we can find a partition of Ω by Ft0-measurable sets A1, ..., AN such that P[Ai] = 1
N and ξ = xi0

on Ai for each i ∈ {1, ..., N}. (For instance, if we require ξ to take values in {x10, ..., xN0 }, then Ai

is just taken as the pre-image of xi0 by ξ.) Now, we build a control for the mean field problem
(started from (t0,m

N
x0
)) as follows. First, we define a function

α̂ = α̂(ω, t, x) : Ω× [t0, T ]× Td → Rd

by the formula

α̂(ω, t, x) =

N∑

i=1

1Ai(ω)α̂i(t, x).

We denote by X̂ the solution of the SDE

dX̂t = α̂(ω, t, X̂t)dt+ dWt, t ∈ [t0, T ]; X̂t0 = ξ, (7.3)

and we define α̂t := α̂(ω, t,Xt). It is easy to argue that in fact (7.3) has a unique strong solution

thanks to boundedness of the functions α̂i, and it can be built for instance by setting X̂t =∑N
i=1 X̂

i
t1Ai , where X̂i

t solves

dX̂i
t = α̂i(t, X̂t)dt+ dWt, t ∈ [t0, T ]; X̂t0 = xi0. (7.4)

We note that we clearly have

L(X̂t) =
1

N

N∑

i=1

L(X̂i
t) =

1

N

N∑

i=1

L(Xi
t).

Moreover, we notice that for almost every t,

E
[
L(X̂t, α̂t)

]
=

1

N

N∑

i=1

E
[
L(X̂i

t , α̂
i(t, X̂i

t))
]
=

1

N

N∑

i=1

E
[
L(Xi

t , α̂
i(t,Xi

t))
]

=
1

N

N∑

i=1

E
[
L(Xi

t ,E[α
i
t|Xi

t ])
]
≤ 1

N

N∑

i=1

E
[
L(Xi

t , α
i
t)
]
. (7.5)

We now conclude by using (7.2) and (7.5) to estimate

U(t,m
N
x0
) ≤ E

[ ∫ T

t0

(
L(X̂t, α̂t) + F(L(X̂t))

)
dt+ G(L(X̂T ))

]

≤ E

[ ∫ T

t0

( 1

N

N∑

i=1

L(Xi
t , α

i
t) + F(L(X̂t))

)
dt+ G(L(X̂T ))

]

= E

[ ∫ T

t0

{ 1

N

N∑

i=1

L(Xi
t , α

i
t) +F

( 1

N

N∑

i=1

L(Xi
t))

)}
dt+ G

( 1

N

N∑

i=1

L(Xi
T )

)]

≤ E

[ ∫ T

t0

( 1

N

N∑

i=1

L(Xi
t , α

i
t) + F(mN

Xt
)
)
dt+ G(mN

XT
)

]
.
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Taking the infimum over the admissible controls leads to (7.1).
�

Proof of Proposition 2.8. One inequality is provided by Lemma 7.1, and the other is given by
Proposition 6.2. �

Proof of Proposition 2.10. Since F and G depend only on m and L is convex, we can conclude that
the infimum in the definition of U can be restricted to deterministic controls, i.e.

U(t,m) = inf
α=α(s):[t,T ]→Rd

{∫ T

t

(
L(α(s)) + F(L(Xs))

)
ds+ G(L(XT ))

}
,

subject to

dXs = α(s)ds +
√
2dWs, s ∈ [t, T ]; L(Xt) = m0,

with the infimum taken over square-integrable functions α. Indeed, for any admissible control αt (in
open-loop formulation) we can get a better reward by taking the deterministic control t 7→ E [αt].

But if we set ms = L(Xs) = E[Xs], then we have the ODE

d

dt
ms = α(s), s ∈ [t, T ]; mt = m, (7.6)

and so we can further rewrite U as

U(t,m) = inf
α=α(s):[t,T ]→Rd

{∫ T

t

(
L(α(s)) + F (ms)

)
ds+ G(mT )

}
,

subject to (7.6), and it now follows from dynamic programming that U(t,m) = u(t,m).

We next argue that V N (t,x) = vN (t, 1
N

∑N
i=1 x

i). For this, we note the convexity of L together

with the form of F and G easily implies that the infimum in the definition of V N can be restricted
to open-loop feedbacks such that αi

s = αs, for each i and some square-integrable process α. That
is, we have

V N (t,x) = inf
α∈A

E

[ ∫ T

t

(
L(αs) + F(mN

Xs
)
)
ds+ G(mN

XT
)

]

with

dXi
s = αsds+

√
2dW i

s , s ∈ [t, T ]; Xi
t = xi.

Next, we notice that if we set Xs =
1
N

∑N
i=1X

i
s for s ∈ [t, T ], then we have the SDE

dXs = αsds+
1√
N
dW

N
s , Xt = mN

x :=
1

N

N∑

i=1

xi, (7.7)

where (W
N
s := 1√

N

∑N
i=1W

i
s)s∈[t,T ] is a Brownian motion. Thus we can write

V N (t,x) = inf
α

E

[ ∫ T

t

(
L(αs) + F (Xs)

)
ds+G(XT )

]
,

subject to (7.7). It again follows from classical representation result that V N (t,x) = vN (t, 1
N

∑N
i=1 x

i).
�

Proof of Proposition 2.9. On the one hand, it is obvious that

U(0, δ0) = 0,

since this is exactly the cost incurred by playing the control α = 0. Assume now that T is large
enough that the density of NT is bounded above by 1, i.e. T ≥ 1

2π . Using the Cole-Hopf transform
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and Feynman-Kac formula to solve the PDE (HJB(N)) for V N , we have a simple representation
formula for V N (0, 0), which reads

V N (0, 0) = − 1

N
log

∫

(Rd)N
e−Nd1(mN

x ,NT )N⊗N
T (dx) = − 1

N
logE

[
e−Nd1(mN

ξ
,NT )

]
,

with (ξi)i∈N being i.d.d. with common law NT , and with mN
ξ = 1

N

∑N
i=1 δξi . Our goal is to use this

formula to prove that for infinitely many N , V N (0, 0) ≥ cN−1/d, with c > 0 being independent of
N . Clearly it suffices to show that there are constants C and c such that

E

[
e−Nd1(mN

ξ
,NT )

]
≤ Ce−cN1−1/d

, (7.8)

for infinitely many N . In order to establish (7.8), we fix N ∈ N such that N =Md for someM ∈ N,
and we consider a partition of the unit cube C = [0, 1]d into N cubes (CN,i)i=1,...,N of side length

N−1/d = 1/M . We next consider, for p ∈ (0, 1), the event Ap,N defined by

Ap,N :=
{∣∣∣{i : mN

ξ (CN,i) > 0}
∣∣∣ > (1− p)N

}
=

{∣∣∣{i : ξj ∈ CN,i for some 1 ≤ j ≤ N}
∣∣∣ > (1− p)N

}
.

In other words, Ap,N is the even that at least (1 − p)N of the N cubes (CN,i)i=1,...,N are charged

by the random measure mN
ξ . We will now state two lemmas about the event Ap,N , both of which

will be proved below.

Lemma 7.2. On the event (Ap,N )∁, we have

d1
(
mN

ξ ,NT

)
≥ cpN−1/d,

for some c > 0 independent of p and N .

Lemma 7.3. For p > 0 small enough that p < (1−p)2

8 we have

P[Ap,N ] ≤ Ce−c(p)N ,

where C is some constant independent of N and c(p) = (1−p)2

8 − p.

With these lemmas in hand, we can easily conclude the proof, since for p > 0 small enough we
have

E

[
e−Nd1(mN

ξ
,NT )

]
≤ P[Ap,N ] +

(
1− P[Ap,N ]

)
e−cN1−1/d

≤ Ce−cN + e−cN1−1/d ≤ Ce−cN1−1/d
,

for some c, C independent of N , which clearly implies (7.8). �

We now prove the two lemmas used in the above example.

Proof of Lemma 7.2. Fix ω ∈ (Ap,N )∁. Define a set I ⊂ {1, ..., N} by

I :=
{
i ∈ {1, ..., N} : mξ(ω)(CN,i) = 0

}
,

and then set CI = ∪i∈ICN,i. Then by the definition of Ap,N , we must have |I| ≥ pN . Now let γ be

any coupling between mN
ξ(ω) and NT . That is, γ ∈ P(Rd × Rd), and we have

γ(A× Rd) = mξ(ω)(A), γ(Rd ×A) = NT (A),
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for any Borel set A ⊂ Rd. Finally, for i = 1, ..., N , let CN,i
1/2 denote the cube with the same center

and half the side-length of CN,i. Then we have∫

Rd×Rd

|x− y|dγ(x, y) =
∫

Rd×Rd

|x− y|1x∈(CI )∁dγ(x, y)

≥
∫

Rd×Rd

(
|x− y|1x∈(CI )∁

∑

j∈I
1
y∈CN,j

1/2

)
dγ(x, y)

≥
∫

Rd×Rd

(
cN−1/d1x∈(CI )∁

∑

j∈I
1
y∈Cj

1/2

)
dγ(x, y)

= cN−1/d
∑

j∈I
NT (Cj

1/2) ≥ cpN−1/d,

where in the last step we used the fact that the density of NT is bounded from below on C. Taking
an infimum over the couplings γ shows that

d1(mξ(ω),NT ) ≥ cpN−1/d,

for each ω ∈ (Ap,N )c, which completes the proof. �

Proof of Lemma 7.3. First, we make a simplifying observation. Let (U i)i∈N denote a sequence of
i.i.d. random variables each of which is uniformly distributed on the unit cube C, i.e. L(U i) is the

Lebesgue measure restricted to C. For U := (U1, ..., UN ), let mN
U = 1

N

∑N
i=1 δU i , and define

Bp,N =
{∣∣∣{i : mN

U (CN,i) > 0}
∣∣∣ > (1− p)N

}
=

{∣∣∣{i : Uj ∈ CN,i for some 1 ≤ j ≤ N}
∣∣∣ > (1− p)N

}
.

In other words, Bp,N is defined exactly as Ap,N , but with the i.i.d. uniform random variables
(U i)i=1,...,N replacing the i.i.d. Gaussian random variables (ξi)i=1,...,N . Thanks to the fact that
we assumed T is large enough that the density of NT is bounded above by 1, it is clear that
P[Ap,N ] ≤ P[Bp,N ], and so it suffices to prove the estimate

P[Bp,N ] ≤ Ce−cN , (7.9)

for p small enough and C, c independent of N . We mention that P[Bp,N ] is connected to the well-
known “coupon collector problem” - in the language of this problem, P[Bp,N ] is the probability
that the coupon collector collects at least (1 − p)N distinct coupons in the first N draws from N
distinct coupons.

To analyze the probability P[Bp,N ], we first define an increasing sequence of random times
(Tm)m∈N by setting T0 := 0 and

Tm := inf
{
j ∈ N :

∣∣∣{i : mj
U (CN,i) > 0}

∣∣∣ = m
}
, m ∈ N,

and then we set τm := Tm − Tm−1 for m ∈ N \ {0}. So in the language of the coupon collector
problem, Tm is the number of draws needed to find the mth distinct coupon, and τm is the number
of draws between the discovery of themth distinct coupon and that of the (m−1)th distinct coupon.
It is easy to check that (using the notation ⌈·⌉ for the ceil part)

P[Bp,N ] ≤ P[τ1 + ...+ τ⌈(1−p)N⌉ ≤ N ],

and that (τi)i∈N are independent, with τi ∼ Geom(1− i−1
N ) i.e. for k ∈ N \ {0},

P[τ i = k] =
( i− 1

N

)k−1(
1− i− 1

N

)
.
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Using the well-known formula for the moment generating function of a geometric random variable,
we find that

E[e−λτi ] =
e−λ

(
1− i−1

N

)

1− e−λ
(
i−1
N

) ,

for each λ > 0. Thus, we see that for λ > 0, we have

P[τ1 + ...+ τ⌈(1−p)N⌉ ≤ N ] = P

[
e−λ(τ1+...+τ⌈(1−p)N⌉) ≥ e−λN

]

≤ eλNE

[
e−λ(τ1+...+τ⌈(1−p)N⌉)

]

= eλN
⌈(1−p)N⌉∏

i=1

E

[
e−λτi

]

= eλN
⌈(1−p)N⌉∏

i=1

e−λ
(
1− i−1

N

)

1− e−λ
(
i−1
N

)

= exp
{
⌊pN⌋λ+

⌈(1−p)N⌉∑

i=1

(
log

(
1− i− 1

N

)
− log

(
1− e−λ(

i− 1

N
)
))}

. (7.10)

To go further, we note that

log
(
1− i− 1

N

)
− log

(
1− e−λ i− 1

N

)
=

∞∑

n=1

n−1e−λn
(i− 1

N

)n −
∞∑

n=1

n−1
( i− 1

N

)n
(7.11)

≤ (e−λ − 1)
( i− 1

n

)
.

Notice that for any 0 < λ ≤ 1, we have exp(−λ) − 1 ≤ −λ
4 , and so combining (7.10) with (7.11)

shows that for 0 < λ ≤ 1,

P[τ1 + ...+ τ⌈(1−p)N⌉ ≤ N ] ≤ exp
{
⌊pN⌋λ− (1− e−λ)

⌈(1−p)N⌉∑

i=1

i− 1

N

}

≤ exp
{
pNλ− (1 − e−λ)(1− p)2

N

2

}

≤ exp
{
pNλ− 1

8
λN(1− p)2

}
= exp

{
λN

(
p− (1− p)2

8

)}
.

Fixing λ = 1, we see that if p small enough that p < (1−p)2

8 , then we have

P[Bp,N ] ≤ exp(−cN).

with c =
(
p− (1−p)2

8

)
. This concludes the proof. �

Appendix A. Some auxiliary estimates for finite-dimensional PDEs

In this appendix, we first give some results about linear and semi-linear parabolic equations
that were used in Section 3. We also give a sketch of proof of Lemma 4.1 in Subsection B.

The following form of Grönwall’s Lemma will be useful (see [YGD07]):

Lemma A.1. Assume that l ∈ L∞([0, T ]) satisfies, for some non-decreasing measurable C1 :
[0, T ] → R+, some C2 > 0 and all t ∈ [0, T ],

l(t) ≤ C1(t) + C2

∫ T

t

l(s)√
s− t

ds,



58 S. DAUDIN, F. DELARUE, AND J. JACKSON

then, there exists a constant C(C2, T ) (depending on C2 and T ) such that, for all t ∈ [0, T ],

l(t) ≤ C1(t)C(C2, T ).

A.1. Linear PDEs.

Lemma A.2. Suppose that α : [t0, T ]× Td → Rd is Lipschitz continuous in x uniformly in t, take
g ∈ C1(Td), t1 ∈ (t0, T ] and let v be the solution to

− ∂tv(t, x)−∆xv(t, x)− α(t, x) ·Dxv(t, x) = 0 in (t0, t1)× Td, v(t1, x) = g(x) in Td. (A.1)

Then,

• If α satisfies

sup
t0≤t≤T

‖α(t, ·)‖L∞ + sup
t0≤t≤T

√
T − t‖Dxα(t, ·)‖L∞ ≤ C1, (A.2)

for some C1 > 0. Then, there is C ′
1 depending only on C1 such that

sup
t∈[t0,t1]

‖Dxv(t, ·)‖L∞ + sup
t∈[t0,t1]

√
t1 − t‖D2

xxv(t, ·)‖L∞ ≤ C ′
1‖Dxg‖L∞ . (A.3)

• If we further assume that g ∈ Hs and supt0≤t≤T ‖α(t, ·)‖s−1 ≤ C2 for some C2 > 0, then

sup
t∈[t0,t1]

‖v(t, ·)‖Hs ≤ C ′
2‖g‖Hs , (A.4)

for some some C ′
2 depending only on C2.

Proof. We start with the proof of (A.3) Let us write Pt for the heat semi-group on Td, i.e. given
φ : Td → R,

(
Ptφ

)
(x) = ψ(t, x), where ψ solves ∂tψ = ∆xψ, ψ(0, x) = φ(x).

We note for later use that we have the classical estimates for P :

‖Ptf‖L∞ ≤ ‖f‖L∞ , ‖DxPtf‖L∞ ≤ C√
t
‖f‖L∞ , (A.5)

‖Ptf‖s ≤ ‖f‖s , ‖Ptf‖s ≤
C√
t
‖f‖s−1 . (A.6)

Notice that the solution v to (A.1) must satisfy for (t, x) ∈ [t0, t1]× Td

v(t, x) = Pt1−tg(x) +

∫ t1

t
Ps−t [α(s, ·) ·Dxv(s, ·)] (x)ds. (A.7)

And therefore, differentiating (A.7) in x, it holds that

Dxv(t, x) = Pt1−tDxg(x) +

∫ t1

t
DxPs−t [α(s, ·) ·Dxv(s, ·)] (x)ds,

which, in turn, using the smoothing properties (A.5), leads to

‖Dxv(t, ·)‖L∞ ≤ ‖Dxg‖L∞ + sup
t∈[t0,t1]

‖α(t, ·)‖L∞

∫ t1

t

‖Dxv(s, ·)‖L∞√
s− t

ds,

and we conclude with Lemma A.1 that inequality

sup
t∈[t0,t1]

‖Dxv(t, ·)‖L∞ ≤ C‖Dxg‖L∞ (A.8)
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holds for some C = C(C1, T ). For the estimate on ‖D2
xxv(t, ·)‖∞, we differentiate (A.7) as follows

D2
xxv(t, x) = DxPt1−tDxg(x) +

∫ t1

t
DxPs−t

[
Dxα(s, ·)Dxv(s, ·) +D2

xxv(s, ·)α(s, ·)
]
(x)ds.

And therefore, using the smoothing properties (A.5) and the regularity condition (A.2) on α we
have

‖D2
xxv(t, ·)‖L∞ ≤ ‖Dxg‖L∞√

t1 − t
+ sup

t∈[t0,t1]
‖Dxv(t, ·)‖L∞

∫ t1

t

‖Dxα(s, ·)‖L∞√
s− t

ds

+ sup
t∈[t0,t1]

‖α(t, ·)‖L∞

∫ t1

t

‖D2
xxv(s, ·)‖L∞√

t− s
ds

≤ ‖Dxg‖L∞√
t1 − t

+ C1 sup
t∈[t0,t1]

‖Dxv(t, .)‖L∞

∫ t1

t

1√
T − s

√
s− t

ds

+ C1

∫ t1

t

‖D2
xxv(s, ·)‖L∞√

t− s
ds.

Noticing that ∫ t1

t

1√
T − s

√
s− t

ds ≤
∫ T

t

1√
T − s

√
s− t

ds = π,

we get, applying Gronwall’s Lemma A.1,

‖D2
xxv(t, ·)‖L∞ ≤ C

(
sup

t∈[t0,t1]
‖Dxv(t, ·)‖L∞ +

‖Dxg‖L∞√
t1 − t

)
,

for some C = C(C1, T ). We conclude using the bound (A.8) on Dxv.

We continue with the proof of (A.4) under the corresponding assumption. Being s−1 > d/2, there
is some Cs depending only on s such that ‖fg‖Hs−1 ≤ Cs‖f‖Hs−1‖g‖Hs−1 whenever f, g ∈ Hs−1.
Therefore, using the smoothness assumed on α, we have for each fixed r ∈ [t0, t1]

‖α(r, ·) ·Dxv(r, ·)‖Hs−1 ≤ C ‖Dxv(r, .)‖Hs−1 ≤ C ‖v‖Hs .

Combining this with the smoothing property (A.6), we have

∥∥Pr−t

(
α(r, ·) ·Dxv(r, ·)

)∥∥
Hs ≤

C√
r − t

‖v(r, ·)‖Hs . (A.9)

But now using (A.7), we have, for all t ∈ [t0, t1],

‖v(t, ·)‖Hs ≤ ‖g‖Hs +

∫ t1

t

∥∥Pr−t

(
b(r, ·) ·Dxv(r, ·)

)∥∥
Hs dr

≤ ‖g‖Hs + C

∫ t1

t

‖v(r, ·)‖Hs√
r − t

dr.

Using Grönwall Lemma A.1, we get (A.4).
�

Now we can prove the stability Lemmas 3.3 and 3.5.

Proof of Lemma 3.3. We argue by duality using Lemma A.2 above. Indeed, for any m1,m2 satis-
fying

∂tm
i
t = ∆mi

t − div
(
mi

tα(t, ·)
)
,
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for (t, x) ∈ [t0, T ]× Td, any g ∈ Hs and any t1 ∈ [t0, T ], we have∫

Td

g(x)(m1
t1 −m2

t1)(dx) =

∫

Td

v(t0, x)(m
1
t0 −m2

t0)(dx),

where v solves (A.1). As a consequence,∫

Td

g(x)(m1
t1 −m2

t1)(dx) ≤ ‖v(t0, ·)‖Hs

∥∥m1
t0 −m2

t0

∥∥
H−s ≤ C ‖g‖Hs

∥∥m1
t0 −m2

t0

∥∥
H−s ,

and so taking a supremum over g with ‖g‖Hs ≤ 1 gives the result. �

Proof of Lemma 3.5. We argue once again by duality to deduce that, for all t1 ∈ [t0, T ] and all
1-Lipschitz function g,∫

Td

g(x)(m1
t1 −m2

t1)(dx) =

∫

Td

v(t0, x)(m
1
t0 −m2

t0)(dx)

≤ ‖Dxv(t0, .)‖L∞d1(m
1
t0 ,m

2
t0) ≤ C ′

1d1(m
1
t0 ,m

2
t0),

where v is solution to (A.1) with terminal data g and C ′
1 is the constant appearing in (A.3). Taking

the supremum over 1-Lipschitz functions g gives the first statement in Lemma 3.5. For the second
statement we proceed similarly. Once again, let t1 ∈ (t0, T ], let g be a 1-Lipschitz function and v
the solution to (A.1) with terminal data g. Using (A.3) we infer that∫

Td

g(x)
(
m1

t1 −m2
t1

)
(dx) =

∫

Td

v(t0, x)(m
1
t0 −m2

t0)(dx)

≤
(
‖Dxv(t0, .)‖L∞ + ‖D2

xxv(t0, .)‖L∞

) ∥∥m1
t0 −m2

t0

∥∥
−2,∞

≤ C ′
1√

t1 − t0

∥∥m1
t0 −m2

t0

∥∥
−2,∞ .

Taking the supremum over 1-Lipschitz functions g gives the result. �

A.2. HJB equation.

Lemma A.3. Assume that H satisfies (1) and (2) in Assumption (2.1). Take f ∈ L∞([t0, T ], C2(Td))
and g ∈ C2(Td)). Let u ∈ C1,2([t0, T )× Td) be the solution to

− ∂tu(t, x)+H
(
x,Dxu(t, x)

)
−∆xu(t, x) = f(t, x) in (t0, T )×Td, u(T, x) = g(x) in Td. (A.10)

Then ‖Dxu‖L∞ +supt∈[t0,T ]

√
T − t‖D2

xxu(t, .)‖L∞ ≤ C for some C = C(‖Dxf‖L∞, ‖Dxg‖L∞) > 0.

If we further assume that H ∈ Cs(Td × Rd), f ∈ L∞([0, T ], Cs(Td)) and g ∈ Cs(Td) then

sup
t∈[t0,T ]

‖u(t, ·)‖Cs + sup
t∈[t0,T ]

√
T − t‖u(t, ·)‖Cs+1 ≤ C ′

for some C ′ = C ′(supt∈[t0,T ] ‖f(t, ·)‖Cs , ‖g‖Cs).

Proof. The Lipschitz estimate is standard and follows from the classical Bernstein method and the
condition on the growth ofDxH in Assumption (2.1). Therefore, there is C = C(‖Dxf‖L∞ , ‖Dxg‖L∞)
such that

‖Dxu‖L∞ ≤ C. (A.11)

Being a classical solution, u must satisfy, for all (t, x) ∈ [t0, T ]× Td,

u(t, x) = PT−tg(x) +

∫ T

t
Ps−tf(s, ·)(x)ds −

∫ T

t
Ps−t [H(·,Dxu(s, ·)] (x)ds.
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Differentiating twice and integrating by parts leads, for all (t, x) ∈ [t0, T ]× Td to

D2
xxu(t, x) = DxPT−tDxg(x) +

∫ T

t
DxPs−tDxf(s, ·)(x)ds −

∫ T

t
DxPs−tDx [H(·,Dxu(s, ·)] (x)ds.

(A.12)
Using the smoothing properties (A.5), we deduce that inequality

‖D2
xxu(t, ·)‖L∞ ≤ ‖Dxg‖L∞√

T − t
+

∫ T

t

‖Dxf‖L∞√
s− t

ds+

∫ T

t

C(1 + ‖D2
xxu(s, ·)‖L∞)√
s− t

ds

holds for some C = C(‖Dxu‖L∞) > 0 and for all t ∈ [t0, T ). As a consequence, taking (A.11) into
account we can find C = C(‖Dxf‖L∞ , ‖Dxg‖L∞) > 0 such that inequality

‖D2
xxu(t, ·)‖L∞ ≤ C

(
1 +

1√
T − t

+

∫ T

t

‖D2
xxu(s, ·)‖L∞√

s− t
ds
)

holds for all t ∈ [t0, T ) and we deduce from Grönwall’s Lemma (A.1) that

‖D2
xxu(t, ·)‖L∞ ≤ C

(
1 +

1√
T − t

)
,

for some C = C(‖Dxf‖L∞ , ‖Dxg‖L∞) > 0 .
For the second part of the lemma, we easily prove by induction that

sup
t∈[t0,T ]

‖u(t, .)‖Cs ≤ C,

for some C = C(supt∈[t0,T ] ‖f(t, ·)‖Cs , ‖g‖Cs) > 0 and we deduce the bound on ‖u(t, ·)‖Cs+1 as we

got the bound on ‖D2
xxu(t, ·)‖L∞ .

�

Appendix B. A mollification argument

We provide the proof of Lemma 4.1.

Proof. Step 1. We introduce the following notation. For any n ≥ 1, we denote by Pn(T
d) the

collection of probability measures whose Fourier coefficients of order greater than n are null, i.e.

Pn(T
d) :=

{
m ∈ P(Td) : m̂k = 0, |k|∞ ≥ n

}
,

where k in the above notation is implicitly understood as a multi-index k = (k1, · · · , kd) ∈ Zd of
sup norm |k|∞ := max(|k1|, . . . , |kd|). Accordingly, the set Pn(T

d) can be identified with a finite-
dimensional set On describing the Fourier coefficients of order less than n. The set On can be
described in an exhaustive manner by means of Bochner’s theorem. We just refer to [CD22] for the
details as the precise formulation of On does not really matter for our needs. The only two things
that we need are

(1) The set On can be regarded as a subset of R|D(n)| × R|D(n)| and it contains an open ball

Bn × Bn centered at the origin of R|D(n)| × R|D(n)|, where D(n) is a certain subset of
{k ∈ Zd \ {0} : |k|∞ < n} and |D(n)| denotes its cardinal.

(2) Denoting by

In :
(
(ak)k∈D(n), (bk)k∈D(n)

)
∈ RD(n) × RD(n)

7→
(
x ∈ Td 7→ 1 + 2

∑

k∈D(n)

(
ak cos(2πk · x) + bk sin(2πk · x)

))
,
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the mapping In is one-to-one from On onto Pn(T
d) (here, the additional 1 is regarded as

the constant function on the torus, equal to 1). For m ∈ Pn(T
d), its pre-image by In writes

I
−1
n (m) =

(
R
[
m̂k

]
,ℑ

[
m̂k

])
k∈D(n)

,

where R(z) and ℑ(z) denote the real and imaginary parts of a complex number z.
The next ingredient that is needed in the proof is the Féjer kernel of rank n, which we denote

by ϕn : Td → R. We recall that ϕn is a (symmetric) probability density whose Fourier coefficients
are given by

ϕ̂k =

d∏

j=1

(
1− kj

n

)
, if |k|∞ < n,

ϕ̂k = 0, if |k|∞ ≥ n.

for any multi-index k = (k1, · · · , kd) ∈ Zd. In particular, for any m ∈ P(Td), the convolution
m ∗ ϕn is an element of Pn(T

d). Also, for η ∈ [0, 1] and for (a, b) := ((ak)k∈D(n), (bk)k∈D(n)) ∈ Bn,
the combination (

1− η
)
m ∗ ϕn + ηIn(a, b)

is an element of Pn(T
d). Its pre-image by In is

I
−1
n

((
1− η

)
m ∗ ϕn + ηIn(a, b)

)

=

([
(1− η)R

[
m̂k

]
ϕ̂k
n + ηak

]
,
[
(1− η)ℑ

[
m̂k

]
ϕ̂k
n + ηbk

])
k∈D(n)

.

Step 2. For η ∈ (0, 1), we now let:

Φη,n(m) =

∫

R|D(n)|×R|D(n)|

Φ
((

1− η
)
m ∗ ϕn + ηIn(a, b)

)
ρn(a)ρn(b)dadb,

for ρn a smooth kernel whose support is included in Bn. By an obvious change of variable, we have

Φη,n(m) =

∫

R|D(n)|×R|D(n)|

[
Φ
(
In(a, b)

)

× ρn

((ak − (1− η)R
[
m̂k

]
ϕ̂k
n

η

)
k∈D(n)

)
ρn

((bk − (1− η)ℑ
[
m̂k

]
ϕ̂k
n

ǫ

)
k∈D(n)

)]
dadb,

from which we deduce that Φη,n is infinitely differentiable with respect to the real and imaginary
parts of the Fourier coefficients of the inputs. In particlar, the latter says that Φη,n can be regarded
as a smooth function on On. The analysis achieved in [CD22] shows that Φη,n is continuously
differentiable in m. The derivative [δΦη,n/δm](m, ·) has, at any m ∈ P(Td), a finite number of
non-zero Fourier modes and is thus smooth. This shows (3) in the statement.

Step 3. We now prove (2) in the statement. Lipschitz property (w.r.t. d1) is just a consequence
of the following two facts: Φ is c1-Lipschitz continuous w.r.t. d1 and

d1(m ∗ ϕn,m
′ ∗ ϕn) ≤ d1(m,m

′), m,m′ ∈ P(Td),

i.e. convolution by Féjer kernel is a contraction under d1. The proof of the above inequality is quite
obvious. For two m,m′ ∈ P(Td), we call π an optimal coupling between m,m′ for the d1-distance.
Then, the probability measure defined by

π′(A×B) =

∫

Td×Td

π
(
(A+ z)× (B + z)

)
dϕn(z),
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for any two Borel subsets A and B of Td, is a coupling between m ∗ ϕn and m′ ∗ ϕn. Obviously,

d1
(
m ∗ ϕn,m

′ ∗ ϕn

)
≤

∫

Td×Td

|x− y|dπ′(x, y) =
∫

Td×Td

|x− y|dπ(x, y) = d1(m,m
′).

As for the proof of the semi-concavity property, we already know that, for any λ ∈ [0, 1],

Φ
(
λm′ + (1− λ)m

)
≥ λΦ(m′) + (1− λ)Φ(m)− c2

2
λ(1− λ)d21(m,m

′), m,m′ ∈ P(Td).

Inserting this property in the definition of Φη,n and using again the contractive property of the
convolution under d1, we deduce that Φη,n is also c2-semi-concave w.r.t. d1.

Step 4. We now prove (1). To do so, it suffices to observe that

d1
(
(1− η)m ∗ ϕn + ηI (a, b),m

)
≤ (1− η)d1

(
m ∗ ϕn,m

)
+ ηd1

(
I (a, b) ∗ ϕn,m

)

≤ (1− η)d1
(
m ∗ ϕn,m

)
+ cdη,

for a constant cd only depending on the dimension (this following from the fact that, on the torus,
d1 is bounded by the total variation distance up to a multiplicative constant).

It then remains to see that

d1
(
m ∗ ϕn,m

)
≤ sup

f1−Lip

∫

Td
f(x)d

(
m ∗ ϕn −m

)
(x) ≤ sup

f1−Lip

∥∥f − f ∗ ϕn‖∞.

The latter right-hand side tends to 0 as n tends to ∞, see again [CD22]. �
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NICE, FRANCE

Email address: FRANCOIS.DELARUE@UNIV-COTEDAZUR.FR

(J. JACSKON) DEPARTMENT OF MATHEMATICS, THE UNIVERSITY OF TEXAS AT AUSTIN,
UNITED STATES

Email address: JJACKSO1@UTEXAS.EDU


	1. Introduction
	2. Preliminaries and main results
	3. Properties of the value function
	4. Three regularization procedures
	5. Proofs of the “hard inequalities"
	6. Proofs of the “easy inequalities"
	7. Proofs for the examples and the convex case
	Appendix A. Some auxiliary estimates for finite-dimensional PDEs
	Appendix B. A mollification argument
	References

