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Simultaneous Topology Identification and
Synchronization of Directed Dynamical

Networks
Esteban Restrepo, Nana Wang, and Dimos V. Dimarogonas, Fellow, IEEE

Abstract— We propose an approach for simultaneous
topology identification and synchronization of a complex dy-
namical network with directed interconnections that relies on
the edge-agreement framework and on adaptive-control ap-
proaches by design of an auxiliary synchronizing network. Our
method guarantees the identification of the unknown directed
topology without the need for verifying the Linear Indepen-
dence Conditions normally required by previous works in the
literature. Furthermore, it also guarantees that the complex
network reaches synchronization as determined by the internal
dynamics of the system. Under our identification algorithm we
provide strong stability results for the estimation errors in the
form of uniform semiglobal practical asymptotic stability of the
estimation errors. Finally, we demonstrate the effectiveness of
our approach with a numerical example.

Index Terms— Complex networks, topology identifica-
tion, synchronization, multi-agent systems.

I. INTRODUCTION

Complex dynamical networks are used to represent a great
number of real systems including social networks, biological
networks, multi-robot systems, power grids, to name a few
[1], [2]. The evolution of many of such complex dynamical
networks may be modeled by the differential equation [2]

ẋi = fi(xi) +

N∑
j=1

cijh (xj) , (1)

where xi ∈ Rn is the state of the sub-system i, fi : Rn →
Rn is a smooth function, h : Rn → Rn is a linear or
nonlinear coupling function, and the coefficients cij describe
the topology of the network in which cij ̸= 0 if sub-system i
directly interacts with sub-system j, and cij = 0 otherwise.

In the last few years, the study of complex networks
has mainly focused on the problem of synchronization of
systems modeled by (1) [3]–[6], either for control design
or analysis. Synchronization means that all the sub-systems
ultimately follow the same trajectory, up to a certain “shift”.
The achievement of synchronization greatly depends of the
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interaction topology of the network, which is usually assumed
either to be known or to have some known properties in
terms of connectivity, persistency, etc [2]. However, in many
situations the topology of the complex network is not known,
therefore the network is not directly accessible to control or
analysis.

Aiming to overcome this barrier, many studies have focused
on the problem of identifying the network topology. Some
of the existing studies use a data-based approach to identify
the underlying graph using optimization-based approaches—
see e.g. [7]–[10]. Others, rely on synchronization and adaptive
control in order to estimate the unknown topology [11]–[18].
In this paper we rely on the latter.

In many existing works in the literature, e.g. [13]–[17], the
unknown topology of the network is identified by synchroniz-
ing the network of interest with an auxiliary network, or with
multiple auxiliary networks [18], with known topology, which
is described by the differential equation

ẏi = fi(yi)−
N∑
j=1

ĉijh (yj)− diζi, (2)

with updating laws ˙̂cij = −ζ⊤i h(yj) and ḋi = ki|ζi|2, where
ζi := xi − yi and ki is a positive constant. This auxiliary
network can be either a virtual system explicitly designed
for the identification purpose [12]–[15] or exist as a part of
the system within a multi-layer topology [16]. In all of these
works the successful identification of the unknown topology
relies on the trajectories of the systems satisfying a Linear
Independence Condition, stated as follows.

The functions h(xi), i = 1, . . . , N , are linearly indepen-
dent if and only if there do not exist nonzero constants bi,
i = 1, . . . , N , such that b1h(x1) + · · · + bNh(xN ) = 0.
When all functions h(xi) satisfy the linear independence
condition on the invariant synchronization manifold {ζi = 0},
then ĉij → cij , i.e., the topology of the network of (1)
is successfully identified—cf. [13]. Roughly speaking, this
condition implies that the trajectories of the system must
be “chaotic enough” so that synchronization is avoided and
the topology is correctly estimated. Indeed, it is shown in
[13] that synchronization poses an obstacle to the topology
identification since the information about the topology is lost
as the agents synchronize. The Linear Independence Condition
is however difficult to verify and reduces the class of systems
to which the previous results can be applied.
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In light of this, a new framework for topology identification
is developed in [19] where an external input is added to
system (1). More precisely, the dynamics of each agent is now
described by

ẋi = fi(xi) +

N∑
j=1

cijΓxj + ui, (3)

where Γ ∈ Rn×n is a linear coupling and ui ∈ Rn is the
external input given by

ui = ẏi − fi(yi)−
N∑
j=1

ĉijΓxj − diζi, (4)

with updating laws ˙̂cij = −ζ⊤i Γxj and ḋi = ki|ζi|2, ki is a
positive constant, and ζi := xi − yi where yi are the states of
isolated nodes in an auxiliary network, described by

yi(t) = νgi(t) (5)

with ν ∈ Rn satisfying Γν ̸= 0, and gi : R → R satisfying
the following assumption.

Assumption 1: There exists a positive constant, T satisfying
gk(t) = gk(t + T ), 1 ≤ k ≤ N . Moreover, there exists a
sequence of time points t(p)1 , . . . , t

(p)
p ∈ [0, T ) satisfying

p∑
l=1

gk(t
(p)
l ) =

{
0, 1 ≤ k < p

δp ̸= 0, k = p
(6)

for p = 1, . . . , N .
Under Assumption 1, using (4), the authors in [19] show

that the topology is successfully recovered by the estimates
ĉij , without the need of verifying the Linear Independence
Condition. Indeed, the input (4) consists basically in a tracking
law making the nodes of the original network xi track the
auxiliary nodes yi, which are described by the time-varying
functions (5) satisfying Assumption 1. This makes the multi-
agent system avoid synchronization, effectively overcoming
the obstacle raised in [13] and guarantees the successful
identification of the unknown topology without the need for
verifying the Linear Independence Condition.

Although the approach above successfully estimates the
unknown topology, it makes the system behave “erratically”
and avoid synchronization, even after the topology has been
successfully identified. This may be hindering in most appli-
cations of dynamical networks. On the one hand, as it was
mentioned above one, knowledge of the network topology
is required for controlling the network in order to achieve a
desired behavior via, e.g., leader-follower or pinning control.
On the other hand, however, synchronization constitutes the
basis of coordination protocols and, in many cases, the internal
dynamics of complex multi-agent systems and so it is desir-
able to preserve (or achieve) and keep stable such synchro-
nized behavior. Then, using the approaches mentioned above,
controlling a dynamical network with unknown topology is
tantamount to accomplishing two conflicting goals. Therefore,
in order to overcome this impasse, in this paper we propose
a novel approach for simultaneous topology identification and
synchronization of dynamical networks.

A. Contributions of this paper

The contributions of this paper are twofold. On one hand,
we present a new perspective for the study of the topology
identification problem which relies on the edge-agreement
framework [20]. On the other hand, we propose a new
adaptive-control-based topology-identification algorithm based
on the concept of δ-persistency of excitation [21].

More precisely, the study of the identification problem using
the edge-agreement framework allow us to write the system in
a form usually found in the literature of adaptive control. This
makes the control-design process as well as the analysis of the
closed-loop system more intuitive as we can directly rely on
well-known adaptive-control approaches. Indeed, based on this
representation we propose a new algorithm where the dynam-
ics of an auxiliary network are designed to be δ-persistently
exciting. The latter, in contrast to [19], allows us to identify the
unknown topology while guaranteeing that the synchronization
behavior of the system is achieved (preserved) and despite this
fact. This makes our approach more suited to synchronization-
based applications requiring simultaneous identification and
control, as would an observer-based feedback-control approach
for general dynamical systems be.

Our result distinguishes itself from the the previous works
in that, by leveraging the properties and advantages of the
edge-agreement representation, we are able to provide strong
stability results for the identification errors in terms of uniform
semiglobal practical asymptotic stability. Such characteriza-
tion of the error trajectories is not only stronger than the
convergence results generally proposed in the works of the
literature discussed above, but we believe that it is also an
important property that may allow to apply the present results
to more complex systems and applications.

The rest of this paper is organized as follows. In Section II
are presented some preliminaries and the problem formula-
tion. The topology identification methodology is presented in
Section III. Finally, some numerical examples are presented in
Section IV and concluding remarks are included in Section V.

II. PRELIMINARIES

A. Notations

A continuous function α : R≥0 → R≥0 is of class K (α ∈
K), if it is strictly increasing and α(0) = 0; α ∈ K∞ if,
in addition, α(s) → ∞ as s → ∞. A continuous function
σ : R≥0 → R≥0 is of class L if it is decreasing and σ(s) → 0
as s→ ∞. A function β : R≥0×R≥0 → R≥0 is of class KL if,
β(·, t) ∈ K for any t ∈ R≥0, and β(s, ·) ∈ L for any s ∈ R≥0.
We use | · | for the Euclidean norm of vectors and the induced
L2 norm of matrices. The set B(∆) ⊂ Rn is the closed ball of
radius ∆ centered at the origin, i.e. B(∆) := {x ∈ Rn : |x| ≤
∆}. The notation H(δ,∆) := {x ∈ Rn : δ ≤ |x| ≤ ∆}. We
define |x|δ := infy∈B(δ) |x− y|.

We use G = (V, E ,W ) to denote a weighted graph defined
by a node set V = {1, 2, . . . , N} with cardinality N and
corresponding to the agents’ states, an edge set E ⊆ V2 with
cardinality M and characterizing the information exchange
between agents, that is, an edge ek := (i, j) ∈ E , k =
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{1, . . . ,M}, is an ordered pair indicating that agent j has
access to information from node i, and a positive diagonal
matrix W ∈ RM×M , whose diagonal wk entries represent
the weights of the edges. A graph is said to be undirected
if (i, j) ∈ E =⇒ (j, i) ∈ E . An orientation of an
undirected graph is the assignment of directions to its edges.
An undirected graph is said to be connected if there is an
undirected path between every pair of distinct nodes. A tree
is a subgraph in which every node has exactly one parent
except for one node, called the root, which has no parent and
which has a path to every other node. A spanning tree is a
tree subgraph containing all nodes in V . A graph is said to be
complete if there exists an edge between every pair of agents.

B. Model and problem formulation

We consider a multi-agent system where the agents interact
over an unknown topology described by a directed graph
G(V, E ,W ) containing a directed spanning tree. Furthermore
consider that each agent’s dynamics is governed by the law

ẋi = fi(xi)− c

N∑
j=1

wij [xi − xj ] + ui i ∈ V, (7)

where xi ∈ R1 is the state of agent i, fi : R → R is a
smooth function, wij ≡ wk is the unknown weight of the
interconnection between agents i and j such that wij = 0 if
the edge ek /∈ E and wij ̸= 0 if the edge ek ∈ E . Also, we
assume the following.

Assumption 2: For each i ≤ N , there exists a positive
constant Li such that

|fi(x)− fi(y)| ≤ Li|x− y| (8)

for all x, y ∈ R.

Let E ∈ RN×M denote the (unknown) incidence matrix
of G. This is a matrix with rows indexed by the nodes and
columns indexed by the edges with its (i, k)th entry defined
as follows: [E]ik := −1 if i is the terminal node of edge
ek, [E]ik := 1 if i is the initial node of edge ek, and
[E]ik := 0 otherwise. Similarly, let E⊙ ∈ RN×M denote
the (unknown) in-incidence matrix of G, defined as follows:
[E⊙]ik := −1 if i is the terminal node of edge ek and
[E⊙]ik := 0 otherwise. Then, defining x⊤ := [x1 . . . xN ]

⊤,
F (x)⊤ := [f1(x1) . . . fN (xN )]

⊤, and u⊤ := [u1 . . . uN ]
⊤,

(1) may be written in compact form as

ẋ = F (x)− cE⊙WE⊤x+ u. (9)

Now, denote by Ē and Ē⊙, respectively, the incidence and
in-incidence matrices of a complete graph K(V, Ec, W̄ ), where
E ⊆ Ec, |Ec| = N(N − 1) =: M̄ , and let W̄ := diag{w̄k}
where w̄k ≡ wk if ēk ∈ E and w̄k = 0 if ēk ∈ Ec\E . That is,
the weight w̄k is different from 0 if the edge ēk of the complete
graph exists in the graph G to be identified. Therefore, akin
to (9), we have

ẋ = F (x)− cĒ⊙W̄ Ē⊤x+ u. (10)

1For simplicity of notation we consider agents in R, however, using the
Kronecker product, the results in this paper apply to agents evolving in Rn.

In this paper, we study the networked system using the edge-
agreement framework [20] in which we consider the state of
the edges of the graph rather than that of the nodes. That is,
we study the evolution the edge variable z := Ē⊤x. Then,
using (10) we obtain

ż = Ē⊤F (x)− cĒ⊤Ē⊙W̄z + Ē⊤u. (11)

One property the edge-based representation for networked
systems is that it is possible to obtain an equivalent reduced
system in terms of an arbitrary directed spanning tree. Indeed,
using an appropriate labeling of the edges, the incidence
matrix of the complete graph K may be expressed as

Ē =
[
ĒT ĒC

]
(12)

where ĒT ∈ RN×(N−1) denotes the full-column-rank in-
cidence matrix corresponding to an arbitrary spanning tree
GT ⊂ K and ĒC ∈ RN×(M̄−N+1) represents the incidence
matrix corresponding to the remaining edges not contained in
GT . Moreover, defining

R := [ IN−1 T ] , T :=
(
Ē⊤

T ĒT
)−1

Ē⊤
T ĒC , (13)

with IN−1 denoting the N −1 identity matrix, one obtains an
alternative representation of the incidence matrix given by

Ē = ĒT R. (14)

Similarly, the edge state may be divided as

z =
[
z⊤T z⊤C

]⊤
, (15)

where zT ∈ R(N−1) are the states of the edges corresponding
to the spanning tree GT and zC ∈ RM̄−N+1 are the states
of the remaining edges. Moreover, using the identity (14) we
have that

z = R⊤zT . (16)

Then, from (11), applying (14) and (16), we obtain a reduced-
order model

żT = Ē⊤
T F (x)− cĒ⊤

T Ē⊙W̄R⊤zT + Ē⊤
T u. (17)

Note that, since Ē and Ē⊙ are the incidence and in-
incidence matrices of the complete graph on N nodes, they
are known. Therefore, using the notation in (17), the topology
identification problem reduces to estimating the diagonal en-
tries of matrix W̄ , i.e. the edge weights w̄k. On the other
hand, the synchronization problem is transformed into the
stabilization of the origin for the reduced-order system (17).
Indeed, from (16) zT → 0 implies z → 0, and the latter is
equivalent to xi − xj → 0 for all i, j ∈ V .

III. SIMULTANEOUS TOPOLOGY IDENTIFICATION AND
SYNCHRONIZATION

A. Control design

In this section we design the external input u in order to
simultaneously identify the unknown graph topology G by
estimating the edge weights w̄k, k ≤ M̄ and synchronize the
dynamical systems (7).
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For that purpose, let us define w̄⊤ := [w̄1 · · · w̄M̄ ] ∈ RM̄

as the vector of unknown weights, ŵ⊤ := [ŵ1 · · · ŵM̄ ] ∈ RM̄

as the estimate of w̄, and Ŵ := diag{ŵ}. Then, the external
input is set to

u = −c1(x− x̂(t)) + ˙̂x(t) + cĒ⊙Ŵ (t)ẑ(t)− F (x̂(t)) (18)

with the updating law

˙̂w = −cẐ(t)Ē⊤
⊙ x̃− cẐ(t)Ē⊤

⊙Ēz̃, (19)

where c1 > 2Lf is a positive constant, z̃ := z − ẑ(t) =
Ē⊤(x− x̂(t)), ẑ(t) := Ē⊤x̂(t), Ẑ(t) := diag{ẑ(t)}, and x̂(t)
is an auxiliary variable to be designed later.

Now, defining w̃ := w̄− ŵ, from (10), (11), (18), and (19),
and using the identities (14) and (16) we have that the closed-
loop system is given by ˙̃x
˙̃zT
˙̃w

=
−c1I − cL̄ 0 −cĒ⊙Ẑ(t)

0 −c1I − cL̄e −cĒ⊤
T Ē⊙Ẑ(t)

cẐ(t)Ē⊤
⊙ cẐ(t)Ē⊤

⊙ĒT RR
⊤ 0

 x̃
z̃T
w̃


+

 F̃ (x, x̂)

Ē⊤
T F̃ (x, x̂)

0

 ,
(20)

where L̄ := Ē⊙W̄ Ē⊤, L̄e := Ē⊤
T Ē⊙W̄R⊤, and F̃ (x, x̂) :=

F (x)− F (x̂(t)).
Note that in view of Assumption 2, the last term on the

right-hand side of (20) satisfies

|F̃ (x, x̂)| = |[F (x)− F (x̂(t))]| ≤ Lf |x̃|, (21)

where Lf := max
i∈V

{Li}.

Before presenting the result on simultaneous synchroniza-
tion and identification in Sections III-C and III-D, we state the
following intermediate result which relies on the signal ẑ(t)
being persistently exciting—see Appendix I for a definition.

B. Identification without synchronization

Proposition 1: Assume that the signal ẑ(t) is bounded,
globally Lipschitz and persistently exciting. Then, the topol-
ogy of network (7) is identified by the estimate ŵ, that is,
w̄ = lim

t→∞
ŵ(t), applying input (18) and update law (19). □

Proof: Eq. (20) can be seen as a perturbed version of ˙̃x
˙̃zT
˙̃w

=
−c1I − cL̄ 0 −cĒ⊙Ẑ(t)

0 −c1I − cL̄e −cĒ⊤
T Ē⊙Ẑ(t)

cẐ(t)Ē⊤
⊙ cẐ(t)Ē⊤

⊙ĒT RR
⊤ 0

 x̃
z̃T
w̃

.
(22)

Systems in the form of (22), with Ẑ(t) persistently exciting,
have been studied extensively in adaptive control. First note
that L̄ is the Laplacian of a directed graph containing a
spanning tree and therefore all of its eigenvalues have non-
negative real parts. Similarly, L̄e denotes the essential edge
Laplacian [22], whose eigenvalues have positive real parts.
From the latter −c1I−cL̄ and −c1I−cL̄e are Hurwitz. Now,
consider the integral∫ t+T

t

Ẑ(τ)Ē⊤
⊙Ē⊙Ẑ(τ) + Ẑ(τ)Ē⊤

⊙ĒT RR
⊤Ē⊤

T Ē⊙Ẑ(τ)dτ.

(23)

Since Ẑ is a diagonal matrix and ẑ denotes an edge represen-
tation of the auxiliary variables x̂, akin to (15), the integral
(23) can be equivalently expressed as∫ t+T

t

ẑT (τ)
⊤[RR⊤+RĒ⊤

⊙ĒT RR
⊤Ē⊤

T Ē⊙R
⊤] ẑT (τ)dτ ≥∫ t+T

t

ẑT (τ)
⊤ẑT (τ)dτ≥

µ >0,
(24)

where we have used the facts that RR⊤ is symmetric positive
definite with its smallest eigenvalue equal to 1, the smallest
eigenvalue of Ē⊤

T Ē⊙R
⊤, λmin(Ē

⊤
T Ē⊙R

⊤), has positive real
part [22], and ẑ(t) is persistently exciting by assumption.
Global exponential stability of the origin for (22) follows from
(24) and from standard results of adaptive control—see e.g.
[23], [24].

Denote ξ⊤ :=
[
x̃⊤ z̃⊤T w̃⊤] ∈ RM̄+(2N−1). From the

global exponential stability of (22) and from converse Lya-
punov theorems, there exists a Lyapunov function V :
RM̄+(2N−1) → R≥0 such that

β1|ξ|2 ≤ V (ξ) ≤ β2|ξ|2 (25)∣∣∣∣∂V∂ξ
∣∣∣∣ ≤ β3|ξ|, (26)

with β1, β2, β3 > 0, and whose derivative along the trajectories
of (22) satisfies

V̇ (ξ) ≤ −β4|ξ|2, β4 > 0. (27)

Then, along the trajectories of (20), in view of (21), we have

V̇ (ξ) ≤− β4|ξ|2 +
∂V

∂ξ

⊤
F̃ (x, x̂)

≤− β4|ξ|2 + β3Lf |ξ|2

≤− β′
4|ξ|2, (28)

where β′
4 := β4 − β3Lf . Then, by properly choosing V such

that β4 > β3Lf , from (28) the origin of (20) is globally
exponentially stable and the result follows.

Remark 1: The results stated in Proposition 1 are compara-
ble to those in [19]. Indeed, as mentioned in the Introduction,
the control law (4) consists basically in a tracking law making
the nodes of the original network xi track the auxiliary nodes
yi, which are described by the time-varying functions (5),
which, if taken as the family of functions defined in [19, Theo-
rem 2] that satisfy Assumption 1, are also persistently exciting.
However, the functions gk in [19] are restricted to the family of
periodic functions. In contrast, in Proposition 1 the assumption
only requires that ẑ(t) be bounded, globally Lipschitz and
persistently exciting, not periodic, therefore extending the class
of functions that can be considered. Moreover, the persistency-
of-excitation property is easier to verify than Assumption 1.
Note also that in the proof of Proposition 1, the origin w̃ = 0 is
shown to be globally exponentially stable, which is a stronger
property than the convergence property usually established in
the literature. •



RESTREPO et al.: SIMULTANEOUS TOPOLOGY IDENTIFICATION AND SYNCHRONIZATION OF DIRECTED DYNAMICAL NETWORKS 5

Remark 2: Although the result in Proposition 1 allows us
to identify the unknown topology relying on the presistently-
exciting signal ẑ(t), similarly to [19] synchronization of
the multi-agent system is prevented even when the topol-
ogy has been correctly estimated. For this reason, in what
follows we design an update law for ẑ(t) so that it is
uniformly δ-persistently exciting (uδ-PE)—see Appendix I for
a definition—and synchronization is achieved as the topology
is identified. •

C. Simultaneous identification and synchronization

In order to achieve simultaneous topology identification and
synchronization we set ẑ(t) to be the state of an auxiliary
dynamical system instead of just a persistently exciting signal.
For that purpose, let ϕ(t, ξ) : R≥0 × RM̄+2N−1 → RN ,
(t, ξ) 7→ ϕ(t, ξ). Let ρ : R≥0 → R≥0 be a continuous non-
decreasing function. Assume that for all ξ ∈ RM̄+2N−1 and
almost all t ∈ R≥0

max

{
|ϕ(·)|,

∣∣∣∣∂ϕ(·)∂t

∣∣∣∣ , ∣∣∣∣∂ϕ(·)∂ξ

∣∣∣∣} ≤ ρ(|ξ|). (29)

Then, we set the following update law for the auxiliary system:

˙̂x = F (x̂)− c2x̂+ ϕ(t, ξ), (30)

or equivalently, in the edge coordinates:

˙̂z = Ē⊤F (x̂)− c2ẑ + Ē⊤ϕ(t, ξ) (31)

where c2 > Lf is a positive constant. Now, we state the
following proposition.

Proposition 2: Let ϕ : R≥0 × RM̄+2N−1 → RN , (t, ξ) 7→
ϕ(t, ξ) satisfying (29). Then, if ϕ is uδ-PE in the sense of
Lemma 2 in Appendix I, the origin of the closed-loop system
(20) with ẑ(t) given by the update law (31) is uniformly
globally asymptotically stable and the topology of network
(11) can be identified by the estimate ŵ, that is, w̄ = lim

t→∞
ŵ(t)

with the update law (19). Moreover, the system synchronizes,
i.e. zk(t) → 0 as t → ∞ for all k ≤ M̄ or, equivalently,
xi(t)− xj(t) → 0 as t→ ∞ for all i, j ∈ V . □

Proof: The total derivative of the Lyapunov function

V1(ξ) =
1

2

[
|x̃|2 + |z̃T |2 + |w̃|2

]
(32)

along the system’s trajectories (20) yields

V̇1(ξ) ≤ −c′1|x̃|2− c1|z̃T |2 ≤ 0, c′1 := c1− 2Lf > 0. (33)

From (33) we conclude that the system (20) is uniformly glob-
ally stable. Therefore, the solutions ξ(t, t0, ξ0) are uniformly
globally bounded.

Now, for the auxiliary system (30) consider the Lyapunov
function V̂ (x̂) := 0.5|x̂|2 whose total derivative satisfies

˙̂
V (x̂) ≤− c2|x̂|2 + Lf |x̂|2 + |x̂||Ē||ϕ(t, ξ)|

≤ − c′2|x̂|2 + |ρ(|ξ|)|2

≤− c′2|x̂|2 + σ,

(34)

where we have used (29) and the last inequality follows from
the fact that the solutions ξ(t, t0, ξ0) are uniformly globally

bounded, therefore there exists a positive constant σ such
that |ρ(|ξ(t, t0, ξ0)|)|2 ≤ σ for all t. Similarly, from (34) we
conclude that the solutions x̂(t, t0, x̂0), and hence the solutions
ẑ(t, t0, ẑ0), are uniformly globally bounded. Therefore, since
all the assumptions in Lemma 4 in Appendix I are satisfied,
ẑ(t) is uδ-PE with respect to ξ.

Now, note that from (29), (32), and (33) Assumptions 6
and 7, in Appendix I hold for system (20). Then, invoking
Lemma 5 in Appendix I we conclude that the origin of
(20) is uniformly globally asymptotically stable. Therefore,
lim
t→∞

ŵ = w̄. Moreover, since lim
t→∞

ξ(t) = 0 we have that, from
(34), lim

t→∞
x̂(t) = 0, implying that lim

t→∞
ẑ(t) = 0. Therefore,

lim
t→∞

z(t) = 0, meaning that the system asymptotically reaches
synchronization.

Remark 3: The proof of Proposition 2 relies on the fact
that ϕ in (31) is uδ-PE with respect to ξ. As a matter of fact,
Proposition 2 still holds even if ϕ is uδ-PE “only” with respect
to w̃—cf. [21]. However, for this purpose, one would have to
design ϕ dependent on w̃, hence, on w̄ which are the unknown
weights to estimate. Therefore, in the following, we study the
stability properties of (20) and (31) when ϕ is uδ-PE “only”
with respect to z̃T . •

Proposition 3: Let ϕ : R≥0 × RN−1 × Rnθ → RN ,
(t, z̃T , θ) 7→ ϕ(t, z̃T , θ), be parameterized by the free con-
stants θ ∈ Θ ⊂ Rnθ . Moreover, let ρ : R≥0 → R≥0 be a
continuous non-decreasing function and denote ϕθ(t, z̃T ) :=
ϕ(t, z̃T , θ). Assume that

max

{
|ϕθ(·)|,

∣∣∣∣∂ϕθ(·)∂t

∣∣∣∣ , ∣∣∣∣∂ϕθ(·)∂z̃T

∣∣∣∣} ≤ ρ(|z̃T |), ∀θ ∈ Θ.

(35)
Then, if ϕθ is uδ-PE with respect to z̃T , the origin of the
closed-loop system (20) with ẑ(t) given by the update law

˙̂z = Ē⊤F (x̂)− c3ẑ + Ē⊤ϕθ(t, z̃T ) (36)

is uniformly semiglobally practically asymptotically stable on
Θ—cf. Appendix II. Moreover, the system synchronizes, i.e.
zk(t) → 0 as t → ∞ for all k ≤ M̄ or, equivalently, xi(t)−
xj(t) → 0 as t→ ∞ for all i, j ∈ V . □

Proof: First, we introduce the following result.
Consider the parameterized nonlinear time-varying system[

ẋ1
ẋ2

]
=

[
A(t, x1) +Bϕθ(t, x1)

⊤x2
−ϕθ(t, x1)B⊤x1

]
(37)

where x⊤ :=
[
x⊤1 x⊤2

]
, ϕθ(t, x1) := ϕ(t, x1, θ), ϕ : R≥0 ×

Rn×Rnθ → Rn is piece-wise continuous in t and continuous
in x1, with θ ∈ Θ ⊂ Rnθ a constant free parameter.
Furthermore, assume the following:

Assumption 3: The function A is locally Lipschitz in x uni-
formly in t. Moreover, there exists a continuous nondecreasing
function ρ1 : R≥0 → R≥0 such that ρ1(0) = 0 and for all
(t, x1) ∈ R× Rn1 , |A(t, x1)| ≤ ρ1(|x1|).

Assumption 4: There exists a locally Lipschitz function V1 :
R≥0×Rn → R≥0, and positive constants α1, α2, α3 such that

α1|x|2 ≤ V1(t, x) ≤ α2|x|2 (38)
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and satisfies
V̇1(t, x) ≤ −α3|x1|2 (39)

along the trajectories of (37).
Lemma 1: For system (37) suppose there exists a continu-

ous non-decreasing function ρ : R≥0 → R≥0 such that

max

{
|ϕθ(·)|,

∣∣∣∣∂ϕθ(·)∂t

∣∣∣∣ , ∣∣∣∣∂ϕθ(·)∂x1

∣∣∣∣} ≤ ρ(|x1|). (40)

Then, under Assumptions 3 and 4, if ϕθ(t, x1) is uδ-PE
with respect to x1, the origin of (37) is uniformly semiglobally
practically asymptotically stable on Θ. □

Proof: Let us define the functions

V2(t, x) := −x⊤1 Bϕθ(t, x1)⊤x2 (41)

V3(t, x) := −
∫ ∞

t

e(t−τ)
∣∣Bϕθ(τ, x1)⊤x2∣∣2 dτ (42)

V4(t, x) := V2(t, x) + V3(t, x) (43)

Note that for any ∆ > 0, in view of the δ-persistently
excitation of ϕθ, (40), and Lemma 3 in Appendix I, (43)
satisfies, for all (t, x) ∈ R× B(∆)

V4(t, x) ≤ b|x1|ρ(|x1|)|x2| − γθ(|x1|)|x2|2 (44)

where b := |B| and γθ(|x1|) := eϑ∆(|x1|)γ∆(|x1|, θ).
We proceed now to evaluate the total derivative of V4(t, x)

along the trajectories of the system. First, we have

V̇2(t, x) = x⊤1 Bϕθ(t, x1)
⊤ϕθ(t, x1)B

⊤x1

− x⊤2 ϕθ(t, x1)
⊤B⊤Bϕθ(t, x1)x2

− x⊤2 ϕθ(t, x1)
⊤B⊤A(t, x1)− x⊤2

˙︷ ︸︸ ︷
ϕθ(t, x1)B

⊤x1

= V2(t, x)− |Bϕθ(t, x1)x2|2 +
∣∣ϕθ(t, x1)B⊤x1

∣∣2
− x⊤2 ϕθ(t, x1)

⊤B⊤(A(t, x1)− x1)

− x⊤2

˙︷ ︸︸ ︷
ϕθ(t, x1)B

⊤x1.
(45)

Next, we write

∂V3
∂x1

= −
∫ ∞

t

2e(t−τ)x⊤2 ϕθ(τ, x1)B
⊤B

[
∂ϕθ(τ, x1)

x1

⊤
x2

]
dτ

∂V3
∂x2

= −
∫ ∞

t

2e(t−τ)ϕθ(τ, x1)B
⊤Bϕθ(τ, x1)

⊤x2dτ

∂V3
∂t

=
∣∣Bϕθ(τ, x1)⊤x2∣∣2−∫ ∞

t

∂

∂t

[
e(t−τ)

∣∣Bϕθ(τ, x1)⊤x2∣∣2]dτ.
Finally, from Assumption 3, (40), and (44) we can obtain a
bound for the derivative of (43). Define bρ := bρ(∆) and
ρ̄(r, s) := bρ

[
4rs+ ρ1(r)s+ bρr

2 + bρs
2
]
, then, for (t, x) ∈

R× B(∆),

V̇4(t, x) ≤ ρ̄(|x1|, |x2|)− γθ(|x1|)|x2|2. (46)

Now, consider the candidate Lyapunov function V (t, x) :=
V1(t, x) + εV4(t, x), where V1(t, x) is given in Assumption 4
and ε is a small positive constant to be defined. Notice that in
view of (44), εV4(t, x) satisfies on R×H(δ,∆)

−εγθ(∆)|x2|2 − εbρ|x1||x2| ≤ εV4(t, x) ≤εbρ|x1||x2|
− εγθ(δ)|x2|2.

(47)

So, from (38) and (47), for any ∆ > δ > 0 and for a
sufficiently small ε, there exist αδ,∆ > 0 and αδ,∆ > 0 such
that for all (t, x) ∈ R×H(δ,∆)

αδ,∆|x|2 ≤ V (t, x) ≤ αδ,∆|x|2. (48)

Using (39) and (46) the total derivative of V (t, x) satisfies,
for all (t, x) ∈ R×H(δ,∆),

V̇ (t, x) ≤− α3|x1|2 − 5εbρ|x1||x2|+ εb2ρ|x1|2 + εb2ρ|x2|2

− εγθ(δ)|x2|2.

Choosing θ∗(δ,∆) such that γθ(δ) ≥ 2b2ρ we have

V̇ (t, x) ≤−
(
α3 − εb2ρ

)
|x1|2 − 5εbρ|x1||x2| − εb2ρ|x2|2

≤−
(
α3 −

(
b2ρ +

25

2

)
ε

)
|x1|2 −

εb2ρ
2

|x2|2.
(49)

Choosing ε sufficiently small such that α′
3 :=(

α3 −
(
b2ρ +

25
2

)
ε
)
> 0 and letting c := min{α′

3, εb
2
ρ/2}, we

have

V̇ (t, x) ≤ −c|x|2. (50)

Therefore, from (48), (50), and Theorem 1 in Appendix II the
result follows.

Following the same analysis as in the proof of Proposition 2
we can conclude that ẑ(t), given by the update law (36), is uδ-
PE with respect to z̃T . Therefore, uniform semiglobal practical
asymptotical stability follows from Lemma 1 replacing x1, x2,
A(t, x1), B, and ϕθ by

[
x̃⊤ z̃⊤T

]⊤
, w̃,[

F̃ (x, x̂)−
(
c1I + Ē⊙W̄ Ē

)
x̃

Ē⊤
T F̃ (x, x̂)−

(
c1I + Ē⊤

T Ē⊙W̄R⊤) z̃T
]
,

−
[
Ē⊤

⊙ Ē⊤
⊙ĒT

]⊤
, and Ẑ, respectively.

Finally, to show that the system synchronizes, note that the
Lyapunov function V1 in (32) satisfies

1

2
|ξ|2A ≤ V1(ξ) ≤

1

2
|ξ|2 (51)

V̇1(ξ) ≤ −c′1|ξ|2A (52)

where A := {0}2N−1×RM̄ . Therefore, the set A is uniformly
globally asymptotically stable—cf. [25, Theorem 2.8]. The
latter implies that z̃T (t) → 0 and, akin to the proof of
Proposition 2, from (34) (replacing ξ by z̃T ), that lim

t→∞
x̂(t) =

0, implying that lim
t→∞

ẑ(t) = 0. Therefore, lim
t→∞

z(t) = 0, i.e.,
the system asymptotically reaches synchronization.

Remark 4: An example of the parameterized δ-persistently-
exciting function ϕθ in (36) can be given as

ϕθ(t, z̃T ) = tanh
(
κĒ⊙R

⊤z̃T
)
sin(t), (53)

where κ ≡ θ∗(δ,∆) is the design parameter that can be chosen
large enough so that the ultimate bound of the estimation error
is as small as desired. Note that (53) is δ-persistently exciting
with respect to z̃T as per Definition 2 in Appendix I. •
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D. Another design for the auxiliary system

Under the strategy presented in Section III-C we success-
fully identify the topology of the network and synchronize
the dynamical systems. As a consequence, note that under
the control law (18), the system (11) (in edge representation)
converges to the auxiliary system with dynamics given by
(36). Although synchronization is achieved, note that using
the dynamics (36) is equivalent to driving the states xi of all
the systems to the origin (xi → 0). To see this, note that
the auxiliary system (30) has {x̂ = 0} as its equilibrium, and
therefore, as xi → x̂i and x̂i → 0 we have that xi → 0. By the
latter we lose the effect of the interaction represented by the
(identified) graph topology. Indeed, without the control action
(18), the systems (7) would converge to a consensus value,
generally different from zero, determined by the topology.
Therefore, in this subsection we modify slightly the auxiliary
system in order to recover the influence of the topology in the
synchronized state.

Let the update law for the auxiliary system be given by:

˙̂x = F (x̂)− cĒ⊙Ŵ Ē⊤x̂+ ϕθ(t, z̃T ). (54)

Equivalently, in the edge coordinates, we have:

˙̂z = Ē⊤F (x̂)− cĒ⊤Ē⊙Ŵ ẑ + Ē⊤ϕθ(t, z̃T ) (55)

where Ŵ := diag{ŵ} with ŵ being the estimated weights,
and ϕθ is parameterized by the free constants θ ∈ Θ ⊂ Rnθ

and satisfies (35). Moreover we assume the following.
Assumption 5: All the autonomous auxiliary systems, i.e.,

˙̂xi = fi(x̂i) + ui, i ∈ V (56)

are strictly semi-passive [26] with respect to the input ui
and output yi with continuously differentiable and radially
unbounded storage functions V̂i : Rn → R≥0. That is, there
exist positive definite and radially unbounded storage functions
V̂i, positive constants ϱi, continuous functions Hi and positive
continuous functions χi such that

˙̂
Vi(x̂i) ≤ u⊤i yi −Hi(x̂i) (57)

and Hi(x̂i) ≥ χ(|x̂i|) for all |x̂i| ≥ ϱi.
Remark 5: Semi-passivity means that for large values of

the state the system behaves as a passive system, which is a
reasonable assumption in practice. Indeed, many dynamical
systems, especially physical or biological systems, can be
expected to be semi-passive [26]. Furthermore, semi-passivity
is a more general property than passivity as it encompasses
a much broader class of dynamical behaviors such as, e.g.,
oscillatory or chaotic behavior. •

Proposition 4: If ϕθ is uδ-PE with respect to z̃, the origin
of the closed-loop system (20) with ẑ(t) given by the update
law (55) is uniformly semiglobally practically asymptotically
stable on Θ and the topology of network (11) can be identified
by the estimate ŵ, using the update law (19). Moreover, the
system achieves practical synchronization, i.e. |z(t)| → ϵ as
t→ ∞ for all k ≤ M̄ , with ϵ a small constant. □

Proof: We first show that ẑ is uδ-PE with respect to
z̃. For that purpose consider the autonomous part of the

heterogeneous auxiliary system with output y

˙̂x = F (x̂) + u (58)
y = Ē⊙Ŵ Ē⊤x̂. (59)

Then, defining the storage function VΣ =
∑

i∈V V̂i, from
Assumption 5, we have

V̇Σ(x̂) ≤ −
∑
i∈V

Hi(x̂i) + u⊤y. (60)

Replacing the output (59) and the input u = −cĒ⊙Ŵ Ē⊤x̂+
ϕθ(t, z̃) into (60), we obtain

V̇Σ(x̂) ≤ −
∑
i∈V

Hi(x̂i)−c|Ē⊙Ŵ Ē⊤x̂|2+|Ē⊙Ŵ Ē⊤x̂||ϕθ(t, z̃)|.

(61)
By definition the δ-PE function ϕθ is bounded, therefore there
exists a constant ϕ̄ such that |ϕθ(t, z̃)| ≤ ϕ̄ for all t. Then,
there exist positive constants c′ and λ such that applying
Young’s inequality to the last term on the right-hand side of
(61) we have

V̇Σ(x̂) ≤−
∑
i∈V

Hi(x̂i)− c′|Ē⊙Ŵ Ē⊤x̂|2 + λϕ̄

≤−
∑
i∈V

Hi(x̂i) + λϕ̄. (62)

Next, let ϱ̄ := maxi≤N{ϱi} and consider the function χ̄ :
[ϱ̄,+∞) → R≥0 given by χ̄(s) = mini≤N{χi(s)}. Fur-
thermore, note that, by assumption, Hi(x̂i) ≥ χ(|x̂i|) for all
|x̂i| ≥ ϱi, and for any x̂ ∈ RN such that |x̂| ≥ Nϱ̄, there exists
l ∈ V such that |x̂l| ≥ 1

N |x̂| ≥ ϱ̄. Thus, for all |x̂| ≥ Nϱ̄ and
any l ≤ N ,∑

i∈V
Hi(x̂i) ≥ Hl(x̂l) ≥ χ̄(|x̂l|) ≥ χ̄

(
1

N
|x̂|

)
.

In view of the latter and (62), we obtain

V̇Σ(x̂) ≤ −χ̄
(

1

N
|x̂|

)
+ λϕ̄, (63)

which implies that the trajectories x̂(t, t0, x̂0) are uniformly
globally bounded. Furthermore, since ẑ = Ē⊤x̂, we have
that the trajectories ẑ(t, t0, ẑ0) are also uniformly globally
bounded. Therefore, all the conditions of Lemma 4 in Ap-
pendix I are satisfied and we conclude that ẑ, given by the
update law (55) is uδ-PE with respect to z̃.

Next, following the same arguments as in the proof of
Proposition 3 it can be concluded that the origin of the
closed-loop system (20) is uniformly semiglobally practically
asymptotically stable on Θ.

Finally, we show that the system reaches practical synchro-
nization. First, note that (51) and (52) imply that the set A is
uniformly globally asymptotically stable, hence, z̃T (t) → 0.
Now, the reduced-order model (17) in closed-loop with the
control input (18) and the update law (54) yields

żT = Ē⊤
T F (x)− cĒ⊤

T Ē⊙W̄R⊤zT + ζ(z̃T ), (64)

where ζ(z̃T ) := −c1z̃T + Ē⊤
T ϕθ(t, z̃T ). Moreover, the kth

component of the first term on the right-hand side of (64) can
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be written as[
Ē⊤

T F (x)
]
k
=fi(xi)− fj(xj)

= (fi(xi)− fi(xj)) + (fi(xj)− fj(xj)) .

Therefore, we have

żT = Fz(zT )− cĒ⊤
T Ē⊙W̄R⊤zT +ΠF (x) + ζ(z̃T ), (65)

where [Fz(zT )]k = fi(xi)− fi(xj) and [ΠF (x)]k = fi(xj)−
fj(xj). Furthermore, from the uniform global boundedness of
x̃ and x̂, x is also uniformly globally bounded and we have

|Fz(zT )| ≤ |zT | (66)
|ΠF (x)| ≤ ∆f , (67)

where ∆f := max
|x|≤Bx

max
i,j∈V

{|fi(xj)− fj(xj)|}.

Now, the derivative of the candidate Lyapunov function
Vz = 0.5z⊤T PzT along (65) yields

V̇z =z⊤T PFz(zT )− cz⊤T PĒ
⊤
T Ē⊙W̄R⊤zT

+ z⊤T PΠF (x) + z⊤T Pζ(z̃T ). (68)

By assumption the directed graph contains a directed spanning
tree. Therefore, for any symmetric positive definite Q ∈
R(N−1)×(N−1), there exists a symmetric positive definite P ∈
R(N−1)×(N−1) which is a solution to the Lyapunov equation
PĒ⊤

T Ē⊙W̄R⊤ + RW̄Ē⊤
⊙ĒT P = Q—cf. [22]. Then, using

(66) and (67), we obtain

V̇z ≤ −c′|zT |2 + ψ(|z̃T |) + ∆2
f , (69)

where ψ is a K∞ function such that ψ(|z̃T |) ≥ |ζ(z̃T )|2. Eq.
(69) implies that the origin zT = 0 is input-to-state practically
stable—cf. [27]. Therefore, since z̃T (t) → 0, from (69) we
conclude that |zT (t)| → ϵ and the system achieves practical
synchronization.

Remark 6: Note that, from (69), the ultimate bound ϵ for
the synchronization error zT is a function of ∆f , i.e. ϵ(∆f ),
which is a measure of the heterogeneity of the system. Hence,
if the system is homogeneous, i.e., fi(xj) = fj(xj) for all
i, j ∈ V , then ∆f ≡ 0 and the system synchronizes, that is,
zT → 0 as t→ ∞. •

IV. NUMERICAL EXAMPLE

We consider a network of N = 10 harmonic oscilla-
tors modeled by the differential equation (7) with xi =
[x1,i x2,i]

⊤ ∈ R2 and f(xi) := [x2,i − x1,i]
⊤. The interac-

tion among the agents is determined by the unknown directed
topology G(V, E ,W ), represented in Fig. 1. The objective
is to identify the directed topology and its weights wij by
estimating the unknown weights w̄ij of the complete graph.
For this purpose, the external input u is given by (18) with
(19) and (55), where

ϕθ(t, z̃) = tanh
(
κĒ⊙z̃

)
pe(t)

pe(t) = 2 sin(πt) + 0.3 cos(6πt)− 0.5 sin(8πt)

− 0.1 cos(10πt),

and the control gains are taken as c1 = 10, c3 = 10, κ = 400.
The simulation results are presented in Figs. 2-5 (due to

limited space only the second coordinate is presented for Figs.

1
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3

4

5
6

7

8

9

10

Fig. 1: Connected undirected graph representing the network topol-
ogy with the leaders in gray.

4 and 5, that is x2,i and z2,k). In Figs. 2 and 3 are presented,
respectively, the weight estimation errors and the identified
weights. As predicted by the theory the estimation errors do
not converge exactly to the origin, but to a neighborhood
of the origin which is determined by the parameterized δ-
PE function ϕθ. Moreover, it is clear Fig. 5 that the system
reaches practical synchronization, where the steady-state error
only depends on the degree of heterogeneity of the system.
Note further that since the estimation error of the weights
does not converge exactly to the origin, exact identification
of the topology is not achieved. However, we obtain a good
estimation of which edges are present in the real graph and the
neighborhood of convergence can be made smaller by properly
tuning the parameter κ and the parameterized δ-PE function
ϕθ. To see the effect of the parameter κ, in Fig. 6 are presented
the estimation errors of the weights setting κ = 40 instead of
κ = 400. Comparing Fig. 6 with Fig. 2 it is evident that the
steady state errors are larger for a smaller value of κ.
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Fig. 2: Estimation errors of the interconnection weights.
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Fig. 3: Estimated values of the topology weights.
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Fig. 4: Evolution of the state of each agent.

Fig. 5: Evolution of the synchronization errors.
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Fig. 6: Estimation errors of the graph weights with κ = 40.

V. CONCLUSIONS

In this paper we presented a new methodology for simul-
taneously synchronizing a complex dynamical network and
identifying its directed topology. The novel control algorithm
is based on the edge-agreement framework and on the design
of a known auxiliary synchronizing network which is designed
to be uniformly δ-persistently exciting. The latter allows us
to successfully (up to a small tunable error) identify the
directed topology without requiring the verification of the
Linear Independence Condition and despite the achievement
and preservation of the synchronized behavior of the system.
It is important to emphasize that, beyond mere convergence
properties as usually established in the literature, we guarantee
that the estimation error is uniformly semiglobally practically
asymptotically stable. We believe that these properties may
be useful to extend the current approach to more complex
synchronization-based control applications, and to provide
stronger results such as finite- or fixed-time estimation and
synchronization. These are topics of further research.

APPENDIX I
ON δ-PERSISTENCY OF EXCITATION

Definition 1 (Persistency of excitation): A function ϕ :
R≥0 → Rn is said to be persistently exciting if there exist
T > 0 and µ > 0 such that, for all t ∈ R∫ t+T

t

|ϕ(τ)|dτ ≥ µ. (70)

Let x ∈ Rn be partitioned as x⊤ :=
[
x⊤1 x⊤2

]
where x1 ∈

Rn1 and x2 ∈ Rn2 . Define the set D1 := (Rn1\{0}) × Rn2

and the function ϕ : R × Rn → Rm where t 7→ ϕ(t, x) is
locally integrable.

Lemma 2: ( [28, Lemma 1]) If x 7→ ϕ(t, x) is continuous
uniformly in t, then ϕ(·, ·) is uniformly δ-persistently exciting
with respect to x1 if and only if for each x ∈ D1 there exist
T > 0 and µ > 0 such that,∫ t+T

t

|ϕ(τ, x)|dτ ≥ µ, (71)

for all t ∈ R. □
If ϕ(·, ·) is uniformly δ-persistently exciting (δ-PE) with

respect to the whole state x then ϕ(·, ·) is called uniformly
δ-PE.

The following characterization of δ-PE, presented in [28],
is a technical tool used in the proof of convergence.

Lemma 3: For each ∆ > 0 there exist γ∆ ∈ K and ϑ∆ :
R>0 → R>0 continuous and strictly decreasing such that,

{|x1|, |x2| ∈ [0,∆] \{x1 = 0}}

=⇒
∫ t+ϑ∆(|x1|)

t

|ϕ(τ, x)|dτ ≥ γ∆(|x1|),

for all t ∈ R. □
The next Lemma establishes that the output of a strictly

proper stable filter driven by a δ-PE input conserves such
property. A reminiscent version of the lemma was originally
presented in [21]. For completeness and to better fit the
contents of this paper we rewrite it here with a different
formulation and proof.

Lemma 4 (Filtration property): Let ϕ : R≥0 × Rn → Rm

and consider the system[
ẋ
ω̇

]
=

[
f(t, x, ω)

f1(t, ω) + f2(t, x)ω + ϕ(t, x)

]
(72)

with f1 : R≥0 × Rn → Rm is Lipschitz in ω uniformly in
t and measurable in t and satisfies |f1(·)| ≤ |ω| for all t;
f2 : R≥0 × Rn → Rm×m is locally Lipschitz in x uniformly
in t and measurable in t. Assume that ϕ(t, x) is uniformly δ-
persistently exciting with respect to x. If ϕ is locally Lipschitz
and there exists a non-decreasing function α : R≥0 → R≥0,
such that, for almost all (t, x) ∈ R≥0 × Rn:

max

{
|ϕ(·)|, |f(·)|, |f2(·)|,

∣∣∣∣∂ϕ(·)∂t

∣∣∣∣ , ∣∣∣∣∂ϕ(·)∂x

∣∣∣∣} ≤ α(|x|).
(73)

Assume further that all solutions t 7→ xϕ, with x⊤ϕ =[
x⊤ ω⊤], are defined in [t0,∞) and satisfy

|xϕ(t, t0, xϕ0)| ≤ r ∀t ≥ t0, (74)
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for a positive constant r, then ω is uniformly δ-persistently
exciting with respect to x. □

Proof: Defining ρ = −ω⊤ϕ we have that

ρ̇ =− |ϕ|2 − ϕ⊤f1 − ω⊤
[
f2ϕ+

∂ϕ

∂t
+
∂ϕ

∂x
f

]
≤− |ϕ|2 + 2|ω|

[
α2(r) + α(r)

]
=: −|ϕ|2 + c(r)|ω|. (75)

Inverting the sign of the inequality (75) and integrating both
sides from t to t+ Tf , with Tf := (k + 1)T , we obtain that

ω(t)⊤ϕ(t, x)−ω(t+ Tf )
⊤ϕ(t+ Tf , x)

≥
∫ t+Tf

t

|ϕ(τ, x)|2dτ −
∫ t+Tf

t

c(r)|ω(τ)|dτ.
(76)

Using the bounds in (73) and (74) on the left-hand side of
inequality (76), the latter is equivalent to

2α(r)r ≥
∫ t+Tf

t

|ϕ(τ, x)|2dτ −
∫ t+Tf

t

c(r)|ω(τ)|dτ.

Since ϕ(t, x) is uδ-PE, there exists µ such that∫ t+(k+1)T

t

|ϕ(τ, x)|2dτ ≥ (k + 1)µ2.

Then we obtain∫ t+Tf

t

|ω(τ)|dτ ≥
(
(k + 1)µ2 − 2α(r)r

)
c(r)

=: µr.

Finally, choosing k large enough so that µr > 0 we obtain
that ω(t) is uδ-PE with respect to x.

The following lemma presented originally in [21] is in-
cluded here for completeness. Consider the nonlinear time-
varying system[

ẋ1
ẋ2

]
=

[
H(t, x) +B(t, x)⊤x2

D(t, x)

]
(77)

where x⊤ :=
[
x⊤1 x⊤2

]
∈ Rn1+n2 and H : R≥0 ×Rn1+n2 →

Rn1 , D : R≥0 × Rn1+n2 → Rn2 , B : R≥0 × Rn1+n2 →
Rn1×n2 are continuous. Furthermore, assume that the system
(77) satisfies the following hypotheses.

Assumption 6: There exists a locally Lipschitz function
V : R≥0 × Rn → R≥0, class K∞ functions α1, α2, and a
continuous positive definite function α3 such that

α1(|x|) ≤ V (t, x) ≤ α2(|x|) (78)
V̇ (t, x) ≤ −α3(|x1|). (79)

Assumption 7: Each element of B(·, ·) is locally Lipschitz
and there exist nondecreasing functions ρi : R≥0 → R≥0,
i = 1, 2, 3, such that for all (t, x) ∈ R× Rn

max{|H(t, x)|, |D(t, x)|} ≤ ρ1(|x|)|x1| (80)
|B(t, x)| ≤ ρ2(|x|) (81)

max

{∣∣∣∣∂B(t, x)

∂(xj)i

∣∣∣∣ , ∣∣∣∣∂B(t, x)

∂t

∣∣∣∣} ≤ ρ3(|x|), (82)

j ∈ {1, 2}, i ∈ {1, . . . , nj}.
Lemma 5: For the system (77), if Assumptions 6 and 7 hold

and B is uδ-PE with respect to x2, then the origin of the
system (77) is uniformly globally asymptotically stable. □

APPENDIX II
ON UNIFORM SEMIGLOBAL PRACTICAL ASYMPTOTIC

STABILITY

The following definitions and Theorem on set stability are
taken from [29] and included here for completeness.

For nonlinear time-varying systems of the form

ẋ = f(t, x), (83)

where x ∈ Rn, t ∈ R≥0, and f : R≥0 × Rn → Rn

piecewise continuous in t and locally Lipschitz in x, we
present the following definitions in which ∆ > δ are non-
negative numbers.

Definition 2 (uniform stability of a ball): The ball B(δ) is
said to be uniformly stable on B(∆) for system (83) if there
exists a class K∞ function η such that the solutions of (83)
from any initial state x0 ∈ B(∆) and any initial time t0 ∈ R≥0

satisfy |x(t, t0, x0)|δ ≤ η(|x0|) for all t ≥ t0.
Definition 3 (uniform attractivity of a ball): The ball B(δ)

is said to be uniformly attractive on B(∆) for system (83) if
there exists a class L function σ such that the solutions of
(83) from any initial state x0 ∈ B(∆) and any initial time
t0 ∈ R≥0 satisfy |x(t, t0, x0)|δ ≤ σ(t− t0) for all t ≥ t0.

Definition 4 (uniform asymptotic stability of a ball): The
ball B(δ) is said to be uniformly asymptotically stable on
B(∆) for system (83) if it is both uniformly stable and
uniformly attractive on B(∆).

Consider parameterized nonlinear time-varying systems

ẋ = f(t, x, θ), (84)

where x ∈ Rn, t ∈ R≥0, θ ∈ Rnθ is a constant parameter, and
f(t, x, θ) is piecewise continuous in t and locally Lipschitz in
x for all θ.

Definition 5: Let Θ ∈ Rnθ
be a set of parameters. System

(84) is said to be uniformly semiglobally practically asymp-
totically stable on Θ if, given any ∆ > δ > 0, there exists
θ∗(δ,∆) ∈ Θ such that B(δ) is uniformly asymptotically stable
on B(∆) for the system ẋ = f(t, x, θ∗).

The following statement introduced in [29] gives a sufficient
condition for a system (84) to be uniformly semiglobally prac-
tically asymptotically stable in terms of a Lyapunov function.

Theorem 1: Suppose that given any ∆ > δ > 0, there
exist a parameter θ∗(δ,∆) ∈ Θ, a continuously differentiable
function Vδ,∆ : R≥0 × Rn → R≥0, class K∞ functions αδ,∆,
αδ,∆, αδ,∆ such that, for all x ∈ H(δ,∆) and all t ∈ R≥0,

αδ,∆(|x|δ) ≤ Vδ,∆(t, x) ≤ αδ,∆(|x|), (85)
∂Vδ,∆
∂t

(t, x) +
∂Vδ,∆
∂x

(t, x)f(t, x, θ∗) ≤ −αδ,∆(|x|). (86)

Assume further that, given any ∆∗ > δ∗ > 0, there exist
∆ > δ > 0 such that

α−1
δ,∆ ◦ αδ,∆(δ) ≤ δ∗, α−1

δ,∆ ◦ αδ,∆(∆) ≥ ∆∗.

Then, system (84) is uniformly semiglobally practically
asymptotically stable on the parameter set Θ. □
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[5] J. Zhou, J.-A. Lu, and J. Lü, “Pinning adaptive synchronization of a
general complex dynamical network,” Automatica, vol. 44, no. 4, pp.
996–1003, 2008.

[6] E. Panteley and A. Lorı́a, “Synchronization and Dynamic Consensus
of Heterogeneous Networked Systems,” IEEE Transactions Automatic
Control, vol. 62, no. 8, pp. 3758–3773, Aug. 2017.

[7] M. Coutino, E. Isufi, T. Maehara, and G. Leus, “State-space network
topology identification from partial observations,” IEEE Transactions on
Signal and Information Processing over Networks, vol. 6, pp. 211–225,
2020.
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