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2Université Bordeaux-CNRS-CEA, Centre Lasers Intenses et Applications, UMR 5107, 33405 Talence, France

(Received 8 September 2012; published 19 December 2012)

An intense beam of high energy electrons may create extremely high pressures in solid density

materials. An analytical model of ablation pressure formation and shock wave propagation driven by an

energetic electron beam is developed and confirmed with numerical simulations. In application to the

shock-ignition approach in inertial confinement fusion, the energy transfer by fast electrons may be a

dominant mechanism of creation of the igniting shock wave. An electron beam with an energy of 30 keV

and energy flux 2–5 PW=cm2 can create a pressure amplitude more than 300 Mbar for a duration of

200–300 ps in a precompressed solid material.

DOI: 10.1103/PhysRevLett.109.255004 PACS numbers: 52.50.Jm, 52.35.Tc, 52.72.+v, 98.38.Fs

Energetic electrons are commonly considered a danger-
ous effect for inertial confinement fusion (ICF). Having a
long mean free path, they penetrate through the solid shell
and depose their energy in the ablator and deuterium-tritium
fuel. That effect significantly increases the target entropy,
thus preventing it from efficient implosion. The phenome-
non of target preheat was the major reason for several
milestone events [1]: cessation of the ICF program based
on the CO2 laser in the 1980s, switching to the third har-
monic in the Nd:glass ICF lasers, and limiting the ‘‘useful’’
laser intensities to a few PW=cm2. All these limitations
significantly reduce the ICF operational domain. However,
matching the mean free path of fast electrons with the target
size may suppress the negative effect of preheat and open
the possibility of using the energetic particles for creation of
a high ablation pressure [2–4]. Fast ignition is an example of
the application of energetic electrons in ICF. Here, a beam
of relativistic electrons is supposed to create a small hot spot
in the compressed fuel [5]. This scheme, nevertheless, faces
serious difficulties related to tight focusing of an intense
electron beam.

Energetic electrons may play an important role in the
creation of a high ablation pressure, which is interesting
for ignition of fusion reactions in the laboratory [6,7] and in
astrophysics [8,9]. In the shock ignition scheme in inertial
confinement fusion, the fuel is ignited by a strong shock
launched by an intense laser spike at the end of the implo-
sion process. The laser spike intensity is in the range of
10 PW=cm2, certainly well above the threshold of para-
metric instabilities, and a significant part of laser energy is
expected to be deposited in the nonthermal, energetic elec-
trons [10,11]. It was suggested [7,12] that their deleterious
effect on target implosion can be mitigated by the fact that at
the moment of spike arrival the target has already passed
halfway through the implosion phase, and its areal density is
increased significantly, by a factor of 10–20 at least. If the
target areal density would be larger than the range of fast
electrons, the latter will be stopped in the imploding shell

and may play a positive role by contributing to the ablation
pressure.
There is no general model of pressure formation by an

energetic particle beam. The models [3] apply for nano-
second electron beams where the thermal electron heat
conductivity plays an important role. In this case, the laser
energy is deposited at the critical density and it is trans-
ported to the ablation zone by the thermal electrons. This is
a stationary ablation process where the shock wave
launched into the solid material is connected to the iso-
thermal rarefaction wave [13–15], as it is schematically
shown in Fig. 1(a). Ablation by an energetic ion beam was
considered in Ref. [4]. A recent paper [16] considers the
regime of transition from the thermal electron diffusion to
a nonlocal energy transport. However, the fast electron
plasma heating is limited to a very short time scale, before
the hydrodynamic separation takes place. It is not sufficient
for description of the shock wave amplitude and its tem-
poral evolution.
In this Letter, for the first time, we propose a model of

dense target heating by a beam of energetic electrons and the
shock pressure formation. The fast electrons, similarly to
energetic x rays, propagate deeper in the target behind the
ablation front created by the thermal electron conduction
and produce a second ablation front. However, different
from x rays and thermal electrons, the range of fast electrons

FIG. 1. Density and temperature profiles in the stationary laser
ablation regime (a) and in the hot electron beam ablation non-
stationary regime after the loading time (b).

PRL 109, 255004 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending

21 DECEMBER 2012

0031-9007=12=109(25)=255004(5) 255004-1 � 2012 American Physical Society

http://dx.doi.org/10.1103/PhysRevLett.109.255004


does not depend on the plasma temperature. For this simple
reason, the standard stationary isothermal model of plasma
expansion does not apply to fast electrons. The fast electron
ablation is intrinsically a nonstationary process similar to
the ion driven ablation [4]. It can be described by a model of
ablation of a finite mass that depends on the fast electron
range. Consequently, the shock is launched by the ablation
pressure created by fast electrons during a finite time inter-
val, the loading time, and after that the shock amplitude
decreases slowly with time. Figure 1(b) presents schemati-
cally the density and temperature profiles in this regime after
the loading time. Thus, the fixed energy deposition range of
fast particles implies an existence of an optimal time for fast
electron beam injection: shorter beams will drive a smaller
amplitude shock, while longer beams will be detached from
the solid target and depose their energy in the expanding
plasma, thus decreasing the coupling efficiency.

The fast electron ablation theoretical model is presented
here for a simple case of monoenergetic electrons and a
plane geometry. Its validity is confirmed with hydrodynamic
simulations where the fast electron transport is described by
a reduced kinetic model.

There are two classes of self-similar solutions of equa-
tions of ideal hydrodynamics that describe a rarefaction
wave. One of them is the well-known stationary isothermal
rarefaction wave, where the temperature is constant and the
ablated mass increases linearly with time [13–15]. Another
one describes an isothermal expansion of a given mass
plasma with a temperature increasing with time [17,18].
The isothermal model applies readily to the energy depo-
sition of laser beams and thermal x rays [15,19]. There the
plasma temperature is adjusted in a way that it accommo-
dates the photon stopping length to the plasma density
profile. This model, however, does not apply to fast elec-
trons because their stopping power depends only on the fast
electron energy "e0. An electron beam deposes all its
energy over the distance

xh ¼ 4�c �20"
2
e0=e

4ne ln�;

where ne is the electron density, e is the elementary charge,
ln� is the Coulomb logarithm, and c is a numerical factor
accounting for the electron-ion scattering. (For simplicity,
we consider nonrelativistic electrons.) For a fully ionized
deuterium-tritium plasma with density of 10 g=cm3, the
stopping length of a beam of collimated electrons is
1:8 �m for the electron energy 30 keV and 15 �m for
"e0 ¼ 100 keV. Correspondingly, the heated areal mass
�0xh, where �0 is the initial target density, depends only
on the initial electron energy. Moreover, as the fast electron
range does not depend on plasma temperature, the electron
beam will depose its energy in the same mass even when
this mass expands.

This reasoning enables us to introduce the following
two-stage model of plasma expansion driven by a mono-
energetic electron beam transporting the energy flux

Ib ¼ nb"e0ve0, where ve0 ¼ ð2"e0=meÞ1=2 is the initial

electron velocity. At the first stage, the plasma is heated by
the incident beam of fast electrons and starts expanding. The
plasma energy increases linearly with time. It is redistributed
between the internal energy, Wint ¼ ð3=2ÞR�0c

2
sdx, where

cs ¼ ðZT=miÞ1=2 is the acoustic velocity, and the kinetic
energy of expanding plasma,Wkin ¼ ð1=2ÞR�0u

2dx:

Wint þWkin ¼ Ibt: (1)

The repartition between the internal and kinetic energies in
the heated layer,Wkin=Wint ¼ �ðtÞ, increases with time. The
duration of this stage, the loading time, th, is defined by the
time of propagation of the rarefactionwave across the heated
layer, th ’ xh=csh. The coefficient � can be evaluated by
requesting a continuity of the plasma density and pressure at
the time th with the self-similar solution. At the expansion
phase, the absorbed energy is equally divided between the
kinetic and internal energy. Thus, �ðtthÞ ¼ 1, and the loading
time and the pressure at this stage read:

th ¼ ð9=2�Þ1=3xh=D0; pm ¼ pht=th; (2)

where ph ¼ ð6�Þ�1=3Ib=D0 is the maximum pressure and

D0 ¼ ðIb=�0Þ1=3 is the characteristic hydrodynamic veloc-
ity. Note that the maximum pressure depends only on the
beam intensity and on the target density, while the loading
time increases stronglywith the electron energy in agreement
with Ref. [4]. For electron beam intensities in the range of
PW=cm2, the heating proceeds so fast that the electron
thermal conduction does not play a significant role, and the
heated mass undergoes expansion without transferring the
internal energy to adjacent cold plasma. However, the pres-
sure in the heated layer exercises a mechanical work and
launches a shock wave in the cold plasma.
Expansion of a heated layer of plasma continuously

heated by an electron beam is described by the isothermal
rarefaction wave of a constant mass [17]. It corresponds to
the following self-similar solution of ideal hydrodynamics
equations:

u ¼ 3ðx� xhÞ
2t

; T ¼ miIbt

3ðZþ 1Þ�0xh
;

� ¼ 3ð�0xhÞ3=2ffiffiffiffiffiffiffiffiffiffiffi
2�Ib

p
t3=2

exp

�
� 9�0xhðxh � xÞ2

8Ibt
3

�
:

(3)

Here, the velocity increases linearly with the coordinate for
x < xh, the temperature increases linearly with time, and
the density profile has a Gaussian-like shape with the

characteristic scale length L� ¼ ð2D0tÞ3=2=3x1=2h , increas-

ing with time as t3=2. As this self-similar solution corre-
sponds to an infinitely thin initial heated layer, it formally
diverges at t ¼ 0, but it has a physical sense for times
longer than the loading time th.
The effect of expanding plasma on the shock wave

formation depends on the values of plasma density and
pressure at the cold plasma interface at x ¼ xh:
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�m ¼ �0ðth=tÞ3=2; pm ¼ phðth=tÞ1=2: (4)

The latter decreases as a square root of time. As an example,
we consider an electron beam with energy "e0 ¼ 30 keV
and intensity Ib ¼ 1 PW=cm2 incident on a deuterium-
tritium plasma with density 10 g=cm3. Then the maximum
pressure ph rises to the value of 380 Mbar. The loading time
is relatively short, th ’ 20 ps. However, for longer times, the
pressure decreases rather slowly.

Knowing the pressure, it is straightforward to evaluate
the energy invested in the shock. It is described by the

mechanical work Esh ¼ ð3=4ÞRt
0 pmDshdt, where Dsh ¼

ð4pm=3�0Þ1=2 is the shock wave velocity in the strong
pressure limit [20,21]. Then the efficiency of the shock
drive is a ratio of Esh to the injected electron beam energy
Eb ¼ Ibt. During the loading time, t < th, the shock energy

increases as t5=2, achieving the value of (1=5) ð2�Þ�1=2Ibth
at t ¼ th. After that time the shock energy is increasing

much slower as t1=4. Consequently, the maximum effi-
ciency of the shock excitation by an electron beam is
achieved if the beam duration is twice the loading time,
tm ’ 2th. At that particular moment, the coupling effi-
ciency is �max ¼ EshðtmÞ=Ibtm � 0:115, and it decreases
with time very slowly for t > tm. Even for t ¼ 10th, the
coupling efficiency is reduced from the maximum value
only by 12%. Therefore, the electron beams of a duration
of a few hundred picoseconds could drive high amplitude
hydrodynamic shocks efficiently.

The limits of the present model are threefold. First, the
target thickness, obviously, should be larger than the electron
beam stopping length. In practice, having in mind the elec-
tron energies of several tens of keVand the stopping lengths
xh of a fewmicrons, the target density needs to be in the range
of 10 g=cm3 or more. Second, the planar model is limited
by the two-dimensional effects. Thus, the thickness of the

expanding plasma layer, �x ’ ðD0tÞ3=2x�1=2
h , according to

Eq. (3), should be smaller than the characteristic distance in
the second dimensionR (the shell radius for a spherical target
or the electron beam radius for a planar target). This condi-

tion limits the time to t < thðR=xhÞ2=3. Considering the shell
radius of 200 �m, this condition allows the time intervals of
a few hundred ps in the examples discussed above. Third, a
strongplane shockmaybecomeunstablewith respect to front
modulations if the target is accelerated. However, this effect
needs a global description of the target dynamics, which is
out of the scope of this Letter.

The theoretical model of a shock driven by an energetic
electron beam has been compared with the hydrodynamic
simulations conducted with the code CHIC [22]. This code
is currently used to simulate laser-plasma interaction
experiments. It includes thermal coupling of electrons
and ions, classical or nonlocal electron heat conduction,
and a detailed radiation transport with the tabulated ion-
ization and the opacity data. For comparison with the
model, we use here a one-dimensional plane version of

the code complemented with a kinetic moduleM1 describ-
ing a transport of fast electrons in plasma [23].
This fast kinetic module describes the electron transport

in the ion reference frame by solving the equations for two
angular moments of the relativistic Fokker-Planck equa-
tion with a specific entropy closure relation that accounts
for the angular width of the electron beam [24]. It takes
into account the electron collisional slowing down on the
plasma free electrons, bound electrons, plasmons, and the
elastic scattering on ions. The collective effects are also
taken into account through the self-consisted electric field.
The latter is calculated assuming that the return current
fully compensates the beam current.
At the initial time, a deuterium-tritium plasma has a

steplike profile with the maximum density �0 ¼ 10 g=cm3

and the temperature of 1 eV. The plasma thickness of
100 �m is much larger than the fast electron range, thus
allowing us to observe the creation and propagation of the
shock wave for a sufficiently long time of the order of 1 ns.
The intensity of a monoenergetic, collimated electron beam
was maintained constant in time. Two representative cases
with Ib ¼ 1 PW=cm2 and "e0 ¼ 30 keV (case 1) and Ib ¼
10 PW=cm2 and "e0 ¼ 100 keV (case 2) have been tested.
In both cases, because of high plasma density, the resistive
losses are small and the electron energy deposition is due to
the collisional effects.
Figure 2 shows the plasma pressure and density profiles

for case 1. The mean free path of fast electrons is initially of

FIG. 2 (color online). Snapshots of distributions of the plasma
pressure (a) and the density (b). The numbers near the curves
indicate the time in picoseconds. The electron beam energy is
30 keV and the intensity is 1 PW=cm2.
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the order of 2 �m, the characteristic hydrodynamic velocity
is D0 ¼ 100 �m=ns, and the corresponding loading time
(2) is 20 ps. According to the theoretical previsions, the
maximum pressure ph rises to 400 Mbar at the loading time
th ’ 20 ps, and the density increases by a factor of 2.7 after
the loading time. Then, as time goes on, the pressure drops
down to psh ’ 120 Mbar, and the shock takes a triangular
shape characteristic for a blast wave. It propagates with a
velocity Dsh ’ 60 �m=ns. Consequently, the shock wave
power Psh ¼ pshDsh is about 70 TW=cm2. That corre-
sponds to the driver efficiency of 7%, which agrees well
with the maximum theoretical value of �10%.

The fast electron energy deposition does not move along
with the shock front, but instead moves out and spreads over
the expanding plasma. The front edge of the energy deposi-
tion zone coincides with the rear edge of the density com-
pression. Thus, the deposited energy becomes decoupled
from the shock, so the shock pressure drops down with
time. Comparison of the runs with and without electron
thermal conductivity shows that its role is negligible at the
loading stage as the plasma temperature in the shock is rather
low, just a few eV. Later in time, after�600 ps, the thermal
wave from the hot corona catches up to the shock and broad-
ens the pressure profile.

The electron beams of higher energy and intensity may
create even much stronger blast waves. For case 2 shown in
Fig. 3, the loading time is �80 ps and the shock pressure
rises to 1800 Mbar at the time of 100 ps. It reduces then to
700Mbar after 1 ns. The shock velocity is about 120 �m=ns
and the shock power is about 0:7 PW=cm2. The Gaussian-
like density profile corresponding to the self-similar solution
(3) with L� ¼ 20 �m for t ¼ 100 ps is shown in Fig. 3(b)

with a dashed line. It agrees rather well with the numerical
solution shown with a red line corresponding to the time of
100 ps. The density profile in the shock in the later time,
t > 200 ps, takes a two-humps shape. The second hump is
driven by the thermal wave catching up to the shock at the
timeof 1 ns.The driving efficiency of the beam remains at the
same level of 7% as in case 1.

Theoretical analysis of the fast electron driven shock
wave in dense solids, confirmed by numerical simulations,
shows a possibility to achieve extremely high shock pres-
sures in high density solid materials with the coupling
efficiency up to 10%. The major condition is that target
areal densities should be of a few tenths of g=cm2 or more,
higher than the stopping length of the electrons with ener-
gies of a few tens of keV. Another crucial condition is that
the electron beam duration should be sufficiently short, not
to exceed more than 10 times the characteristic loading
time, which is of the order of a few tens of ps. Although the
presented model is limited to monoenergetic electrons and
one-dimensional plane geometry, it can be readily gener-
alized to more realistic cases relevant to ICF.

The case presented in Fig. 2 corresponds to the fast
electron current of 30 GA=cm2, which can be generated

with high power laser pulses. The numerical simulations of
laser plasma interaction [11] predict the efficiency of laser
absorption more than 70% with 90% conversion in fast
electrons for the laser intensities exceeding 10 PW=cm2 at
the wavelength 0:35 �m. The laser accelerated electrons
with energies less than 100 keV could be efficient drivers of
strong shocks for ignition of ICF targets and for other high
energy density applications. Such drivers could invest about
10% of energy in the shock wave in solids with a pressure
amplitude at the level of several hundred Mbar or more.
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