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Abstract

While the use of bender elements for geotechnical testing dates back to the sixties and seventies, the interpretation of this wave

propagation test is still a debated topic. The most widely accepted method involves plotting a signal in the time domain and

manually finding the arrival point. This requires identifying an arrival time corresponding to the velocity of a plane wave in a

setting where the validity of plane wave theory is, at best, debatable. Inevitably, this manual interpretation process can become

error-prone and subjective. While this paper does not pretend to solve the issue of applying plane wave theory outside its domain

of validity, it mainly aims to make the interpretation process more objective and repeatable. To achieve this, a statistical tool named

Akaike Information Criterion (AIC) is used to separate a signal into two stationary processes: before and after the arrival of a wave.

The main challenge is to isolate a segment of signal where these two stationary processes can be identified. For this two separate

algorithms are built using different methods of identifying the optimal signal segment. Both algorithms are described and tested on

a large set of signals recorded on Fontainebleau sand specimens.

Keywords: Elasticity, Laboratory tests, Bender elements, AIC, Sands

Introduction

The use of piezo-electric sensors for measuring wave veloc-

ities at very small strains is, to our knowledge, first described

in the work of Lawrence Jr (1965). Ceramic bender elements

were later employed by Shirley and Hampton (1978) to mea-

sure shear wave velocities. Further developments on this de-

sign were proposed by Lings and Greening (2001) in order to

measure both compression and shear waves velocities using a

single set of bender-extender elements.

A more complete description of the evolution of bender el-

ement testing and interpretation can be found in the works of

Lee and Santamarina (2005), Leong et al. (2005), Arroyo et al.

(2006) or Alvarado and Coop (2012) among many others. Nev-

ertheless, it is worth noting that while many different interpreta-

tion methods have been proposed, none has been unanimously

∗Corresponding author: gfloodpage@gmail.com

accepted.

Fundamentally, most issues stem from two specific short-

comings of bender element testing. The first is the difference

between the electrical input signal and the mechanical strain it

induces in the piezo-electric element (Arroyo, 2007). The sec-

ond is that the interpretation of the results relies on the applica-

tion of plane wave propagation theory in an environment where

its validity is often debatable. Theoretically, waves can be as-

sumed to be plane if they are observed both in the “far-field”,

far away from the source, and in an infinite medium (Achen-

bach, 1975). While the far-field criterion can be achieved in

bender element testing if the propagation distance Ltt is sev-

eral times greater than the wavelength (Sanchez-Salinero et al.,

1986; Barrière et al., 2012), the medium can only be consid-

ered infinite for wavelengths much smaller than the radius of

the specimen (Santamarina et al., 2001), condition that is rarely

met when using a triaxial apparatus equipped with bender ele-
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ments.

While bender element tests are an extremely useful tool for

observing the small-strain behaviour of soils, their interpreta-

tion is often made unreliable by the questionable applicability

of plane wave theory. In conditions where this theory is not ap-

plicable, interpreting the test involves “guessing” which point

of the recorded signal best corresponds to the arrival of a would-

be plane wave. Although this manual process can be performed

reliably, it is often fairly subjective, which limits the repeatabil-

ity of the measurements. The Akaike Information Criterion,

or AIC, (Akaike, 1998) is a statistical tool that has success-

fully been used to detect the arrival of both shear and com-

pression waves in seismograms (Sleeman and van Eck, 1999;

Zhang et al., 2003). Accordingly, this paper looks into the po-

tential of AIC as a more objective criterion for detecting wave

arrivals in bender-extender element tests. Although algorithms

such as that described in Arroyo et al. (2003a) can already be

used to improve the repeatability of manual arrival picking, per-

sonal experience has shown that such methods can struggle with

complex signals. Notably, their application to the detection of

compression wave arrival in gassy soils and of shear wave ar-

rival in signals also containing compression waves did not yield

satisfying results.

After a description of current bender element practice, the

AIC is briefly introduced before describing two algorithms al-

lowing the interpretation of bender element tests through this

criterion. These algorithms are then verified on a set of P and

S wave measurements performed on dry, gassy and saturated

Fontainebleau sand.

1. Bender element interpretation

1.1. General considerations

As shown in Figure 1, bender-extender elements can be wired

in two different ways (see the works of Lings and Greening,

2001 for details). The left-hand side setup in Figure 1 mostly

generates compression waves while the right-hand one mainly

emits shear waves. Unfortunately, they often actually generate

both shear and compression waves. Bearing in mind the re-

ceiver is not always in the far-field (as is theoretically required

by plane wave theory), the different wave components can get

confused in the recorded signals. This issue, called “near-field

effect”, is particularly sensitive when measuring shear wave ve-

locity as reflected P waves can mask the arrival of the S waves.

BE
Compression Compression

Shear Wave

BE

BE

Compression Wave

Shear

BE

Shear

Figure 1: Generating P and S waves using bender elements. While it is pos-

sible to predominantly produce compression or shear waves, bender-extender

elements inevitably produce both.

1.2. Traditional time domain methods

A majority of authors use time domain methods for inter-

preting bender element tests (e.g. Viggiani and Atkinson, 1995;

Alvarado and Coop, 2012 among many others compiled in Ta-

ble 1). The idea is to select the point on the received signal

that corresponds to the arrival of the wave. Although other

points have been adopted by some, only the “Start-to-Start”

(SS), “Peak-to-Peak” (PP) and “Negative Peak” (NP) methods

are shown in Figure 2 as they are by far the most commonly

adopted. It is worth noting that, depending on the author, the

NP travel time can be computed from either the “Start” and

“Peak” points.

Another existing time domain method is “Cross-

Correlation”. Despite being extremely efficient at detecting

the phase delay between two nearly identical signals, it can be

difficult to use for bender element testing. Specifically, when

3



Start

Peak

Start

Peak

Negative Peak Input signal Output signal

Figure 2: Time domain interpretation of a shear wave signal.

using a single sine period as input electrical signal, the emitting

bender element actually oscillates for several periods (Greening

et al., 2007). Combined with often inevitable reflections off

the sides of the specimen, this makes the emitted and received

signals very different, limiting the efficiency of the method.

1.3. Frequency domain methods

The most widespread frequency domain methods are the

“Phase Sensitive Detection” (PSD) methods (Viggiani and

Atkinson, 1995; Blewett et al., 1999; Greening and Nash, 2004

among several others). These include the “Phase Cross Spec-

trum Method” and the “Pi-Point method”. For both, the general

idea is to express phase as a function of frequency and thereby

deduce the group velocity vgr of the wave. It is also possible

to obtain the phase velocity vph. Considering a non-dispersive

medium, these two velocities are supposed to be identical:

vph =
ω

k
= Ltt

2π f
ϕ
, (1)

vgr = 2πLtt
dϕ
d f

(2)

where ω is the angular frequency, k is the wavenumber, Ltt is

the propagation length, f is the frequency and ϕ is the phase

difference between two signals.

Alternatively, a few authors have used wavelet transforms

(WT) in order to investigate the frequency content of bender

element signals and, in some cases, estimate the arrival time.

This alternative to the traditional Fourier Transform is partic-

ularly efficient at showing the time evolution of the frequency

content of a signal. Explanations can be found in Arroyo (2007)

and Chen et al. (2020).

1.4. Literature review

Table 1 attempts to compile a significant sample of the re-

search that has been done on bender element testing. Although

by no means complete, it shows which interpretation methods

have been used or analysed in each paper (separated in “Time”

and “Frequency” methods). It also indicates the type of wave

and soil studied, the input signal used and the overall reception

of the article as of February 2023. This has been achieved using

tallies provided by Scite (Nicholson et al., 2021) and the total

number of citations shown on Web of Science (“WoS” in the

table).

1.5. Arrival picking in geophysics

1.5.1. The STA/LTA ratio

Originally presented by Allen (1978), the STA/LTA algo-

rithm compares the “Short Term Average” (STA) with the

“Long Term Average” (LTA) in order to detect the onset of an

earthquake. The two corresponding quantities XS T and XLT can

be calculated as:

XS T =
1
Ns

Ns∑
n=1

xn, (3)

XLT =
1
Nl

Nl∑
n=1

xn (4)

where Ns and Nl are respectively the number of values over

which the short or long term averages are calculated. The term

xn is the value of a characteristic function x at the rank n of a

signal. According to Vaezi and van der Baan (2015), common

parameters are energy, absolute value of the signal and enve-

lope function. For application to bender element interpretation,

the square of the signal amplitude was chosen. The long term

average is calculated over the entire signal, whereas the STA is

averaged over a period of time corresponding to the inverse of

the peak frequency observed using a Fourier Transform of the

signal.

1.5.2. The AIC Method

The “Akaike Information Criterion” is a statistical tool in-

troduced in the 1974 paper by Hirotugu Akaike “A new look

at the statistical model identification” (Akaike, 1974, later re-

published in Akaike, 1998). Originally, it was designed for as-

sessing the quality of a model. This is achieved by balancing

the natural logarithm of the maximum likelihood Lmax of the
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Table 1: Literature review of bender element interpretation methods. While inevitably incomplete, this table attempts to give an overview of previous works

concerning both the measurement of compression (vp) and shear waves (vs). A neutral grey “x” indicates that the concerned wavetype, specimen, interpretation

method or input signal was used in the paper, whereas a green “+” or a red “-” respectively show supporting or contrasting views concerning the method. The

interpretation methods are designated by the following acronyms: S-S for Start-to-Start, P-P for Peak-to-Peak, NP for Negative Peak, CC for Cross Correlation,

AIC for Akaike Information Criterion and PSD for Phase Sensitive Detection.
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model with the number m of independently adjusted parame-

ters in the model, an optimal model can be found where Cai is

minimised (Akaike, 1974):

Cai = 2m − 2 ln (Lmax). (5)

As a reminder, the likelihood function L can be seen as the

probability density of observing an event given a set of fitting

parameters (Myung, 2003). Considering a seismogram can be

separated into two stationary time series modelled each by an

auto-recursive process, Sleeman and van Eck (1999) use this

criterion to determine an optimal separation point correspond-

ing to the arrival of an earthquake. This optimal separation

point is found when the likelihood function L is maximised

which, according to the authors, corresponds to the following

expression of the log-likelihood function:

ln (L) = −
1
2

(k − m) lnσ2
1,max

−
1
2

(N − m − k) lnσ2
2,max +C (6)

where k is the position along the signal of length N maximising

the likelihood function while σ2
1,max and σ2

2,max are respectively

the variances of the two stationary processes (before and after

wave arrival), m is the order of the auto-regressive model used

and C is a constant. Avoiding the use of an auto-regressive

process, Zhang et al. (2003) calculate these variances directly

from the recorded signal and obtain the expression of AIC used

in this paper:

Cai(k) = k lnσ2(x[1, k])+(N−k−1) logσ2(x[k + 1,N]) (7)

where Cai(k) is the value of the AIC function at the position k

of the signal and σ2(x[1, k]) corresponds to the variance of the

signal taken between indices 1 and k. In other words, minimis-

ing this function is equivalent to maximising the probability of

observing two stationary processes considering an arrival at the

position k. For this reason, the arrival of a wave corresponds to

the position k where Cai is smallest.

As can be noted in Table 1, three previous papers mention

the use of the Akaike Information Criterion for the interpre-

tation of bender element tests. Zhang and Wang (2014) and

Bialowas et al. (2018) mention using the AIC to interpret ben-

der element signals on Toyoura sand and crushed chalk respec-

tively but do not seem to experimentally demonstrate the valid-

ity of the method. Both studies also apply the AIC to the entire

recorded signal which, in our experience, regularly causes the

method to detect false minima instead of the actual arrival point.

Common issues include confusing P and S wave arrivals when

near field effect is significant or detecting the disappearance of

the signal rather than its arrival. By contrast, the study con-

ducted by Finas et al. (2016) on a stiff clay underlines the need

to calculated the AIC on a selected window of the signal. They

do not, however, provide any automated means of selecting this

window. Also, Finas et al. (2016) limit their study to shear wave

propagation. Therefore, the main objective is to define an au-

tomated method capable of “focusing” the AIC calculation on

an appropriate signal segment for both compression and shear

waves.

One might legitimately question the validity of decompos-

ing a bender element recording into two stationary processes.

While the stationarity of the “no signal” part of recordings

seems clear, this approximation can be problematic, especially

if amplitude of the signal is very variable during the “with sig-

nal” segment of the recording. Equally, when compression

waves are observed in shear wave signals, the hypothesis is all

the more troubling as the segment before arrival is not station-

ary either. This concern underlines the importance of choosing

an appropriate segment of the signal upon which to calculate the

AIC. This segment must limit the presence of near-field effects

and cross-talk while ensuring the segments before and after ar-

rival are as stationary as possible. Two separate algorithms for

identifying this segment are proposed and discussed in the rest

of the paper.

1.6. Focusing the AIC method

The first proposed method for focusing the AIC is to take

the emission of the signal as the start point and the maximum

amplitude as the end point. From here on, this method will be

named “Maximum-AIC” or MAIC for short. Figure 3 illustrates
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the different steps in this process.
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Figure 3: Shear wave arrival detection using the MAIC method.

An alternative method, named “STA-LTA-AIC” or SLA for

short, is inspired by the works of Akazawa (2004). The gen-

eral idea is to use the STA-LTA ratio to locate the high ampli-

tude section of the signal. Then, two successive uses of the AIC

function help distinguish compression waves from shear waves.

Initially, the AIC is calculated between a start point correspond-

ing to the emission of the input signal and the first point for

which the STA-LTA ratio indicates the presence of a signal. The

aim of this iteration is to separate the recording into a station-

ary segment containing background noise and a short segment

containing a small number of periods. This small number of

periods ensures the second segment can just about be approxi-

mated as stationary. It also allows the arrival point detected this

way to correspond to the earliest possible arrival, even when

its amplitude is relatively small. When measuring compression

waves, this arrival point should provide a good estimation of

velocity.

When measuring shear waves, the arrival point obtained after

the first iteration will, if they exist, systematically correspond

to compression waves. For this reason, the AIC is calculated

again, this time on a segment going from just before the previ-

ously detected arrival to the end of the high-amplitude segment

of the signal as determined using the STA-LTA ratio. This sec-

ond segment must first ensure that, in the absence of compres-

sion waves, the second iteration will result in the same arrival

point being detected. Then, it must also guarantee that the new

segment can be decomposed into two relatively stationary sig-

nals, one corresponding to near-field components and the other

to the actual signal of interest. For this, trial and error showed

that the starting point could be taken one period before the pre-

viously detected arrival. This period is estimated as the inverse

of the peak frequency of the Fourier transform of the complete

signal as shown in Figure 4. Choosing the end point as the end

of the high-amplitude segment of the signal makes sure that the

amplitude of shear wave signal is not too variable, thereby sat-

isfying the stationarity hypothesis as much as possible.
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Figure 4: Shear wave arrival detection using the SLA method.

2. Testing the algorithms

2.1. Experimental data

Both interpretation methods were tested on a set of over

15,000 signals containing dry, saturated and gassy (S r ≥ 0.9)

Fontainebleau sand. While this happens to be the database of

bender element signals available to us, it is worth noting that

the focus of this paper is mainly on the performance of the al-

gorithms, rather than on the mechanical behaviour of the sand.

The sand parameters used in this study are compiled in Table 2.

The sands were mostly prepared by air pluviation with den-

sity indices Id of 0.92 and 0.54. Table 3 provides a list of the
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Property Value Source

D50 [mm] 0.223 Andria-Ntoanina (2011)

Cu 1.48 Andria-Ntoanina (2011)

emax 0.866 Andria-Ntoanina (2011)

emin 0.545 Andria-Ntoanina (2011)

ρs [kg/m3] 2650 Andria-Ntoanina (2011)

Ks [GPa] 37 Subramaniyan et al. (2015)

Table 2: Median grain diameter, granulometric uniformity coefficient, maximal

and minimal void ratios, solid grain density and grain bulk modulus considered

for NE34 Fontainebleau Sand.

different sand specimens prepared. The void ratio is obtained

by repeating at least seven times the calibration process and

deducing the mean and standard deviation. A confidence inter-

val of 95% was adopted with Student’s t-distribution in order

to describe the error of the pluviation process. For the single

specimen prepared by dry tamping, the uncertainty is deduced

from the precision of the instruments used to measure mass and

volume.

Specimen Void ratio Preparation

Id92-H200-v1 0.56±0.01 Pluviation

Id92-H200-v2 0.56±0.01 Pluviation

Id92-H200-v3 0.57±0.007 Dry tamping

Id92-H200-v4 0.56±0.01 Pluviation

Id92-H200-v5 0.56±0.01 Pluviation

Id92-H100-v1 0.56±0.01 Pluviation

Id92-H100-v2 0.56±0.01 Pluviation

Id54-H200-v1 0.69±0.04 Pluviation

Id54-H200-v2 0.69±0.04 Pluviation

Id54-H200-v3 0.69±0.04 Pluviation

Id54-H200-v4 0.69±0.04 Pluviation

Id54-H200-v5 0.69±0.04 Pluviation

Id54-H200-v6 0.69±0.04 Pluviation

Id54-H200-v7 0.69±0.04 Pluviation

Id54-H200-v8 0.69±0.04 Pluviation

Table 3: List of tested sand specimens. The name of each experiment indicates

the density index Id and the height of the specimen (the diameter is always

100 mm).

2.2. Experimental apparatus

The experiments were executed using a set of bender-

extender elements purchased from GDS Intruments. The pro-

truding length of elements was of 3.5±0.5 mm. The “same po-

larisation” element was set into the bottom platen of a triaxial

cell while the “opposite polarisation” element was set at the

top end.

The signal was generated using a TG1010A function gen-

erator, while the received signal was observed on an Agilent

Technologies InfiniiVision DSO-X-2004A digital oscilloscope

and recorded using Labview. The input signal was a single

sine period of variable frequency, ranging from 1 to 50 kHz

for shear waves and from 1 to 200 kHz for P waves. As is rela-

tively common practice in bender element testing (Shirley and

Hampton, 1978; Nakagawa et al., 1997; Blewett et al., 1999;

Leong et al., 2005; Rio, 2006; Leong et al., 2009; Camacho-

Tauta et al., 2015), a light band-pass filter was also applied to

improve signal quality. Two passes of a first order butterworth

filter were used to avoid introducing phase shifts into the signal.

The passband was centered around the input frequency while its

width corresponded to 60 kHz. The amplitude of the passband

was chosen to ensure that white noise was significantly reduced

while the signal of interest was unaltered.

2.3. Statistical analysis of the MAIC and SLA methods

In order to analyse the efficiency of the MAIC and SLA al-

gorithms, the results of these two automated interpretations

are compared with those obtained using a more “traditional”

method. As this analysis was performed on a large number of

signals, it was unpractical to use more than one manual inter-

pretation method.

Frequency domain methods were avoided as they are very

sensitive to the range of used frequencies and have been re-

ported to be less reliable than time domain methods (Yamashita

et al., 2009). Despite some positive feedback for both time do-

main methods (see Table 1), the “Start-to-Start” method was

preferred to the “Peak-to-Peak” method. This was mainly due

to two theoretical considerations. Firstly, as the electrical input
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frequency is not generally the same as the dominant frequency

of the received signal, the resulting velocity could be artificially

sensitive to the frequency. Secondly, constructive or destruc-

tive interferences in between the different components of the

received signal could hide its first “real” peak.
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Figure 5: Comparing the relative deviation of the SLA and MAIC interpretation

methods on grade one (and above) signals. The deviation is expressed with

respect to a manual estimation using the Start-to-Start method. The observed

diagonal lines indicate signals where both algorithms returned similar results

differing from the manual interpretation while centered vertical and horizontal

lines show that only one of the two algorithms is inconsistent with the manual

interpretation.

Figure 5 shows the distributions of relative velocity devia-

tions correponding to the SLA and MAIC methods as a percent-

age of the first arrival velocity obtained manually. Each indi-

vidual dot corresponds to a measurement whereas the lateral

density plots show the deviation distribution for each method.

Table 4 provides the mean and the standard deviation of the dis-

tribution for both SLA and MAIC algorithms. Throughout this

article, relative deviation is expressed in percentages and calcu-

lated as:

DX =
vX − vss

vss
(8)

with X corresponding either to SLA or MAIC according to

which deviation is being calculated and vss is the wave velocity

computed using the Start-to-Start manual method (SS).

Method Grade Type Mean Standard Deviation

MAIC 1 vp -5.9% 19.2%

MAIC 1 vs 8.3% 24.2%

MAIC 5 vp -1.8% 10.2%

MAIC 5 vs 1.1% 5.8%

SLA 1 vp 3.0% 17.0%

SLA 1 vs 0.7% 11.5%

SLA 5 vp 1.1% 7.6%

SLA 5 vs -0.3% 4.1%

Table 4: Relative velocity deviation distribution of the SLA and MAIC meth-

ods.

From this representation of relative deviation, we can observe

several features. First of all, as illustrated by the lateral density

plots, the relative velocity deviation is closer to zero in the hor-

izontal direction than in the vertical direction. This indicates

that the SLA method is generally in better agreement with man-

ual Start-to-Start interpretation than MAIC. On average, MAIC

has a tendency to overestimate the shear wave velocities and un-

derestimate the compression wave velocities. This is generally

due to the presence of both compressive and shear components

in many recordings. Possible explanations for these observa-

tions could include near-field effects, lateral wave reflections or

the behaviour of the emitting bender-extender element. This

specific topic is discussed further in the appendix.

The result of the presence of both compression and shear

components is that, when looking for shear waves, MAIC oc-

casionally picks up on faster compression waves, thereby over-

estimating velocity. Similarly, when interpreting compression

waves, shear components can end up having greater amplitude

than the compression wave of interest. If such high ampli-

tude shear components are inside the window over which AIC

is computed, the global minimum for that window will corre-

spond to the shear waves, resulting in an underestimation of

P-wave velocity. By contrast, the SLA is generally better suited

at dealing with these undesired wave components as it focuses
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the AIC window away from them.

Figure 5 contains data from all the measurements in our

database with no consideration given for the quality of the sig-

nal. Any phenomenon complexifying the signal, such as cross-

talk, near-field effect or attenuation is just as likely to confuse

these algorithms as it is a human being. This goes some way

to explaining the significant velocity differences shown in Fig-

ure 5.

In order to account for the varying quality of the signals,

a grade was given to them ranging from 0 to 5. A grade of

“0” indicates the signal is unusable, while a grade of “5” is

given when the arrival point is absolutely unmistakable to hu-

man eyes. Figure 6 presents a selection of shear wave signals

corresponding to grades 0 through 5. As an example, the first

signal gets the grade 0 as the signal baseline is gradually drift-

ing from positive to negative values. This type of defect in the

recorded signals causes both algorithms to fail regularly. While

the grade attributed here is debatable as the signal can be inter-

preted manually, the choice seems reasonable as this behaviour

should not be observed in any well recorded signal. Alterna-

tively the grades 1 to 3 are given according to how strongly the

undesired compression or shear components are contaminating

the recording. Keeping only grade 5 signals, Figure 7 shows

that the performance of the both algorithms is considerably im-

proved.

Arrivals:

Figure 6: Illustration of signal grade attribution. Increasing grades show im-

proving signal quality. Grades of zero indicate that the signal is in some way

corrupted (in this case the signal baseline is drifting) while grades of five are

given only to good quality signals where wave arrival is absolutely unmistak-

able to the naked eye.
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Figure 7: Comparing the relative deviation of the SLA and MAIC interpretation

methods on grade five signals.

As could be expected, both algorithms are in much better

agreement with manual interpretation when very clear signals

are used. It is however important to note the presence of out-

liers, even for high quality signals. Assuming wave velocity

is constant within a given frequency range, this issue can be

addressed by taking the median result out of a group of mea-

surements at different frequencies. This process has the added

benefit of providing a standard deviation and therefore an esti-

mation of the precision of the interpretation process.

On both Figures 5 and 7, a diagonal line going from bottom

left to top right is visible. This corresponds to the points where

both automated interpretations agree on a velocity that is differ-

ent from that obtained manually. This can occur when the AIC

algorithm is picking up on a specific feature of the signal that

is not what interests the person doing the manual interpretation.

Occasionally, it can also be a sign that the manual interpretation

was incorrect. Meanwhile, the centered vertical and horizontal

lines indicate signals where only one of the two algorithms has

failed. In order to better identify the strengths and weaknesses

of the algorithms, the performance of each algorithm are anal-
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ysed in greater detail in the two following sections.

2.4. Testing the SLA algorithm

Concentrating on the performance of the SLA algorithm, Fig-

ure 8 shows the distribution of relative deviation considering

three different saturation states and five signal grades. The box-

plots indicate the mean relative deviation, as well as the 25th,

50th and 75th percentiles (noted respectively P25, P50 and P75).

From this figure, one can observe that, for signals with a

grade of three or over, the median value is satisfyingly close

to zero. Bearing in mind that uncertainty in wave velocity mea-

surements using bender elements is reported to reach up to 50%

(Arroyo, 2001), the spread also seams reasonable. Unfortu-

nately, the method does still occasionally fail with good quality

signals. Although this is to be expected with any interpreta-

tion algorithm, it is a clear indication that there is still room for

improvement.

Concerning the interpretation of bender element tests in

gassy sands, the SLA method has a tendency to seriously over-

estimate the P-wave velocity for low-grade signals. As shown

by Astuto et al. (2022) and Flood-Page et al. (2023), compres-

sion waves generated by bender elements in gassy soils tend to

contain multiple phases travelling at different velocities. These

signals are very complex to interpret as several arrival points

could justifiably be chosen. Consequently, SLA might disagree

with manual interpretation without either method necessarily

being wrong. Due to the complexity of such signals, they are

often given low grades, explaining why the relative velocity de-

viation is particularly significant for grades below four. As the

SLA algorithm is deliberately designed to pick up on the ear-

liest possible arrival, the difference is systematically positive.

For instance, with signals where one might manually choose a

slower component with higher amplitude, the algorithm will in-

stead detect the faster component with much lower amplitude.

By contrast, the interpretation of S-wave signals in gassy sands

is much simpler, which explains why algorithm and manual in-

terpretation tend to agree more readily. In the case of mea-

surements in dry and saturated soils, the algorithm generally

performs well for both shear and compression waves with one

main exception. On some dry specimens, a faster compression

wave was observed at higher frequencies. The effect is partic-

ularly visible on P-wave measurements as the SLA algorithm

systematically picks the fastest arrival, but can also have an im-

pact on shear wave interpretation. As these signals were given

low grades, this overestimation of vp and vs is only really visi-

ble for grades one and two.

2.5. Testing the MAIC algorithm

Figure 9 shows the relative deviation distribution for the

MAIC method. At a first glance, one can confirm that the relia-

bility of this method is considerably less than the SLA method.

This is visible as the median deviation is more variable than that

of SLA and the distribution is far more spread out.

Despite being less reliable, this method can still be of some

use. Where the SLA method picks the very first arrival for com-

pression waves and the last possible arrival for shear waves,

MAIC is far more sensitive to the amplitude of the signal. This

tendency is particularly visible when comparing the SLA and

MAIC deviation distributions. Where the first makes a habit

of overestimating vp, the latter often underestimates it. This

feature can be of interest for a few applications such as the in-

terpretation of P-wave signals on dry soils. As shown in Fig-

ure 10, a faster compression component can sometimes be ob-

served at higher frequencies. This phenomenon was exclusively

observed when using a confinement fluid to generate effective

stress (as opposed to a vacuum pump). Therefore, the presence

of this faster compression wave could potentially be explained

by the infiltration of water into the specimen if it were not per-

fectly watertight. Alternatively, compression waves could also

be propagating through the water in the confinement cell. This

hypothesis seems more likely as these faster compression waves

were also observed on specimens where the absence of moisture

was verified at the end of the experiment.
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Figure 8: Velocity computed by the SLA algorithm compared with manual interpretation. Generally, this method seems better at estimating velocities for shear waves

than for compression waves. The tendency to overestimate velocity can be understood as this method is designed to detect the earliest possible arrival, regardless of

the overall amplitude of the signal. The length of the “whiskers” of the boxplots is set at 1.5 times the interquartile range. This fairly standard value for boxplots

defines which points are considered as outliers.

3. Using the algorithms

3.1. General recommendations

Using the AIC-based algorithms for interpreting bender el-

ement tests provides an alternative to traditional time methods

such as “Start-to-Start” or “Peak-to-Peak”. Its main advantage

is repeatability. Anyone using these algorithms will obtain ex-

actly the same velocity out of the same signal. However, as they

are currently implemented, the algorithms are not capable of es-

timating the quality of the signal beyond a simple estimation of

the signal-to-noise ratio. A few procedures can be combined in

order to ensure the quality of the results:

• Eliminating all signals where the algorithm has visibly

failed. This can be done by setting bounds for realistic

values of wave velocities.

• Taking a very wide range of signals at slightly different

frequencies. Besides giving valuable information on dis-

persion, this significantly improves the reliability of the

interpretation. Using the median value of this set of mea-

surements, rather than the mean, is highly recommended.

• The SLA algorithm provides two potential arrival points.

According to the type of soil being tested, it is possible to

choose one or the other. It can also be helpful to compare

the results of SLA and MAIC.

• Filtering out all signals with low Signal-to-Noise ratios

can be an alternative to manually eliminating poor or

bugged signals. This can help make the interpretation pro-

cess fully automated.
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Figure 9: Velocity computed by the MAIC algorithm compared with manual interpretation. This method is, on average, less reliable than SLA. However, MAIC

noticeably outperforms SLA for grade one compression waves on dry specimens.
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Figure 10: Effect of a faster compression wave on SLA and MAIC interpretation.

This faster wave component is only observed when the specimen is surrounded

by a confinement fluid, showing that it is not representative of the dry specimen

behaviour.

3.2. Small strain moduli for Fontainebleau sand

In order to illustrate the use of the AIC algorithms for bender

element testing, they are used here to determine the shear and

oedometric small-strain moduli G0 and M0 for Fontainebleau

NE34 sand:

G0 = ρv2
s , (9)

M0 = ρv2
p. (10)

where the density ρ corresponds either to the dry or saturated

density according to the state of the soil, while the dry density

ρd is deduced from the void ratio in Table 3 and the density of

the sand grains given in Table 2.

Figure 11 shows the S and P wave moduli obtained for dry

Fontainebleau sand using bender-extender elements. The re-

sults were calculated using what we shall call a “mixed” AIC

interpretation. The shear waves are exploited using the SLA

algorithm while the compression wave velocities come from

the MAIC algorithm. This combination is practical for test-

ing dry specimens as SLA is far more robust for shear waves,

while MAIC has the advantage of being relatively insensitive

to any unwanted faster compression waves (example shown in

Figure 10). It can be compared with Figure 12 providing the

results of the manual interpretation on the same set of data.

For both graphs, each point represents one specimen at a spe-
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cific level of effective pressure. At each of these pressure lev-

els, a range of frequencies are tested and all signals are kept,

regardless of the attributed grade. The position of the marker

represents the median value P50 of this group of signals, while

the confidence interval, if shown, is calculated using a normal

distribution for a confidence level of 95%.

Id = 0.54
Id = 0.92

Moduli

S-wave : G0

Density index

P-wave : M0

Figure 11: Small-strain moduli found for dry Fontainebleau sand: “mixed”

interpretation. Each dot correponds to the median value of a range of measure-

ments at different frequencies while the vertical error bars are deduced from the

corresponding standard deviation, considering a normal distribution and a 95%

confidence level.

Although an effect of void ratio on both shear and oedomet-

ric modulus is expected (Goudarzy et al., 2018; Menq, 2003;

Tatsuoka et al., 1979; Wichtmann and Triantafyllidis, 2010), no

clear impact of void ratio was noted using either the manual or

mixed methods. A likely explanation is that the uncertainty re-

sulting from the experimental setup is greater than the effect of

void ratio. For this reason, a simple fitting curve was used for

G0:

G0 = A
(

p′

Pre f

)C

. (11)

The small strain P-wave modulus M0 is considered to be a func-

tion of the Poisson ratio ν and the small strain shear modulus

Id = 0.54
Id = 0.92

Moduli

S-wave : G0

Density index

P-wave : M0

Figure 12: Small-strain moduli found for dry Fontainebleau sand: “Manual”

interpretation.

G0. Therefore, fitting the P-wave data provides an estimate of

the Poisson ratio:

M0 =
1 − ν

1 − 2ν
G0. (12)

The fitting parameters given in Table 5 were obtained us-

ing the Levenberg-Marquardt algorithm as implemented in the

“curve fit” function provided by SciPy (Virtanen et al., 2020).

The confidence interval on each parameter is estimated from the

covariance matrix of the fitting process with a confidence level

of 95% and a normal distribution.

As the difference between compression and shear wave ve-

locity is much greater in saturated conditions than with dry

sands, estimation of shear modulus was generally far more ac-

curate in saturated sands. For this reason, Figures 13 and 14

provide a more precise estimation of shear modulus, capable of

accounting for the effect of void ratio. In these conditions, the

small strain behaviour is fitted using Equation (13):

G0 = A
(B − e)2

1 + e

(
p′

Pre f

)C

. (13)

Small strain shear moduli obtained on dry and saturated

Fontainebleau sand are compared in Figure 15 with results pre-
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Figure 13: Small-strain shear moduli found for saturated Fontainebleau sand:

“SLA” interpretation.

viously obtained by Delfosse-Ribay et al. (2004) using a res-

onant column apparatus. While bender element measurements

performed on saturated sand seem to give larger estimates of

shear modulus, they remain within the 100% error margin sug-

gested by Arroyo (2001) when estimating shear modulus from

bender element tests. It remains unclear whether the difference

between dry and saturated measurements is due to hypothetical

differences in specimen preparation or to the inherent uncer-

tainty of bender element testing. Nevertheless, it is important

to note that the deviation observed between SLA and manual in-

terpretation is much smaller than that between different sets of

measurements.

Conclusions

The aim of this paper was to present and test different im-

plementations of the “Akaike Information Criterion” for the

interpretations of bender element tests. Previous attempts have

shown that one of the main challenges when using this approach

is the need to define a window in which to calculate the AIC.

Therefore, the core work presented here consists of two possi-

Id = 0.54
Id = 0.92

Density index

Figure 14: Small-strain shear moduli found for saturated Fontainebleau sand:

“Manual” interpretation.

ble algorithms for automatically defining this window. Over-

all, this approach to interpreting bender element tests has two

main advantages: repeatability and efficiency. Our experience

shows it is most helpful when interpreting complex signals for

which several arrival points could legitimately be chosen man-

ually, or for very large datasets where manual interpretation is

prohibitive.

A comprehensive database of bender element signals was

used in order to illustrate the potential of the AIC for the in-

terpretation of bender element tests. Containing signals ob-

tained on dry, saturated and gassy Fontainebleau sand, this

database helped examine two possible implementations of the

AIC function: the SLA and MAIC algorithms. The results of

these automated interpretation methods were compared with

those obtained manually using the “Start-to-Start” time do-

main method.

The main conclusions of the statistical analysis of the devia-

tion between manual and automated interpretation showed that

the SLA algorithm was considerably more robust than MAIC.

However, this general observation hides significant variations in
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Data Interpretation Grade A [MPa] B [-] C [-] nu [-]

Delfosse-Ribay et al. (2004) N/A N/A 68.2 2.17 0.47 N/A

Dry Manual 1 93.3±0.3 N/A 0.55±0.004 0.17±0.001

Dry Mixed 1 99.6±0.3 N/A 0.54±0.003 0.18±0.001

Saturated Manual 1 98±3 2.16±0.03 0.47±0.02 N/A

Saturated SLA 1 119±4 1.99±0.02 0.44±0.02 N/A

Table 5: Fitting parameters for small strain moduli on Fontainebleau sand. The data from Delfosse-Ribay et al. (2004) corresponds to resonant column tests.

Figure 15: Small strain moduli obtained from dry and saturated Fontainebleau

sand compared with results previously obtained by obtained by Delfosse-Ribay

et al. (2004) using a resonant column. Overall, the deviation observed between

manual and SLA interpretation is considerably less than that observed between

different observations of the small strain shear modulus. The fitting parameters

used to plot these curves are given in Table 5.

performance induced by the type of specimen and wave being

tested. For instance, SLA is designed to detect the earliest pos-

sible P-wave arrival with little regard for its amplitude, while

MAIC is far more sensitive to the point of maximum amplitude.

Consequently, the former is most suited for detecting P-waves

in saturated and gassy soils whereas the latter is better at mea-

suring vp in dry specimens. Similarly, the SLA algorithm ex-

pects to find both compression and shear waves in every signal.

This explains why it is far more efficient when both compres-

sion and shear components are visible on the same recording.

All in all, this paper has highlighted the potential of the AIC

function for building automated time-domain interpretation al-

gorithms. However, it is worth noting that those presented

here are but two of many possible implementations of the func-

tion. Equally important, they have currently only been tested

on Fontainebleau sand and could prove less efficient on other

types of soil. Therefore, considerable improvements upon the

proposed algorithms could definitely still be proposed.
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Appendices

Relative velocity analysis

Tables 6 and 7 provide the numerical values for statistical

parameters presented respectively in Figures 8 for the SLA al-

gorithm and 9 for the MAIC algorithm.

As an alternative to studying relative deviation in Figures 8

and 9, a study of relative velocity was also performed in

case any bias might be hidden because of the tool chosen to

present the data. Figures 16 and 17 show the ratio between

the algorithm-computed velocity and the manually interpreted

velocity. The general trends observed using relative velocity

being practically identical to those obtained using relative de-

viation, both figures and the corresponding data tables are only

mentionned here as an appendix.

Near-field effects and piezo-electric element behaviour

In Section 2.3, a question is raised concerning the observa-

tion of both compression and shear components in a number of

recorded signals. Three possible explanations were suggested:

near-field effect, lateral wave reflections and the behaviour of

the emitting bender-extender element. To test these hypothe-

ses, Figures 18 and 19 respectively show the effect of estimated

wavelength on relative deviation for the MAIC and SLA algo-

rithms.

Theoretically, these hypotheses can be tested by looking at

the effect of frequency on the relative deviation between manual

and automated interpretation. Near-field effects should only be

observed within a couple of wavelengths of the source (Barrière

et al., 2012; Sanchez-Salinero et al., 1986). For specimens with

a length of 0.2 m, this implies that waves can start to satisty

this criterion for wavelengths below 0.1 mm. Meanwhile, con-

sidering a specimen radius of 0.05 m, one could assume that

waves with wavelengths below 0.01 m should not be too heav-

ily affected by lateral wave reflections. Looking at compression

waves on the left side of Figures 18 and 19, there does not seem

to be any clear trend showing that relative deviation is improved

for wavelengths below 0.1 m, suggesting near-field effects are

not the main issue. One could argue that an improvement is

noted below 0.01 m, implying that lateral boundary conditions

are a more likely source of error. However, this trend is at best

faint and one must remember that, on average, precision of both

manual and automated picking procedures will inevitably be

better at low frequencies due to the smaller interval between

signal peaks.

As for shear waves, there does generally seem to be an in-

crease in relative deviation as wavelengths near 0.1 m for both

MAIC and SLA, possibly suggesting near-field effect is a possi-

ble culprit. Nevertheless, with regards to MAIC interpretation

in Figure 18, there seem to be two main concentrations of off-

center dots. This could possibly point to there being two sepa-

rate causes for the presence of compression wave components

on shear wave recordings. One could notably imagine that, at

higher frequencies, the bender element does not behave as a

simple bending beam, thereby introducing compression waves

into the specimen. Meanwhile, at lower frequencies, the bender

element behaves better but, this time, near-field effects could be

responsible. A consequence of this hypothesis would be that

SLA is better at interpreting shear waves at higher frequencies,

while both are similarly affected by near-field effects.
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20



Finas, M., Vanheeghe, P., Ali, H., Cascante, G., 2016. Automatic Shear Wave

Velocity Estimation in Bender Element Testing. Geotechnical Testing Jour-

nal 39, 557–567. doi:10.1520/GTJ20140197.

Flood-Page, G., Boutonnier, L., Pereira, J.M., 2023. Relating wave frequency

and pore fluid homogeneity in quasi-saturated sands. E3S Web of Confer-

ences 382, 03005. doi:10.1051/e3sconf/202338203005.

Goudarzy, M., König, D., Schanz, T., 2018. Interpretation of small and inter-

mediate strain characteristics of Hostun sand for various stress states. Soils

and Foundations 58, 1526–1537. doi:10.1016/j.sandf.2018.09.002.

Greening, P., Rio, J., Arroyo, M., 2007. Some observations from a parametric

study of the behaviour of benders in a polyurethane rubber , 8.

Greening, P.D., Nash, D.F., 2004. Frequency Domain Determination of G0

Using Bender Elements. Geotechnical Testing Journal 27, 11192. doi:10.

1520/GTJ11192.

Gu, X., Yang, J., Huang, M., 2013. Laboratory measurements of small strain

properties of dry sands by bender element. Soils and Foundations 53, 735–

745. doi:10.1016/j.sandf.2013.08.011.

Hasan, A.M., Wheeler, S.J., 2015. Measuring travel time in bender/extender

element tests, in: Proceedings of the XVI ECSMGE Geotechnical Engineer-

ing for Infrastructure and Development, ICE. doi:doi:10.1680/ecsmge.

60678.
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Wave State Grade x̄ σ P1 P5 P25 P50 P75 P95 P99

P Dry 1 19.01 65.5 -100.45 -100.34 -5.02 5.31 45.21 128.78 211.11

P Dry 2 -3.68 44.36 -100.43 -100.36 -10.37 1.29 15.29 51.89 90.37

P Dry 3 -0.86 40.25 -100.38 -100.31 -0.9 1.22 14.84 42.31 108.28

P Dry 4 3.82 21.29 -100.29 -1.11 -0.01 0.5 3.21 33.64 73.4

P Dry 5 8.33 21.87 -1.76 -0.47 -0.03 0.44 3.02 47.63 98.04

P Saturated 1 3.79 14.36 -27.64 -19.2 -1.11 1.91 8.26 28.07 31.21

P Saturated 2 -3.87 15.31 -33.98 -27.63 -15.17 -1.46 4.7 21.89 28.33

P Saturated 3 -0.27 11.49 -23.01 -18.6 -10.58 0.17 7.22 18.55 26.72

P Saturated 4 1.68 7.36 -19.54 -10.9 -0.75 1.19 4.44 12.15 25.41

P Saturated 5 0.96 3.03 -4.44 -1.98 -0.3 0.49 1.63 5.93 12.61

P Gassy 1 6.75 33.43 -48.16 -29.19 -9.46 0.44 15.82 58.55 136.46

P Gassy 2 2.55 24.24 -39.37 -23.99 -5.16 -0.06 4.59 34.43 120.38

P Gassy 3 -0.31 14.98 -39.11 -20.05 -5.87 -0.21 2.75 20.75 43.98

P Gassy 4 -0.32 8.93 -23.89 -12.81 -1.87 -0.15 1.55 11.87 23.9

P Gassy 5 0.81 4.09 -12.65 -4.24 -0.61 0.39 2.01 7.42 13.53

S Dry 1 0.92 22.87 -70.08 -36.54 -2.19 1.64 14.25 28.31 48.74

S Dry 2 1.48 16.59 -87.31 -11.97 -3.18 -0.09 5.52 26.46 36.73

S Dry 3 0.29 9.87 -53.53 -7.27 -1.54 -0.13 1.64 12.16 31.66

S Dry 4 0.34 3.81 -3.1 -2.04 -0.51 -0.18 0.03 4.19 18.54

S Dry 5 0.09 1.83 -1.01 -0.75 -0.38 -0.22 -0.02 0.24 7.13

S Saturated 1 7.13 38.88 -87.89 -60.01 -6.14 10.94 19.87 54.56 122.34

S Saturated 2 -0.37 38.59 -100.48 -67.82 -4.87 -0.63 1.86 25.91 131.35

S Saturated 3 -5.13 17.25 -100.37 -24.14 -5.18 -1.17 -0.16 8.31 14.01

S Saturated 4 -0.61 4.48 -8.09 -4.24 -0.76 -0.17 0.15 1.17 13.17

S Saturated 5 -0.4 4.32 -2.26 -1.23 -0.27 -0.05 0.16 0.56 1.03

S Gassy 1 9.03 37.39 -97.55 -61.01 0.47 12.5 17.6 54.44 93.2

S Gassy 2 5.43 31.08 -100.49 -55.41 -0.84 6.59 13.3 49.54 123.29

S Gassy 3 1.3 21.03 -100.36 -6.26 -1.27 -0.06 6.1 26.05 59.54

S Gassy 4 -0.11 7.92 -9.73 -1.9 -0.51 -0.1 0.27 5.5 18.41

S Gassy 5 -0.33 4.56 -2.29 -1.21 -0.29 -0.03 0.22 0.8 3.48

Table 6: Relative deviation associated with the SLA method for different grades and saturation states. Pn indicates the nth percentile of the statistical distribution.
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Wave State Grade x̄ σ P1 P5 P25 P50 P75 P95 P99

P Dry 1 7.7 24.45 -35.01 -25.09 -5.83 0.89 19.85 46.47 84.16

P Dry 2 4.04 17.78 -36.31 -25.99 -4.23 0.29 15.25 37.75 48.51

P Dry 3 4.82 15.03 -21.77 -13.57 -0.86 0.37 9.82 26.19 42.61

P Dry 4 1.12 6.1 -15.35 -3.7 -0.45 -0.0 1.14 9.83 23.81

P Dry 5 0.64 4.93 -6.68 -0.89 -0.35 -0.04 0.3 3.74 22.67

P Saturated 1 -52.32 31.99 -89.24 -83.88 -79.23 -68.76 -20.13 -0.88 0.43

P Saturated 2 -32.35 34.08 -88.32 -84.71 -74.06 -19.89 -2.6 8.11 14.58

P Saturated 3 -12.42 25.09 -87.14 -82.54 -17.13 -3.65 3.07 11.46 17.21

P Saturated 4 -7.89 21.89 -87.83 -78.2 -4.71 -0.53 1.62 7.12 11.06

P Saturated 5 -1.69 10.45 -73.27 -4.0 -1.07 -0.21 0.72 3.04 6.48

P Gassy 1 -27.79 32.8 -85.78 -79.24 -58.97 -21.48 -2.44 16.66 53.11

P Gassy 2 -17.85 26.65 -84.32 -75.23 -26.87 -5.7 -0.39 11.65 18.75

P Gassy 3 -13.33 22.27 -81.93 -65.77 -17.54 -5.18 -0.34 7.35 16.68

P Gassy 4 -8.51 18.46 -83.95 -59.23 -8.75 -1.6 -0.11 3.14 8.44

P Gassy 5 -2.89 11.42 -78.44 -14.11 -2.02 -0.5 0.42 2.51 5.45

S Dry 1 17.68 20.34 -29.06 -14.09 1.89 14.71 30.14 54.6 70.46

S Dry 2 15.8 15.42 -9.83 -5.18 2.91 14.02 26.28 45.7 53.57

S Dry 3 15.98 14.81 -11.51 -1.64 3.74 13.15 26.58 42.38 53.74

S Dry 4 14.43 15.69 -1.89 -0.58 0.27 9.76 25.26 43.98 53.83

S Dry 5 5.35 10.01 -0.46 -0.42 -0.05 0.15 5.65 29.18 37.25

S Saturated 1 11.96 40.6 -10.41 -7.59 -5.67 -0.69 15.13 35.63 220.11

S Saturated 2 9.51 57.35 -11.51 -8.41 -5.39 -2.84 0.25 23.45 345.87

S Saturated 3 3.68 37.8 -9.48 -6.72 -4.46 -0.88 0.02 11.41 242.4

S Saturated 4 -0.46 4.03 -6.99 -5.71 -1.02 -0.37 -0.0 1.13 17.56

S Saturated 5 -0.32 1.2 -4.72 -1.49 -0.57 -0.22 0.02 0.49 0.9

S Gassy 1 15.91 43.82 -62.02 -19.16 -0.3 12.2 18.21 55.68 234.74

S Gassy 2 14.51 38.13 -25.99 -6.46 -0.55 8.02 13.62 54.64 208.74

S Gassy 3 15.38 42.45 -7.83 -4.76 -0.43 4.75 12.0 55.35 260.97

S Gassy 4 4.72 16.48 -5.52 -1.62 -0.43 0.05 3.8 23.85 54.41

S Gassy 5 1.55 6.6 -1.87 -1.12 -0.33 -0.04 0.34 12.02 32.4

Table 7: Relative deviation associated with the MAIC method for different grades and saturation states.
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Wave State Grade x̄ σ P1 P5 P25 P50 P75 P95 P99

P Dry 1 1.39 0.45 0.76 0.86 1.0 1.39 1.57 2.19 2.98

P Dry 2 1.25 0.3 0.74 0.87 1.0 1.2 1.43 1.82 1.95

P Dry 3 1.17 0.25 0.84 0.95 1.0 1.09 1.24 1.72 2.09

P Dry 4 1.05 0.16 0.96 0.99 1.0 1.01 1.05 1.28 1.83

P Dry 5 1.04 0.16 0.99 1.0 1.0 1.0 1.01 1.3 1.85

P Saturated 1 1.03 0.14 0.73 0.82 0.97 1.01 1.07 1.28 1.31

P Saturated 2 0.96 0.16 0.66 0.73 0.85 0.99 1.05 1.26 1.29

P Saturated 3 1.0 0.11 0.77 0.82 0.92 1.0 1.07 1.19 1.27

P Saturated 4 1.01 0.07 0.81 0.89 0.99 1.01 1.03 1.1 1.25

P Saturated 5 1.01 0.03 0.96 0.98 1.0 1.0 1.01 1.04 1.08

P Gassy 1 1.05 0.34 0.45 0.67 0.89 1.0 1.14 1.61 2.32

P Gassy 2 1.02 0.25 0.54 0.75 0.95 1.0 1.04 1.34 2.2

P Gassy 3 0.99 0.15 0.58 0.8 0.94 1.0 1.02 1.21 1.44

P Gassy 4 0.99 0.09 0.76 0.87 0.98 1.0 1.01 1.07 1.24

P Gassy 5 1.0 0.04 0.87 0.96 0.99 1.0 1.01 1.05 1.1

S Dry 1 1.01 0.23 0.32 0.43 0.97 1.01 1.12 1.32 1.49

S Dry 2 1.03 0.12 0.81 0.9 0.98 1.0 1.07 1.26 1.36

S Dry 3 1.02 0.08 0.81 0.93 0.99 1.0 1.05 1.14 1.28

S Dry 4 1.01 0.04 0.94 0.98 1.0 1.0 1.0 1.08 1.18

S Dry 5 1.0 0.02 0.99 0.99 1.0 1.0 1.0 1.0 1.08

S Saturated 1 0.99 0.29 0.31 0.37 0.94 0.96 1.12 1.26 2.02

S Saturated 2 1.0 0.21 0.61 0.86 0.94 0.96 1.0 1.22 2.3

S Saturated 3 0.97 0.07 0.76 0.91 0.95 0.97 1.0 1.05 1.12

S Saturated 4 0.99 0.03 0.92 0.94 0.99 1.0 1.0 1.01 1.03

S Saturated 5 1.0 0.03 0.98 0.99 1.0 1.0 1.0 1.01 1.01

S Gassy 1 1.1 0.34 0.31 0.43 1.0 1.12 1.17 1.54 1.93

S Gassy 2 1.08 0.25 0.43 0.91 0.99 1.07 1.13 1.49 2.23

S Gassy 3 1.03 0.15 0.41 0.94 0.99 1.0 1.06 1.22 1.59

S Gassy 4 1.0 0.05 0.94 0.98 1.0 1.0 1.0 1.06 1.18

S Gassy 5 1.0 0.04 0.98 0.99 1.0 1.0 1.0 1.01 1.03

Table 8: Relative velocity for the SLA method for different grades and saturation states
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Wave State Grade x̄ σ P1 P5 P25 P50 P75 P95 P99

P Dry 1 1.08 0.24 0.65 0.75 0.94 1.01 1.2 1.46 1.84

P Dry 2 1.04 0.18 0.64 0.74 0.96 1.0 1.15 1.38 1.49

P Dry 3 1.05 0.15 0.78 0.86 0.99 1.0 1.1 1.26 1.43

P Dry 4 1.01 0.06 0.85 0.96 1.0 1.0 1.01 1.1 1.24

P Dry 5 1.01 0.05 0.93 0.99 1.0 1.0 1.0 1.04 1.23

P Saturated 1 0.48 0.32 0.11 0.16 0.21 0.31 0.8 0.99 1.0

P Saturated 2 0.68 0.34 0.12 0.15 0.26 0.8 0.97 1.08 1.15

P Saturated 3 0.88 0.25 0.13 0.17 0.83 0.96 1.03 1.11 1.17

P Saturated 4 0.92 0.22 0.12 0.22 0.95 0.99 1.02 1.07 1.11

P Saturated 5 0.98 0.1 0.27 0.96 0.99 1.0 1.01 1.03 1.06

P Gassy 1 0.72 0.33 0.14 0.21 0.41 0.79 0.98 1.17 1.53

P Gassy 2 0.82 0.27 0.16 0.25 0.73 0.94 1.0 1.12 1.19

P Gassy 3 0.87 0.22 0.18 0.34 0.82 0.95 1.0 1.07 1.17

P Gassy 4 0.91 0.18 0.16 0.41 0.91 0.98 1.0 1.03 1.08

P Gassy 5 0.97 0.11 0.22 0.86 0.98 0.99 1.0 1.03 1.05

S Dry 1 1.18 0.2 0.71 0.86 1.02 1.15 1.3 1.55 1.7

S Dry 2 1.16 0.15 0.9 0.95 1.03 1.14 1.26 1.46 1.54

S Dry 3 1.16 0.15 0.88 0.98 1.04 1.13 1.27 1.42 1.54

S Dry 4 1.14 0.16 0.98 0.99 1.0 1.1 1.25 1.44 1.54

S Dry 5 1.05 0.1 1.0 1.0 1.0 1.0 1.06 1.29 1.37

S Saturated 1 1.12 0.41 0.9 0.92 0.94 0.99 1.15 1.36 3.2

S Saturated 2 1.1 0.57 0.88 0.92 0.95 0.97 1.0 1.23 4.46

S Saturated 3 1.04 0.38 0.91 0.93 0.96 0.99 1.0 1.11 3.42

S Saturated 4 1.0 0.04 0.93 0.94 0.99 1.0 1.0 1.01 1.18

S Saturated 5 1.0 0.01 0.95 0.99 0.99 1.0 1.0 1.0 1.01

S Gassy 1 1.16 0.44 0.38 0.81 1.0 1.12 1.18 1.56 3.35

S Gassy 2 1.15 0.38 0.74 0.94 0.99 1.08 1.14 1.55 3.09

S Gassy 3 1.15 0.42 0.92 0.95 1.0 1.05 1.12 1.55 3.61

S Gassy 4 1.05 0.16 0.94 0.98 1.0 1.0 1.04 1.24 1.54

S Gassy 5 1.02 0.07 0.98 0.99 1.0 1.0 1.0 1.12 1.32

Table 9: Relative velocity for the MAIC method for different grades and saturation states.
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