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#### Abstract

Circadian clocks form a fundamental mechanism that promotes the correct behavior of many cellular and molecular processes by synchronizing them on a 24 hour period. However, the circadian cycles remain difficult to describe mathematically. To overcome this problem, we first propose a segmentation of the circadian cycle into eight stages based on the levels of expression of the core clock components CLOCK:BMAL1, REV-ERB and PER:CRY. This cycle segmentation is next characterized through a piecewise linear model, whose analytical study allows us to propose an Algorithm to generate biologically-consistent circadian oscillators. Our study provides a characterization of the cycle dynamics in terms of four fundamental threshold parameters and one scaling parameter, shows robustness of the circadian system and its period, and identifies critical points for correct cycle progression.
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## 1 Introduction

In mammals, every cell contains its own circadian clock network, a complex family of interactions between genes and proteins that helps to control and synchronize many cellular and molecular processes (such as heart beat, blood pressure, body temperature,...). The main synchronizer of circadian clock is known to be the Earth's light/dark cycle, forcing circadian clock period at around 24 h . The core mechanism of
circadian clock is based on two negative feedback loops, between the complexes of protein PER:CRY and CLOCK:BMAL1 and between CLOCK:BMAL1 and REV-ERB, allowing circadian clocks to show sustainable and rhythmic oscillations [1, 2] . These interactions between proteins imply a phase opposition between CLOCK:BMAL1 and PER:CRY and a specific order of protein peaks: CLOCK:BMAL1, REV-ERB and PER:CRY. Throughout the years, several mathematical models have been developed, especially for the clock located in the Suprachiasmatic Nucleus (SCN) [3, 4] but also for peripheral organs such as the liver [5-7], or pancreatic beta-cells [8] or for more 'generic'-type cells [2, 9], focusing on different circadian clock features (such as transcription, translation, import/export, degradation, phosphorylation...) and recovering important biological properties of circadian clocks. These models enable, among other points, to provide insights to show circadian period and oscillations robustness whether by studying it with a reduced number of clock molecules (mRNA or proteins) in the cell [10] or demonstrating the role of the two loops [4].

In this paper, we propose a characterization of the circadian cycle based on a segmentation of the circadian time into eight different stages depending on the levels of expression of the three core components CLOCK:BMAL1, REV-ERB and PER:CRY. We construct a piecewise linear differential model which describes the dynamics of the circadian clock in each of these stages. This model leads to analytical solutions that help us to represent the mechanisms of circadian clocks and provide a quantitative method to study the cycle dynamics. Using these analytical solutions, we implement an Algorithm to estimate and explore the parameter space of this cycle segmentation. Our results show that the circadian system is robust in the sense that a periodic orbit with period near 24 hours is observed for a large range of concentrations. This robustness is determined by an adjustment between the minimal concentration of PER:CRY and the maximal concentration of CLOCK:BMAL1: the product of these two quantities may range over a large interval and sets a scaling for the other variables in the system.

## 2 Numerical and mathematical characterization of circadian time

### 2.1 A model reproducing circadian clock properties

Throughout this paper, we base our analysis on the continuous circadian clock model recently developed by Almeida et al. [11] . This model, calibrated with data from mouse fibroblast cells [12], focuses on the transcriptional details and describes the dynamics of the core clock protein complexes CLOCK:BMAL1, DBP, REV-ERB (representing both REV-ERB $\alpha$ and REV-ERB $\beta$ ) and PER:CRY (complex formed by PER2 and CRY1). The proteins are respectively denoted $B, D, R$ and $P$ throughout this paper. The ordinary differential equations of this model are:

$$
\begin{align*}
\dot{B} & =V_{R} h^{-}(R)-\gamma_{B} B P, \\
\dot{D} & =V_{B} B-\gamma_{D} D,  \tag{1}\\
\dot{R} & =V_{D} D-\gamma_{R} R, \\
\dot{P} & =V_{D} D-\gamma_{B} B P,
\end{align*}
$$

where $h^{-}(R)=\frac{k_{R r}^{4}}{k_{R r}^{4}+R^{4}}, V_{R}=44.4 \% . h^{-1}, k_{R r}=80.1 \%, V_{B}=0.142 \% . h^{-1}, V_{D}=$ $19 \% . h^{-1}, \gamma_{R}=0.241 h^{-1}, \gamma_{D}=0.156 h^{-1}, \gamma_{B}=2.58 h^{-1} . V_{B}, V_{D}$ and $V_{R}$ stand for synthesis rates and $\gamma_{B}, \gamma_{D}$ and $\gamma_{R}$ for degradation rates.

### 2.2 A segmentation of the circadian time into eight stages

We suggest a segmentation of the circadian time into stages based on the repression of CLOCK:BMAL1 by REV-ERB (represented by the term $V_{R} h^{-}(R)$ in model 1) and on the dynamics between CLOCK:BMAL1 and PER:CRY (represented by the mutual repression term $\gamma_{B} B P$ in model 1). We define the different regions by setting thresholds on the variables $B, P$ and $R$ in order to segment the circadian cycle and characterize the clock proteins dynamics. Throughout this paper, we will use "stage $i$ " to designate the time interval spent by a circadian cycle in "region $i$ " of the state space. By abuse of notation, we will use "stage $i$ " to designate both the time interval and (as a label of) "region $i$ ".

Let's define $P_{\text {low }}$, a low level of reference for the variable $P, B_{\text {high }}$ and $P_{\text {high }}$, high levels of reference for the variables $B$ and $P$ and $R_{\text {int }}$ an intermediate level of reference for $R$. The state space can be partitioned using all the different combinations of the thresholds: as there are two thresholds for $P$, one for $R$ and one for $B$, the state space can be divided into twelve stages (see Table 1).

However, as the circadian clock performs one cycle, the phase opposition property between CLOCK:BMAL1 and PER:CRY has to be respected [13], refuting some stages. This property implies that the oscillator cannot have $B<B_{\text {high }}$ and $P<P_{\text {low }}$ simultaneously (eliminating stages 9 and 10) nor $B>B_{\text {high }}$ and $P>P_{\text {high }}$ simultaneously (eliminating stages 11 and 12). The circadian cycle is then described by the first eight stages of Table 1.

### 2.3 Temporal sequence of the stages

The circadian clock shows a specific order of protein peaks: BMAL1 then REV-ERB, then PER:CRY peaks. This property suggests a specific order among stages followed by any circadian oscillator. Notice that the probability that two variables cross their thresholds simultaneously is very small. So, from one stage to another, we assume that only one variable crosses a threshold. It's therefore not possible to pass from stage 1 to 3 for example. We define the peak of $B$ such that $B$ is above its threshold $B_{h i g h}$, corresponding to stages $5,6,7$ and 8 . The peak of $R$ follows the peak of $B$ and is defined such that $R$ is above $R_{\text {int }}$ which is represented by stages 7, 8, 1 and 2. Finally, the peak of $P$ follows the peak of $R$ and corresponds to stages 2 and 3 , as $P>P_{\text {high }}$. A cycle that respects physiological properties (such as the order of protein peaks) should follow an ascending order of stages and should not enter twice a same stage in a same cycle. The ideal order of stages would then be 1-2-3-4-5-6-7-8-1, as represented in Figure 1. Each stage is represented by a vertex in the space $(R, B, P)$ and is defined via the thresholds $R_{\text {int }}, B_{\text {high }}, P_{\text {low }}$ and $P_{\text {high }}$. The unlabelled vertices correspond to the discarded stages. The ideal order of stages as the circadian oscillator performs one cycle is represented as a transition graph (green arrows) among the eight vertices.


Fig. 1 Ideal physiological order of stages followed by an oscillator as it performs one cycle

## 3 A piecewise linear clock model

Inspired by the piecewise linear model suggested before by our group [14] and based on the repression of CLOCK:BMAL1 by PER:CRY, on the dynamics between REVERB and CLOCK:BMAL1 and on the circadian time decomposition into eight stages, we simplified the continuous model of Almeida et al. (1) into a piecewise linear one, in order to describe the dynamic of the circadian clock in each stage. The goal is to provide an analytic treatment of the circadian system, based on the three fundamental variables that are also represented in practically every model of the circadian clock, to obtain:

- an analytic periodic solution for the circadian system;
- a characterization of the cycle dynamics in terms of four fundamental threshold parameters;
- robustness of the circadian cycle, in terms of threshold parameters.


### 3.1 Model design

The first nonlinear term is the decreasing Hill function $V_{R} h^{-}(R)$ which can be simplified by a step function [15]. A straightforward choice for $R_{i n t}$ is the threshold $k_{R r}$, which gives:

$$
V_{R} h^{-}(R) \approx \begin{cases}0, & R>R_{i n t}  \tag{2}\\ V_{R}, & R<R_{i n t}\end{cases}
$$

The second nonlinear term is the common degradation of the complexes PER:CRY and CLOCK:BMAL1, $\gamma_{B} B P$, that goes through different well-marked steps as the oscillator performs one cycle. The same thresholds as for the cycle segmentation are used: $B_{\text {high }}, P_{\text {low }}$ and $P_{\text {high }}$.

First, $B$ remains close to its level $B_{\text {high }}$ (whilst $R$ and $P$ are large) implying that the two terms $V_{R} h^{-}(R)$ and $\gamma_{B} B P$ have similar values and add up to 0 in the $B$ equation, leading to the following simplification:

$$
\gamma_{B} B P \approx \begin{cases}0, & R>R_{\text {int }}, B<B_{\text {high }}, P_{\text {low }}<P<P_{\text {high }}  \tag{3}\\ 0, & R>R_{\text {int }}, B<B_{\text {high }}, P>P_{\text {high }} \\ V_{R}, & R<R_{\text {int }}, B<B_{\text {high }}, P>P_{\text {high }}\end{cases}
$$

These 3 equations correspond to the first three stages.

Next, we consider the dynamics between $B$ and $P . P$ decreases and tends to reach its low level $P_{\text {low }}$. $B$ increases and so the degradation term is mostly dominated by $B$. The degradation term of $B$ and $P$ during stages 4 and 5 is then defined by:

$$
\gamma_{B} B P \approx \begin{cases}\gamma_{B} B P_{\text {low }}, & R<R_{\text {int }}, B<B_{\text {high }}, P_{\text {low }}<P<P_{\text {high }}  \tag{4}\\ \gamma_{B} B P_{\text {low }}, & R<R_{\text {int }}, B>B_{\text {high }}, P_{\text {low }}<P<P_{\text {high }}\end{cases}
$$

At the end of stage $5, P$ reaches its low level $P_{\text {low }}$ and $B$ becomes close to a reference state $B_{e q}$, corresponding to the equilibrium between its production and degradation terms, $B=V_{R}-\gamma_{B} B_{e q} P_{\text {low }}=0$ which gives:

$$
\begin{equation*}
B_{e q}=\frac{V_{R}}{\gamma_{B} P_{l o w}} \tag{5}
\end{equation*}
$$

a relationship between $B_{e q}$ and $P_{\text {low }}$.
Then, during stage $6, B$ reaches its maximum and $P$ its minimum. We define the degradation term by a constant $\delta$ such that during stage 6 there is a time $t$ where $\dot{P}(t)=0$ :

$$
\begin{equation*}
\gamma_{B} B P \approx\left\{\gamma_{B} \delta, \quad R<R_{\text {int }}, B>B_{\text {high }}, P<P_{\text {low }}\right. \tag{6}
\end{equation*}
$$

The value $\delta$ stands for a product between a maximal $B$ and a minimal $P$.
During stages 7 and $8, B$ decreases and tends to reach $B_{e q}$ while $P$ increases and crosses the threshold $P_{\text {low }}$. The degradation term is here described by:

$$
\gamma_{B} B P \approx \begin{cases}\gamma_{B} B_{\text {eq }} P_{\text {low }}, & R>R_{\text {int }}, B>B_{\text {high }}, P<P_{\text {low }}  \tag{7}\\ \gamma_{B} B_{\text {eq }} P_{\text {low }}, & R>R_{\text {int }}, B>B_{\text {high }}, P_{\text {low }}<P<P_{\text {high }}\end{cases}
$$

Finally, to provide an initial starting point for the circadian cycle, we define the time at which the cycle exits stage $i$ by $t_{i}$ and the duration of each stage by the difference of exiting times:

$$
\begin{equation*}
d_{i}=t_{i}-t_{i-1} \text { with } i=1 . .8 \text { and } t_{0}=t_{8} \tag{8}
\end{equation*}
$$

We set the numerical starting point of the cycle as the point reached by the oscillator at the end of stage 5 (so $t_{5}=0$ ), when $P$ crosses its threshold (so $P_{0}=P_{\text {low }}$ ) and when the other variables $B, D$ and $R$ reach the value corresponding to an equlibrium between production and degradation rates, that is to say:

$$
\begin{align*}
\text { End of stage } 5 & \Rightarrow P_{0}=P_{\text {low }} \\
\dot{B}=0 & \Rightarrow B_{0}=B_{e q} \\
\dot{D}=0 & \Rightarrow D_{0}=\frac{V_{B} B_{e q}}{\gamma_{D}}  \tag{9}\\
\dot{R}=0 & \Rightarrow R_{0}=\frac{V_{D} V_{B} B_{e q}}{\gamma_{D} \gamma_{R}}
\end{align*}
$$

In what follows, the point at the boundary between stages 5 and $6\left(B_{0}, D_{0}, R_{0}, P_{0}\right)$ is the initial condition for the PWL system.

With these definitions, an analytical solution can be given for the dynamics of the model in each stage. Notice that these conditions and equations ensure positivity of $B$, $D$ and $R$, provided that the threshold parameters are well-defined (see Section 3.2). As $P$ reaches its minimum during stage $6, \delta$ should also be defined carefully to ensure the positivity of $P$ (in more detail below in Section 3.3). Table 1 summarizes the definitions of each stage, as well as the equations for each variable and the function trends expected to obtain oscillations and a consistent model, that is to say an oscillator that goes through all the stages in the specified physiological order.

### 3.2 Circadian cycle as a sequence of transitions between stages

The following assumptions and propositions summarize necessary conditions on the parameter values and on the stages durations, to ensure that the analytical solution represents an oscillator following the cycle transitions in the specified physiological order for one period (as defined in Section 2.3). Sketches of proofs are given in Appendix.

First, some assumptions among the parameters are as follows:
A. $1 \frac{V_{R}}{3 \gamma_{B}}<\delta<\frac{V_{R}}{\gamma_{B}}$,
A. $2 B_{\text {high }}<B_{e q}=\frac{V_{R}}{\gamma_{B} P_{\text {low }}}$,
A. $3 P_{\text {low }}>\frac{2 V_{R}}{3 \delta \gamma_{B}-V_{R}} \frac{V_{D} V_{B}}{\gamma_{D} \gamma_{B}}$,
A. $4 \frac{V_{D} V_{B} V_{R}}{\gamma_{D} \gamma_{R} \gamma_{B} P_{\text {low }}}<R_{\text {int }}<\frac{V_{R}}{\gamma_{R}}$

Considering the requirements for the system to be in stage 6, Assumption A. 1 ensures that $B$ increases and remains above $B_{\text {high }}$ and Assumption A. 4 ensures the initial starting point $R_{0}$ lower than $R_{\text {int }}$. In addition to A.1-A.4, the following assumptions on variables $D(t)$ and $R(t)$ are also needed. They are all verified by numerical results (see in Appendix Figure A1):
A. $5 \frac{V_{B} B_{e q}}{\gamma_{D}}<D_{\text {min }}$
A. $6 D\left(t_{i}\right)<\frac{V_{R}}{V_{D}}, i \in\{2,3,4,5\}$.
A. $7 \frac{V_{R}}{V_{D}}<D\left(t_{6}\right)<D\left(t_{7}\right)$
A. $8 R_{\text {int }}<R\left(t_{7}\right)<R\left(t_{8}\right)$

The next propositions state the conditions needed at each step for transition from one stage to the next. At the starting point of the cycle, only the values of $P_{l o w}$ and $\delta$ are set. Then, at each step, the idea is to define the value of a specific threshold by choosing the duration $d_{i}=t_{i}-t_{i-1}$ of stage $i$, such that the desired threshold is
crossed first. The duration $d_{i}$ of stage $i$ also depends on the duration $d_{i-1}$ of stage $i-1$. These propositions ensure that Algorithm 1 returns a set of thresholds that guarantee a periodic cycle (see implementation in Section 3.3).

Since the starting point of the system occurs at the end of stage 5 (at $t_{5}$ ), the duration of stage 6 is the first one to be chosen. However, this duration directly impacts the good progress of the cycle, since a too short or too long duration blocks the beginning of the oscillations (see conditions of Proposition 1). Duration of stage 8 also requires precise conditions on the time intervals, to guarantee that the expected variable crosses its given threshold. Thus, for stages 6 and 8 (Propositions 1 and 2) an interval for the stage duration is provided, say $d_{i} \in\left(d_{i, \min }, d_{i, \text { max }}\right)$, to allow for flexibility in the threshold parameter choices.

Note that the transitions between two consecutive stages from stage 2 to 6 (see Proposition 4) follow naturally from the Assumptions A. 1 - A. 4 on model parameters only and from Propositions 1 to 3 and require no further conditions.

After one period, that is to say when the system reaches again the boundary between stage 5 and stage $6, B\left(t_{5}\right)=B_{0}$ and $P\left(t_{5}\right)=P_{0}$. Indeed, during stage 5 , B increases and converges quickly to $B_{e q}=B_{0}$ and the end of stage 5 corresponds to the moment where P equals $\left.P_{\text {low }}\left(=P_{0}\right)\right)$. Then, although $D\left(t_{5}\right)$ and $R\left(t_{5}\right)$ are observed bigger than $D_{0}$ and $R_{0}$, the good progress of the cycles of the next periods through the stages is not impacted.

Proposition 1 (Stage 6 to 7 to 8). Consider the PWL system as defined in Table 1. Assume that the following inequalities hold:

1(i) $d_{6 \text { min }}<d_{6}$ such that $D\left(t_{5}+d_{6 \text { min }}\right)>\frac{V_{R}}{V_{D}}$ and $\exists d_{7}<\frac{\left(V_{R}-\delta \gamma_{B}\right) d_{6 \text { min }}}{V_{R}}$ such that $P\left(t_{5}+d_{6 \min }+d_{7}\right)=P_{\text {low }} ;$

1(ii) $d_{6}<d_{6 \max }$ such that $P\left(t_{5}+d_{6 \max }\right)<P_{\text {low }}$ and $R\left(t_{5}+d_{6 \max }\right)<\frac{V_{R}}{\gamma_{R}}$.
Then, starting at the boundary between stages 5 and 6 with initial condition ( $B_{0}, D_{0}$, $R_{0}, P_{0}$ ) defined in Section 3.1, the system will successively cross stage 6 and enter stage 7 and cross stage 7 and enter stage 8.

Condition 1(i) ensures that $P$ increases at the end of stage 6 and that $d_{6}$ is long enough to ensure a solution of the equation $P\left(t_{6}+d_{7}\right)=P_{\text {low }}$, with $d_{7}$ such that $P$ crosses $P_{\text {low }}$, before B crosses $B_{\text {high }}$. Condition 1(ii) ensures that $R$ crosses $R_{\text {int }}$ before $P$ crosses $P_{\text {low }}$, and such that $R_{\text {int }}<\frac{V_{R}}{\gamma_{R}}$. These conditions guarantee transitions from stage 6 to 7 and from stage 7 to 8 .

Proposition 2 (Stage 8 to 1). Consider the PWL system as defined in Table 1. In addition to the inequalities of Proposition 1, assume that the following inequalities hold :

$$
\begin{aligned}
& \text { 2(i) } d_{8 \min }<d_{8}<d_{8 \max } \text { with } d_{8 \min }=\frac{B\left(t_{7}\right)-\frac{V_{R}}{V_{R} P_{l o w}}}{V_{R}} \text { and } d_{8 \max }=\frac{B\left(t_{7}\right)}{V_{R}} \text {; } \\
& \text { 2(ii) } P\left(t_{7}+d_{8 \max }\right) \ll P_{\text {high }} \text {. }
\end{aligned}
$$

Then, starting from stage 8 , with initial conditions $B_{0}=B\left(t_{7}\right), D_{0}=D\left(t_{7}\right)$, $R_{0}=R\left(t_{7}\right), P_{0}=P\left(t_{7}\right)=P_{\text {low }}$, the system will cross stage 8 and enter stage 1 .
Conditions 2(i) and 2(ii) ensure that $B$ crosses $B_{\text {high }}$ (such that $0<B_{\text {high }}<B_{\text {eq }}$ ) before $P$ crosses $P_{\text {high }}$, which guarantees transition from stage 8 to 1 .

Proposition 3 (Stage 1 to 2). Consider the PWL system as defined in Table 1. In addition to the inequalities of Propositions 1 and 2, assume that the following inequality holds:

$$
3(i) P_{\text {high }}<P\left(t_{8}+d_{1 \max }\right) \text {, such that } R\left(t_{8}+d_{1 \max }\right)=R_{\text {int }} \text {. }
$$

Then, starting from stage 1, with initial conditions $B_{0}=B\left(t_{8}\right)=B_{\text {high }}, D_{0}=D\left(t_{8}\right)$, $R_{0}=R\left(t_{8}\right), P_{0}=P\left(t_{8}\right)$, the system will cross stage 1 and enter stage 2.
Condition 3(i) ensures that $P$ crosses $P_{\text {high }}$ before $R$ crosses $R_{\text {int }}$, which guarantees transition from stage 1 to 2 .

Proposition 4 (Stage 2 to 6). Consider the $P W L$ system as defined in Table 1. Assume that inequalities of Propositions 1-3 hold. Then, starting from stage 2, with initial conditions $B_{0}=B\left(t_{1}\right), D_{0}=D\left(t_{1}\right), R_{0}=R\left(t_{1}\right), P_{0}=P\left(t_{1}\right)=P_{\text {high }}$, the system will cross stage 2 and successively evolve through stages 3, 4, 5 and finally 6 , in this order.

### 3.3 Algorithm for numerical estimation of circadian cycle threshold parameters

We use the conditions defined before in the propositions and propose Algorithm 1 to estimate the five-dimensional parameter space, composed of the four thresholds $B_{\text {high }}, R_{\text {int }}, P_{\text {low }}$ and $P_{\text {high }}$ and the scaling factor $\delta$, such that any oscillator of the PWL model follows the specified physiological stages order for several periods. Both definitions and conditions of the system ensure positivity of $B, D$, and $R$ but positivity of $P$ has to be verified, so we add a condition in this sense (see steps 3 and 4 of Algorithm 1).

As input of Algorithm 1, we take the same parameters as the ones of the continuous model 1, except for $\gamma_{R}$. This parameter has a big impact on the period and allow us to adjust the period around 24 h for a better coherence with biological clocks (the initial value of $\gamma_{R}$ gave periods around 33 h ).
Table 1 Segmentation of the circadian time into twelve stages and equations describing the dynamics of the circadian clock in each of the biologically-consistent stages, with function trends expected.

| Stage | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| Stages conditions | $\begin{aligned} & R>R_{\text {int }} \\ & B<B_{\text {high }} \\ & P_{\text {low }}<P<P_{\text {high }} \end{aligned}$ | $\begin{aligned} & R>R_{\text {int }} \\ & B<B_{\text {high }} \\ & P>P_{\text {high }} \end{aligned}$ | $\begin{aligned} & R<R_{\text {int }} \\ & B<B_{\text {high }} \\ & P>P_{\text {high }} \end{aligned}$ | $\begin{aligned} & R<R_{\text {int }} \\ & B<B_{\text {high }} \\ & P_{\text {low }}<P<P_{\text {high }} \end{aligned}$ |
| $\begin{aligned} & \text { CLOCK:BMAL1 } \\ & \dot{B}= \end{aligned}$ | $\begin{aligned} & \overrightarrow{0} \\ & 0 \end{aligned}$ | $\begin{aligned} & \overrightarrow{0} \end{aligned}$ | $\begin{aligned} & \overrightarrow{0} \end{aligned}$ | $\nearrow$ |
| $\begin{aligned} & \text { DBP } \\ & \dot{D}= \end{aligned}$ | $V_{B} B-\gamma_{D} D<0$ | $V_{B} B-\gamma_{D} D<0$ | $V_{B} B-\gamma_{D} D<0$ | $V_{B} B-\gamma_{D} D<0$ |
| $\begin{aligned} & \text { REV } \\ & \dot{R}= \end{aligned}$ | $\begin{aligned} & \nearrow \text { or } \nearrow \searrow \\ & V_{D} D-\gamma_{R} R \end{aligned}$ | $\begin{aligned} & \nearrow \searrow \text { or } \searrow \\ & V_{D} D-\gamma_{R} R \end{aligned}$ | $V_{D} D-\gamma_{R} R<0$ | $V_{D} D-\gamma_{R} R<0$ |
| $\begin{aligned} & \text { PER:CRY } \\ & \dot{P}= \end{aligned}$ | $\nearrow_{V_{D}} D>0$ | $\nearrow_{V_{D}} D>0$ | $V_{D} D-V_{R}<0$ | $V_{D} D-\gamma_{B} B P_{\text {low }}<0$ |
| Stage | 5 | 6 | 7 | 8 |
| Stages conditions | $\begin{aligned} & R<R_{\text {int }} \\ & B>B_{\text {high }} \\ & P_{\text {low }}<P<P_{\text {high }} \end{aligned}$ | $\begin{aligned} & R<R_{\text {int }} \\ & B>B_{\text {high }} \\ & P<P_{\text {low }} \end{aligned}$ | $\begin{aligned} & R>R_{\text {int }} \\ & B>B_{\text {high }} \\ & P<P_{\text {low }} \end{aligned}$ | $\begin{aligned} & R>R_{\text {int }} \\ & B>B_{\text {high }} \\ & P_{\text {low }}<P<P_{\text {high }} \end{aligned}$ |
| $\begin{aligned} & \text { CLOCK:BMAL1 } \\ & \dot{B}= \end{aligned}$ | $V_{R}-\gamma_{B} B P_{\text {low }}>0$ | $\nearrow_{R}-\gamma_{B} \delta>0$ | $\begin{aligned} & \searrow \\ & -\gamma_{B} B_{e q} P_{\text {low }} \\ & =-V_{R}<0 \end{aligned}$ | $\begin{aligned} & \searrow \\ & -\gamma_{B} B_{e q} P_{\text {low }} \\ & =-V_{R}<0 \end{aligned}$ |
| $\begin{aligned} & \text { DBP } \\ & \dot{D}= \end{aligned}$ | $V_{B} B-\gamma_{D} D<0$ | $\bar{V}_{B} B-\gamma_{D} D>0$ | $\begin{aligned} & \nearrow \text { or } \nearrow \searrow \\ & V_{B} B-\gamma_{D} D \end{aligned}$ | $\begin{aligned} & \nearrow \searrow \text { or } \searrow \\ & V_{B} B-\gamma_{D} D \end{aligned}$ |
| $\begin{aligned} & \text { REV } \\ & \dot{R}= \end{aligned}$ | $V_{D} D-\gamma_{R} R<0$ | $\nearrow_{V_{D}} D-\gamma_{R} R>0$ | $\nearrow_{V_{D}} D-\gamma_{R} R>0$ | $\nearrow_{V_{D}} D-\gamma_{R} R>0$ |
| $\begin{aligned} & \text { PER:CRY } \\ & \dot{P}= \end{aligned}$ | $V_{D} D-\gamma_{B} B P_{l o w}<0$ | $V_{D} D-\gamma_{B} \delta$ | $\begin{aligned} & \nearrow \\ & V_{D} D-\gamma_{B} B_{e q} P_{\text {low }} \\ & =V_{D} D-V_{R}>0 \\ & \hline \hline \end{aligned}$ | $\begin{aligned} & \nearrow \\ & V_{D} D-\gamma_{B} B_{e q} P_{\text {low }} \\ & =V_{D} D-V_{R}>0 \\ & \hline \hline \end{aligned}$ |
| Stage | 9 (stage refuted) | 10 (stage refuted) | 11 (stage refuted) | 12 (stage refuted) |
| Stages conditions | $\begin{aligned} & R<R_{\text {int }} \\ & B<B_{\text {high }} \\ & P<P_{\text {low }} \end{aligned}$ | $\begin{aligned} & R>R_{\text {int }} \\ & B<B_{\text {high }} \\ & P<P_{\text {low }} \end{aligned}$ | $\begin{aligned} & R<R_{\text {int }} \\ & B>B_{\text {high }} \\ & P>P_{\text {high }} \end{aligned}$ | $\begin{aligned} & R>R_{\text {int }} \\ & B>B_{\text {high }} \\ & P>P_{\text {high }} \end{aligned}$ |

## Algorithm 1. Numerical estimation of the threshold parameters.

0. Input: $V_{R}=44.4, k_{R r}=80.1, V_{B}=0.142, V_{D}=19, \gamma_{R}=0.7, \gamma_{D}=0.156, \gamma_{B}=$ 2.58.
1. Pick $\delta$ such that $\frac{V_{R}}{3 \gamma_{B}}<\delta<\frac{V_{R}}{\gamma_{B}}$.
2. Pick $P_{\text {low }}$ such that $P_{\text {low }}>\frac{2 V_{R}}{3 \delta \gamma_{B}-V_{R}} \frac{V_{D} V_{B}}{\gamma_{D} \gamma_{B}}$, and define $B_{e q}=\frac{V_{R}}{\gamma_{B} P_{\text {low }}}$.
3. Compute $t_{P_{\text {min }}}$ solving $D\left(t_{P_{\text {min }}}\right)=\frac{\delta \gamma_{B}}{V_{D}}$.
4. Check:

- if $P\left(t_{P_{\text {min }}}\right)>0$ go to 5 .
- if $P\left(t_{P_{\text {min }}}\right)<0$ go back to 1 and pick another $\delta$.

5. Pick $d_{6}$ such that $d_{6 \min }<d_{6}<d_{6 \max }$ with $d_{6 \text { min }}$ such that $D\left(t_{5}+d_{6 \min }\right)>\frac{V_{R}}{V_{D}}$ and $d_{6 \text { max }}$ such that $P\left(t_{5}+d_{6 \max }\right)<P_{\text {low }}$ and $R\left(t_{5}+d_{6 \max }\right)<\frac{V_{R}}{\gamma_{R}}$
6. Compute $d_{7}$ such that $P\left(t_{6}+d_{7}\right)=P_{\text {low }}$.
7. Check:

- if $d_{7}<\frac{\left(V_{R}-\delta \gamma_{B}\right) d_{6}}{V_{R}}$ go to 6 .
- if there is no solution or if $d_{7}>\frac{\left(V_{R}-\delta \gamma_{B}\right) d_{6}}{V_{R}}$ go back to 3 and pick another $d_{6}$.

8. Compute $R_{\text {int }}$ such that $R_{\text {int }}=R\left(t_{5}+d_{6}\right)$.
9. Pick $d_{8}$ such that $\frac{B\left(t_{7}\right)-\frac{V_{R}}{\gamma_{B} P_{\text {low }}}}{V_{R}}<d_{8}<\frac{B\left(t_{7}\right)}{V_{R}}$.
10. Compute $B_{\text {high }}$ such that $B\left(t_{7}+d_{8}\right)=B_{\text {high }}$.
11. Compute $P_{\text {high }}$ such that $P\left(t_{8}\right)+p_{\text {add }}=P_{\text {high }}$, with $p_{\text {add }}=200$ initially.
12. Compute $d_{1 \text { max }}$ such that $R\left(t 8+d_{1 \text { max }}\right)=R_{\text {int }}$
13. Check:

- if $P\left(t_{8}+d_{1 \max }\right)>P_{\text {high }}$ go to 13 .
- if $P\left(t_{8}+d_{1 \max }\right)<P_{\text {high }}$ go back to 10 with $p_{\text {add }}=p_{\text {add }}-10$.

14. Check if the oscillator goes through all the eight stages in the specified physiological order for several periods and save the parameter values.
15. Output: set of parameters describing a circadian cycle: $\delta, P_{\text {low }}, R_{\text {int }}, B_{\text {high }}, P_{\text {high }}$.

## 4 Continuous and PWL models share qualitative properties

Following the different steps of Algorithm 1, we estimate the five-dimensional parameter space by computing around 2000 combinations of values for the thresholds and $\delta$ (see Section 5.1 for more details). To better appreciate how the PWL approximates the continuous model (1), we compare the dynamics and characteristics of these two models.

### 4.1 Cycle oscillations

Figure 2(a) shows an example of an oscillator whose threshold values have been computed by Algorithm 1 while Figure 2(b) represents the oscillations of the continuous model. Notice that both models recover the main properties of circadian clock we are focusing on through this paper, that is to say the phase opposition between $B$ and P and the order of protein peaks. As might be expected, the maximal and minimal amplitudes of each protein vary between the two model formalisms, with the maximal value of $P$ increasing by a factor of 1.5 and the maximal value $R$ decreasing by about the same factor, while maximal value of $B$ remains similar (for the PWL oscillator compared to the continuous one). In any case, the order among amplitudes is maintained, as are the forms of the curves and their dynamics.


Fig. 2 Oscillations and cycle segmentation for (a) one oscillator generated by Algorithm 1 with $\delta=12.55, B_{\text {high }}=0.10, R_{\text {int }}=45.21, P_{\text {low }}=71.28$ and $P_{\text {high }}=290.55$ and (b) for the continuous model (1).

### 4.2 Phase portraits

To go further in the analysis, we compare the phase portraits of the continuous model with those of several oscillators from the PWL model, with different parameters (see Figure 3).

Figure 3(a) highlights the phase opposition property, recovered by both models: when B reaches its highest values, P is low and inversely. Similarly, Figure 3(b) shows the similar dynamic between P and R , shared by all the oscillators: successively, R increases and reaches its highest values while P is at its intermediate ones, and then, as R decreases, P increases, peaks and decreases. From these figures, it is clear that the simplified PWL model closely represents the dynamical properties of the continuous model over a large range of its threshold parameters.


Fig. 3 Phase portrait projection on the planes: (a) B and $P$ and (b) $R$ and $P$ for the continuous model (dashed black line) and for the PWL model (with different threshold parameters and one color stands for one $\delta$ value). Curves are normalized between 0 and 1 for comparison.

## 5 Cycle robustness: stage duration and critical elements

In this Section, we compare quantitatively the cycles obtained with the threshold parameters generated by Algorithm 1. We thus introduce the following elements which will next serve as comparative analysis tools between all the oscillators obtained. Letting $X \in\{B, R, P\}$, define:

1. $A_{X_{\phi}}$ : threshold values (called $X_{\phi}$ ) relative to the amplitude ( $X_{\max }-X_{\min }$ ) of the corresponding variables $(X)$ :

$$
\begin{equation*}
A_{X_{\phi}}=\frac{X_{\phi}-X_{\min }}{X_{\max }-X_{\min }} \cdot 100 \tag{10}
\end{equation*}
$$

2. $\tau_{X_{\phi}}$ : time in hours that each variable $(X)$ remains above its corresponding threshold $\left(X_{\phi}\right)$ over one period $(T)$, corresponding also to protein peak duration:

$$
\begin{equation*}
\tau_{X_{\phi}}=\frac{t_{e n d}-t_{i n}}{T}, \text { such that } X(t)>X_{\phi}, \forall t \in\left[t_{i n}, t_{e n d}\right] \tag{11}
\end{equation*}
$$

3. $d_{i}$ : stage duration:

$$
\begin{equation*}
d_{i}=t_{i}-t_{i-1}, \text { with } i=1 . .8 \text { and } t_{0}=t_{8} \tag{12}
\end{equation*}
$$

### 5.1 Parameter space

The parameter space of the PWL model is composed of the four threshold parameters: $B_{\text {high }}, R_{\text {int }}, P_{\text {low }}$ and $P_{\text {high }}$, and of one scaling factor: $\delta$. Figure 4 represents this five-dimensional parameter space as estimated by Algorithm 1 but, for a clearer comparison, the figure represents the relative amplitudes for each threshold parameter, as defined in equation (10).


Fig. 4 (a),(b) Sets of threshold values computed by Algorithm 1 ensuring a correct representation of circadian clocks oscillations relatively to the amplitude of their corresponding variable (in \%), and their associated period (T). One hexagon corresponds to one set of parameters. One color for each $\delta$.

Thus, relatively to the amplitude of their corresponding variables, the values of $R_{\text {int }}, P_{\text {low }}$ and $P_{\text {high }}$ allowing the expected oscillations can be taken in a large range of concentrations. Notice nevertheless that $A_{R_{\text {int }}}$ and $A_{P_{\text {low }}}$ increase or decrease directly with $\delta$ while the relation between $\delta$ and $A_{P_{\text {high }}}$ is less clear. The way the system is constructed implies that the minimal value of B will always be close to $B_{h i g h}$ and thus $A_{B_{\text {high }}}$ is small.

Although the region of parameters values is wide, the periods (called T ) of the oscillations of the PWL model remain in a small interval and are consistent with a circadian clock period, from 22 to 26 h.

### 5.2 Timing expression of protein peaks

The definition of the PWL system provides a robust timing expression of protein peaks through all the oscillators, and for any parameters.

First, the variable B peaks when B is above its threshold $B_{\text {high }}$ (during stages 5 to 8). More precisely, since during stage 6 B strictly increases $\left(\dot{B}=V_{R}-\gamma_{B} \delta>0\right.$ with Assumption A.1) and during stage 7 B strictly decreases ( $\dot{B}=-V_{R}<0$ ), B reaches its maximal value at the boundary between stage 6 and 7 . During the rest of the cycle, B is closed to its minimal value, which is just below $B_{\text {high }}$.

At the opposite, P above $P_{\text {high }}$ occurs during stages 2 and 3 . The boundary between these two stages marks the point where P reaches its maximal value, with P strictly increasing during stage $2\left(\dot{P}=V_{D} D>0\right)$ and P strictly decreasing during stage 3 ( $\dot{P}=V_{D} D-V_{R}<0$ with Assumption A.6). P reaches its lowest values during stages 6 and 7 , when P is below $P_{\text {low }}$. The system definition and Proposition 1 induce P minimal value during stage 6 .

Finally, R maximal value is observed during stage 1, which is, as expected, between the peaks (highest values) of B and P .

### 5.3 Duration of protein peaks



Fig. 5 Duration of protein peaks (a) and stages duration (b) in hours. One hexagon corresponds to one set of parameters. One color for each $\delta$.

Figure 5(a) represents the peaks duration, as defined in equation (11), for each set of thresholds computed by Algorithm 1. Notice first that the duration of REVERB peak is inversely proportional to CLOCK:BMAL1 peak and to the scaling factor $\delta$, highlighting one negative feedback loops characterizing circadian clocks: the more REV-ERB is expressed, the more CLOCK:BMAL1 is repressed, and inversely. The relation between $\tau_{B_{h i g h}}$ and $\tau_{P_{h i g h}}$ is less clear since the value of $P_{h i g h}$ is assessed last by Algorithm 1 and does not have a major influence on the correct progress of the cycle through the stages.

Then, the peak of B lasts between 7 h and 10 h and the peak of $P$ lasts between 10 h and 14h. The peak of $R$ shows a larger range of durations, from 7 to 13 h . Although no
constraint about protein peak durations were given, the durations of B and P peaks reasonably correspond to biological results [13]. Concerning R , the oscillators with the biggest $\delta(\delta \gtrsim 11)$ have a shorter peak of R (between 7 and 10 h ) and seem more consistent with biological results [16].

### 5.4 Duration of stages and relation to daylight/night intervals

As the circadian oscillator performs one cycle, it goes through well-marked steps highlighted by our stages. Figure 6 represents minimal and maximal values of stages durations after one period according to conditions from Propositions 1 to 4, while Figure 5(b) represent stages duration for the set of oscillators generated by Algorithm 1, after several periods.

As explained in Section 3.2, the duration of stage 6 is the first one to be defined, and directly depends on the values of $\delta$ and $P_{\text {low }}$. It varies from 1 to 3 h and increases with $\delta$ and $P_{\text {low }}$. Then, stages 7 and 8 are very short and last less than one hour. Stage 8 marks the last moments before CLOCK:BMAL1 repression. The cycle enters stage 8 when P increases above its threshold $P_{\text {low }}$ and reaches intermediates values. As soon as P increases, B is repressed suggesting that even intermediate values of P lead to a strong repression of the activity of B.

Duration of stages 1 and 2 evolve inversely with $\delta$. During stage 1 , which lasts from 2.5 to 5 h , P progressively increases, repressing B while R is still expressed. Stage 2 lasts from 3.5 to 8 h and a short stage 2 represents an earlier degradation of R compared to a long stage 2 . Concerning stage 3 , its duration seems to evolve similarly to $\delta$, and goes from 3 to 8 h .

Stage 4 is short and lasts less than half an hour. This stage corresponds to a weak expression of all the variables and the cycle enters stage 4 when P decreases under its threshold $P_{\text {high }}$, while R and B are low and leaves stage 4 when B increases above $B_{h i g h}$. From a biological point of view, as soon as PER and CRY are degraded, CLOCK:BMAL1 is derepressed and starts its transcriptional activity. A short stage 4 could represent a fast derepression of B as soon as the levels of P are low and can be associated at the end of the poised state (see [13]).

Finally, duration of stage 5 is around 6 hours and stays consistent from an oscillator to another.

Next, we draw a closer comparison between our analytic stages and the experimental Circadian Time phases and establish a correspondence with daylight and night hours.

During daylight hours, from Circadian Time CT0 to CT12, both CLOCK:BMAL1 transcriptional activity and REV-ERB expression are observed, with a respective peak at approximately CT8 [13] and CT8-10 [13, 16-18].

In our segmentation, since the peak of B is represented by stages 5 to 8 (when $B>B_{\text {high }}$ ) and since we observed the peak of R during stage 1 , we assume that daylight hours are represented by stages 5 to 1 , with stage 1 marking the transition between daylight and night hours, around CT12. Night hours of Circadian Time (from CT12 to CT24) are characterized by high levels of PER:CRY, as described by stages 2 and 3 (with $P>P_{h i g h}$ ) of our segmentation.


Fig. 6 (a) Minimal and maximal possible duration of stage 6 over $\delta$ according to conditions of Proposition 1 (lines in blue tones for $d_{6_{\min }}$ and in orange tones for $d_{6_{\max }}$ ). In each color, a darker line corresponds to a bigger $P_{\text {low }}$. (b) Durations of stage 7 over $\delta$ according to the minimal (lines in blue tones) and maximal (lines in orange tones) duration of stage 6. (c) Minimal and maximal possible duration of stage 8 over $\delta$ according to conditions of Proposition 2 (dashed lines for $d_{8_{m i n}}$ and solid lines for $d_{8_{\max }}$ ) and according to the minimal and maximal duration of stage 6. (d-h) Durations of stages 1 to 5 are computed based on the minimal and maximal durations of stages 6 and 8 . The lines use the same color and style code as for (a-c).

We can thus associate night hours to stages 2 and 3 and daylight hours to stages $4,5,6,7,8$ and 1 . In our model, night hours last around 10 to 14 h and daylight hours are in a narrower interval, and are around 11-12h.

### 5.5 Two critical dynamical elements

Our analysis of stages duration and transitions identifies two critical moments during the circadian cycle: the first is the estimation of the duration of stage 6 , where the system is defined by the scaling factor $\delta$ and which allows for $P_{\text {low }}$ and $R_{\text {int }}$ assessment, and the second is the evaluation of the duration of stage 8 , which allows for $B_{h i g h}$ and $P_{\text {high }}$ assessment.

In our piecewise linear model, the scaling factor $\delta$ represents the product of the concentrations PER:CRY and CLOCK:BMAL1, when they are in phase opposition with PER:CRY at its minimum value. In fact, during this interval, it is difficult to approximate the dynamics of the degradation term $\gamma_{B} B P$ by a linear term in the continuous model. The best (and simpler) option was to consider that the product is constant and equal to some $\delta$ for a suitable time interval. And, indeed, this value defines a kind of scaling of the cycle that directly impacts the first threshold parameters to be defined ( $P_{\text {low }}$ and $R_{\text {int }}$ ), varying them in direct proportion to $\delta$ (see Figure 4(a)).

It is interesting to note that, as the factor $\delta$ ranges over a large interval, it sets the scale for the other threshold parameters while keeping the total period close to 24 hour (in an interval between 22 and 26 hours).

Another critical point in the cycle appears at stage 8, when extra conditions on the crossing times of the variables B and P are needed to guarantee the correct order of transition (see Proposition 2). In fact, stage 8 marks the last moments before CLOCK:BMAL1 repression and is of short duration (less than 1h). $P$ is at an intermediate value and increasing, and should effectively repress $B$ before $P$ itself crosses $P_{\text {high }}$ (since $P$ and $B$ cannot be simultaneously above their highest thresholds). The variable $R$ should wait for $B$ repression before it also starts decreasing, which is verified by Assumption A.8. In other words, the dynamics at stage 8 potentially allows for different outcomes, so time control needs to be more strict in order to rule out the undesirable outcomes.

Globally, a well-defined duration of the stages 6-8 allow for a good assessment of all the parameters, ensuring the expected progress of the oscillator through the stages and sustained oscillations.

## 6 Discussion and conclusions

Our study is one of the first to propose a more precise, analytical and quantitative characterization of circadian clock cycle dynamics. In this perspective, we proposed a segmentation of the circadian cycle into eight stages based on the levels of expression of the core clock components CLOCK:BMAL1, REV-ERB and PER:CRY.

We first approximated a validated continuous model by piecewise linear (PWL) equations describing the dynamics of the circadian clock in each of these stages, in order to obtain an analytical characterization of the solutions. Thanks to the analytical results obtained with the PWL model, we proposed an Algorithm to compute, according to the scaling value $\delta$, the region of parameters for the threshold values leading to circadian cycles in agreement with biological properties, and recovering the same qualitative dynamics as the continuous model of Almeida et al.

Our analysis shows that the PWL model allows for a large range of threshold parameters that exhibit the correctly ordered circadian cycle. An interesting feature of this model is the factor $\delta$ representing the product of the minimal concentration of PER:CRY and maximal of CLOCK:BMAL1. This parameter provides a scaling for the PWL model such that, for each value of $\delta$, a corresponding set of threshold parameters exists, that generate an ordered circadian cycle with period around 24 hours. In this way, a large range of allowed concentrations is established for the PWL, supporting high robustness of the system based on an inverse proportionality between PER:CRY and CLOCK:BMAL1, $B=\frac{\delta}{\gamma_{B} P}$, as the maximal concentration of CLOCK:BMAL1 becomes high, the minimum of PER:CRY should become smaller.

Thus, among other quantitative points, our analysis indicates that the two concentrations minimal PER:CRY and maximal CLOCK:BMAL1 play a large role in setting the oscillatory regime of the cycle, and guarantee its robustness over a large range of concentrations.

To go further in our quantitative analysis, we plan to adapt our segmentation of the cycle to any circadian clock model built with ODEs and that includes the three main components $B, R$ and $P$. This cycle partition will help characterize and compare circadian cycles quantitatively, notably to study mathematical model's agreement to biological properties, or highlight its most relevant terms for cycle robustness.
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## Appendix A Proofs of Propositions 1 to 4 and illustration of Assumptions A.6-A. 8

Proof of Proposition 1: Consider the system during stage 6, that is to say for $t_{5}<t<$ $t_{6}$. Since $\dot{B}=V_{B}-\gamma_{B} \delta$, Assumption A. 1 implies that $B(t)$ strictly increases, so $B(t)$ remains higher than $B_{\text {high }}$.

Then, we can show that in $\left[t_{5}, t_{6}\right], D(t)$ increases. Indeed, $\dot{D}(t)=V_{B} B(t)-\gamma_{D} D(t)$. Replacing $B(t)$ and $D(t)$ by their analytical solutions during stage 6 , with initial
conditions $B_{0}=B_{e q}$ and $D_{0}=\frac{V_{B} B_{e q}}{\gamma_{D}}$,

$$
\dot{D}(t)=\frac{V_{B}\left(V_{R}-\delta \gamma_{B}\right)}{\gamma_{D}}\left(1-e^{-\gamma_{D}\left(t-t_{5}\right)}\right) .
$$

Assumption A. 1 gives $\frac{V_{B}\left(V_{R}-\delta \gamma_{B}\right)}{\gamma_{D}}>0$. Since $t-t_{5}>0, \dot{D}(t)>0$ and $D(t)$ increases. Next, set $\sigma=\frac{V_{D} V_{B}\left(V_{R}-\gamma_{B} \delta\right)}{\gamma_{D}}$ and notice that,

$$
\dot{R}(t)=V_{D} D(t)-\gamma_{R} R(t)=\frac{\sigma}{\gamma_{D}-\gamma_{R}}\left(e^{-\gamma_{D}\left(t-t_{5}\right)}-e^{-\gamma_{R}\left(t-t_{5}\right)}\right)+\frac{\sigma}{\gamma_{R}}\left(1-e^{-\gamma_{R}\left(t-t_{5}\right)}\right)
$$

$\forall t>t_{5}, \dot{R}(t)>0$. Thus, $R(t)$ increases during stage 6 .
Conditions A. 1 and A. 3 imply a decrease of $P(t)$ at the beginning of stage 6 :

$$
\dot{P}\left(t_{5}\right)=V_{D} D\left(t_{5}\right)-\delta \gamma_{B}=\frac{V_{D} V_{B} V_{R}}{\gamma_{D} \gamma_{B} P_{l o w}}-\delta \gamma_{B}<0
$$

To guarantee that the system evolves to stage 7 , it is necessary that $P(t)$ increases at the end of stage 6 and that $R(t)$ reaches $R_{\text {int }}$ before $P(t)$ reaches $P_{\text {low }}$. This is assured by conditions 1 (i) and 1(ii). The system enters stage 7 .

Consider the system during stage 7 , that is $t_{6}<t<t_{7}$. Since $\dot{B}(t)=-V_{R}$ in this interval, $B(t)$ decreases according to the expression $B(t)=B\left(t_{6}\right)-V_{R}\left(t-t_{6}\right)$. By Assumption A.7, $D\left(t_{6}\right)>\frac{V_{R}}{V_{D}}$. At the beginning of stage 7 we have $R\left(t_{6}\right)=R_{\text {int }}<\frac{V_{R}}{\gamma_{R}}$ (by Assumption A.4). Then, for an interval $t \in\left(t_{6}, t_{6}+o_{7}\right.$ ), with $o_{7}>0$ both $R(t)$ and $P(t)$ increase:

$$
\begin{aligned}
& \dot{R}(t)=V_{D} D(t)-\gamma_{R} R(t)>V_{D} \frac{V_{R}}{V_{D}}-\gamma_{R} R_{i n t}>0 \\
& \dot{P}(t)=V_{D} D(t)-V_{R} \approx V_{D} D\left(t_{6}\right)-V_{R}>0
\end{aligned}
$$

Now, we want to find a duration $d_{7}$ such that $P(t)$ crosses its threshold $P_{\text {low }}$ before $B(t)$ decreases to $B_{\text {high }}$. To achieve this, set: $P\left(t_{6}+d_{7}\right)=P_{\text {low }}$ and $B\left(t_{6}+d_{7}\right)=$ $B\left(t_{6}\right)-V_{R} d_{7}>B_{\text {high }}$. Substituting for $B\left(t_{6}\right)$ and recalling that $B\left(t_{5}\right)=B_{\text {high }}$ obtains:

$$
B\left(t_{5}\right)+\left(V_{R}-\gamma_{B} \delta\right) d_{6}-B_{h i g h}>V_{R} d_{7} \Leftrightarrow d_{7}<\frac{1}{V_{R}}\left(V_{R}-\gamma_{B} \delta\right) d_{6}
$$

This last inequality holds by condition 1 (i), ensuring that the system enters stage 8 .

Proof of Proposition 2: Consider the system during stage 8, that is $t_{7}<t<t_{8}$. Since $\dot{B}(t)=-V_{R}$ in this interval, $B(t)$ decreases according to the expression $B(t)=$ $B\left(t_{7}\right)-V_{R}\left(t-t_{7}\right)$. By assumption A.8, $R\left(t_{8}\right)>R_{i n t}$. By Assumption A.7, $D\left(t_{7}\right)>\frac{V_{R}}{V_{D}}$, which implies $\dot{P}\left(t_{7}\right)=V_{D} D\left(t_{7}\right)-V_{R}>0$ and $P(t)$ increases in an interval $\left[t_{7}, t_{7}+o_{8}\right)$, with $o_{7}>0$.

By condition 2(ii), $P\left(t_{7}+d_{8 \max }\right)<P_{\text {high }}$. To check that $B$ is the first variable to cross its threshold, compute the values of $B(t)$ at the instants $t_{7}+d_{8 \min }$ and $t_{7}+d_{8 \max }$, as given by equalities 2(i):

$$
\begin{aligned}
& B\left(t_{7}+d_{8 \min }\right)=B\left(t_{7}\right)-V_{R}\left(t_{7}+d_{8 \min }-t_{7}\right)=B\left(t_{7}\right)-\left(B\left(t_{7}\right)-B_{e q}\right)=B_{e q}, \\
& B\left(t_{7}+d_{8 \max }\right)=B\left(t_{7}\right)-V_{R}\left(t_{7}+d_{8 \max }-t_{7}\right)=B\left(t_{7}\right)-B\left(t_{7}\right)=0,
\end{aligned}
$$

and recall that $B_{e q}>B_{h i g h}$. So, since $B(t)$ is continuous, there exists some $d_{8}$ with $d_{8 \text { min }}<d_{8}<d_{8 \max }$, such that $B\left(t_{7}+d_{8}\right)=B_{\text {high }}$. The system enters stage 1 .

Proof of Proposition 3: Consider the system during stage 1, that is $t_{8}<t<t_{1}$. During this interval, $\dot{B}(t)=0$, implying that $B(t)$ remains constant. Since $B(t)$ enters stage 1 as $B(t)$ crosses below $B_{\text {high }}$, we can write $B(t) \approx B_{\text {high }}$.

The equation for $P$ is $\dot{P}(t)=V_{D} D(t)>0$ implying that $P(t)$ increases. Then, condition 3(i) implies that $P(t)$ will cross its threshold $P_{\text {high }}$ before $R(t)$ crosses $R_{\text {int }}$. The system enters stage 2 .

Proof of Proposition 4: In $\left[t_{8}, t_{3}\right], \dot{B}(t)=0$ implies that $B(t)$ is constant, with $B(t) \approx B_{\text {high }}$. While $B(t)$ is constant, $D(t)$ satisfies $\dot{D}(t)=V_{B} B_{\text {high }}-\gamma_{D} D(t)$ and has the form:

$$
\begin{equation*}
D(t)=\left(D\left(t_{8}\right)-\frac{V_{B} B_{h i g h}}{\gamma_{D}}\right) e^{-\gamma_{D}\left(t-t_{8}\right)}+\frac{V_{B} B_{h i g h}}{\gamma_{D}} . \tag{A1}
\end{equation*}
$$

Since $D_{\text {min }}>\frac{V_{B} B_{e q}}{\gamma_{D}}>\frac{V_{B} B_{h i g h}}{\gamma_{D}}$ (by Assumption A.5), $D(t)$ decreases and approaches $D_{\text {min }}$ as $t$ increases. Eventually, $R(t)$ also decreases for $t<t_{3}$ and approaches $R\left(t_{3}\right)=$ $\frac{V_{D} V_{B} B_{h i g h}}{\gamma_{R} \gamma_{D}}$.

In $\left[t_{1}, t_{2}\right], \dot{P}(t)=V_{D} D(t)>0$ implies that $P(t)$ increases and will remain above $P_{h i g h}$. Therefore, the next variable to cross a threshold is $R(t)$, it decreases and will reach $R\left(t_{2}\right)=R_{\text {int }}$, so the system enters stage 3 .

In $\left[t_{2}, t_{3}\right], D\left(t_{2}\right)<\frac{V_{R}}{V_{D}}$ by Assumption A.6, and $D(t)$ is still decreasing. Now this implies $\dot{P}=V_{D} D-V_{R}<0$, so $P$ decreases until it crosses $P_{\text {high }}=P\left(t_{3}\right)$, and the system enters stage 4.

Consider next the system during stage 4 , that is to say $t_{3}<t<t_{4}$. As the oscillator enters stage $4, B\left(t_{3}\right) \lesssim B_{\text {high }}, R\left(t_{3}\right) \ll R_{\text {int }}$ and $P\left(t_{3}\right)=P_{\text {high }}$.

Since $B_{h i g h}<B_{e q}=\frac{V_{R}}{\gamma_{B} P_{\text {low }}}\left(\right.$ see Assumption A.2), in an interval $\left[t_{3}, t_{3}+o_{4}\right]$, with $o_{4}>0, B(t)$ will increase since $\dot{B}(t)=V_{R}-\gamma_{B} B(t) P_{\text {low }}>0$. But, notice that $B\left(t_{3}\right) \lesssim B_{\text {high }}$ at the end of stage 3 , which implies that $B\left(t_{3}+\varepsilon\right)>B_{\text {high }}$ for any $\varepsilon>0$. Therefore, $B(t)$ will cross its threshold with $B\left(t_{4}\right)=B_{h i g h}$, the system enters stage 5 , and $d_{4}=t_{4}-t_{3}$ is necessarily a very short interval.

Finally, consider the system during stage 5 , that is to say $t_{4}<t<t_{5}$. For $t_{8}<$ $t<t_{4}$ we had $B(t) \approx B_{\text {high }}$ so, at the beginning of stage $5, B$ satisfies $\dot{B}(t)=$
$V_{R}-\gamma_{B} B(t) P_{\text {low }}>0 . B(t)$ increases and converges quickly to $B_{\text {eq }}$. Thus, we can write $B(t) \approx B_{e q}$ during stage 5 .

On some interval $\left[t_{4}, t_{4}+o_{5}\right)$, with $o_{5}>0$ both $D(t)$ and $R(t)$ continue to decrease, as indicated by equation (A1). Namely $R(t)<R_{\text {int }}$.

In stage $5, P(t)$ is governed by the equation $P(t)=V_{D} D(t)-\gamma_{B} B(t) P_{\text {low }}$. By Assumption $A .6$, during stage 4 and $5, D(t)<\frac{V_{R}}{V_{D}} . \dot{P}(t) \approx V_{D} D(t)-\gamma_{B} B_{\text {eq }} P_{\text {low }} \approx$ $V_{D} D(t)-V_{R}<0 \quad P$ decreases until it crosses $P_{\text {low }}$ at $P\left(t_{5}\right)$, defining the entry of the system into stage 6 .


Fig. A1 Numerical simulations justifying Assumptions A.6-A. 8 (see Section 3.2). (a-e) Values of $D\left(t_{i}\right), i \in\{2,3,5,6,7\}$ to compare with $\frac{V_{R}}{V_{D}}$ : illustration of Assumptions A. 6 and A.7. (f) $R\left(t_{8}\right)-R\left(t_{7}\right)$ to compare with 0 : illustration of Assumption A.8. Each ending stage value depends on $\delta, P_{\text {low }}$ (a darker line corresponds to a bigger $P_{\text {low }}$ ), the duration of stage 6 (lines in blue tones for $d_{6_{m i n}}$ and in orange tones for $d_{6_{\max }}$ ) and the duration of stage 8 (dashed lines for $d_{8_{\min }}$ and solid lines for $\left.d_{8_{\max }}\right)$. See caption of Figure 6 for more details.
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