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Homogeneity–based Control Strategy for Trajectory Tracking in
Perturbed Unicycle Mobile Robots

Y. Zhou1, H. Rı́os2,†, M. Mera3, A. Polyakov1, G. Zheng1 and A. Dzul2

Abstract— This paper deals with the tracking problem for
the Unicycle Mobile Robot (UMR) with slippage effects. A
homogeneous controller is developed based on a particular
cascade control strategy. The robustness of the closed–loop
system is studied. The design is essentially based on the
canonical homogeneous norm being a Lyapunov function of
the system. The (finite–time or exponential) convergence rate of
the homogeneous controller can be tuned by a proper selection
of the so–called homogeneity degree. Some experimental results
illustrate the performance of the proposed homogeneous control
in the UMR QBot2 by Quanser.

Index Terms— Unicycle Mobile Robots, Trajectory Tracking,
Homogeneity, Finite–Time.

I. INTRODUCTION

A wheeled mobile robot, which has no conventional cen-
tred orientable wheels and two conventional fixed wheels,
is referred to as a mobile robot of Type (2,0) or a UMR
(see, e.g., [1]). The unicycle kinematic model, which is often
considered to be a disturbance–free system, can be affected
by wheel slippage and sliding, leading to unmatched additive
input–dependent disturbances in the velocity channels [2].
Several control algorithms have been developed in the past
decade to address this issue, including adaptive control [3],
[4] and disturbance observer–based regulation [5]. However,
these methods rely on a dynamic model of the system and
acceleration control, which may not always be available.
Sliding–mode control [6], [7] is a common approach but
can suffer from the chattering problem, which can degrade
control precision. Model predictive control [8] is computa-
tionally demanding and may involve non–admissible jumps
in control inputs.

The homogeneity is a dilation symmetry (see, e.g., [9],
[10], [11] and [12]), which is widely utilized for the UMR
control design in both discontinuous (see, e.g., [13] and [14])
and time–varying approaches (see, e.g., [15], [16], [17] and
[18]). Compared to linear systems, homogeneous systems
have some important properties such as faster convergence,
better robustness and fewer overshoots (for more details, see
[9], [10], [11] and [12]). One of the distinguishing features
of a homogeneous system is that its convergence rate is
determined by its homogeneity degree.
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The finite–time control for the UMR has attracted a lot of
attention in recent decades due to its fast convergence and
robustness properties. Some finite–time controllers have been
designed based on homogeneity since any asymptotically
stable homogeneous system with a negative degree is finite–
time stable [10]. Various finite–time homogeneous control
algorithms for UMR are developed (see, e.g., [19], [20], [21],
[22] and [23]). In [21], [22], and [23], homogeneity–based
algorithms for the finite–time trajectory–tracking problem
are investigated using a cascade structure. However, these
algorithms require a nonzero desired angular velocity, there-
fore they are unable to track some trajectories, e.g., a simple
straight line. In addition, none of them deals with perturbed
kinematic models.

For the trajectory–tracking control problem, overshoots
and robustness are two of the most crucial performance
metrics. However, classic asymptotic tracking control with
a constant gain fails to account for both metrics. The classic
discontinuous sliding–mode control approach can provide
bounded control signals and strong robustness but it produces
chattering. In contrast, the homogeneous control approach
can be continuous and offers a potential solution for balanc-
ing the trade–off between overshooting and robustness. In
this sense, the aim of this paper is to develop a homogeneity–
based control strategy to solve the trajectory–tracking prob-
lem for a UMR taking into account the perturbed kinematic
model. The homogeneous control design is based on the
so–called canonical homogeneous norm (see [24] and [25])
allowing simple rules to tune the control parameters. Con-
sidering the under–actuated characteristic of the system, we
propose a cascade control scheme. The main contribution is
threefold: 1) The trajectory–tracking problem in UMRs is
solved based on novel generalized homogeneous controllers
allowing both asymptotic and finite–time stabilization of
the tracking error dynamics. The proposed cascade control
scheme allows tracking of a wider range of trajectories.
2) Input–to–State Stability (ISS) with respect to a class of
perturbations is proven. A strategy of control parameters
tuning, allowing improvement of robustness and control
precision, is proposed as well. 3) The proposed homogeneous
control is evaluated through real–time experiments with the
UMR QBot2 by Quanser. Compared to classic asymptotic
and sliding–mode controllers, it achieves better performance
in balancing overshoot and disturbance rejection. Fig. 1
illustrates the proposed solution.

A preliminary version of this paper was presented at
[26]. The main differences with respect to this paper are:
perturbations caused by slippage are considered; a new



Fig. 1: Schematic Solution. This figure highlights that in the
case of a large initial error, a nominal trajectory [r∗, θ∗]
may be employed to guide the system toward the desired
trajectory [rd, θd].

control design is proposed, allowing better tuning under
perturbations; formal proofs of the results are provided;
and experimental validation together with comparisons are
provided.

The paper is structured as follows: Section II presents the
problem statement, Section III recalls useful results about
homogeneous systems, and Section IV contains the main
results of the research, including cascade system design, ho-
mogeneous control design, and stability/robustness analysis.
Section V discusses experimental results using a QBot2, and
Section VI presents concluding remarks. Supporting results
and remarks are provided in the Appendix.

Notation: Let R be the set of real numbers, R+ = {α ∈
R : α ≥ 0}; ∥ · ∥ be a norm in Rn, 0 denotes the zero
vector from Rn; P ≻ 0(≺ 0,⪰ 0,⪯ 0) for P ∈ Rn×n

means that the matrix P is symmetric and positive (negative)
definite (semidefinite); λmin(P ) and λmax(P ) represent the
minimal and maximal eigenvalue of a matrix P = P⊤; for
P ⪰ 0 the square root of P is a matrix M = P

1
2 such

that M2 = P . The canonical Euclidean norm for x ∈ Rn

is denoted as ∥x∥2 =
√
x⊤x. Let denote by K the set of

continuous increasing functions map R+ to R+. The set of
unbounded K functions is denoted by K∞. Let continuous
function β(·, ·) ∈ KL if it is K with respect to the first
argument and strictly decreasing to zero with respect to the
second argument. The term L∞ is the set of the essentially
bounded measurable functions while L1

loc is the set of local
Lebesgue measure functions.

II. PROBLEM STATEMENT

Let us consider the kinematic model of a UMR with
disturbances [2]:{

ṙ = (1 + d1(t))vξ,

θ̇ = (1 + d2(t))ω,
r(0) = r0,
θ(0) = θ0,

(1)

where r = [x, y]⊤ ∈ R2 is the planar position vector, v ∈ R+

is the velocity magnitude, ξ = [cos(θ), sin(θ)]⊤ is the unit
vector that defines the direction of the velocity, θ ∈ R is
the angle between the vector r and the x–axis, ω ∈ R is

the angular velocity. The terms d1 and d2 represent some
time–varying perturbations, which are multiplicative to the
inputs. They model slipping effects of the wheels [2]. It is
assumed that the perturbations are unknown but bounded:
−1 < −d̂i ≤ di(t) ≤ d̂i < 1, i = 1, 2, with some known
constants d̂1 and d̂2. Note that the constraint d̂i < 1 ensures
that the perturbations do not change a sign in the control
input. We assume that x, y and θ are the only available
measurements of the system.

The system is unable to track any arbitrary trajectory due
to the non–holonomic constraint ẋ sin(θ) − ẏ cos(θ) = 0.
So, we define a feasible trajectory for the system (1) as a
pair rd ∈ C2(R+,R2), θd ∈ C2(R+,R), satisfying ṙd =
vdξd and ẋd sin(θd) − ẏd cos(θd) = 0, with rd = [xd, yd]

⊤,
ξd = [cos(θd), sin(θd)]

⊤ and some vd ∈ C1(R+,R+) being
a desired velocity.

The conventional trajectory–tracking problem for the
perturbation–free system (1) can be formulated as follows:
design a control law, i.e., v and ω, such that, for any
desired feasible trajectory [rd, θd], ∥r(t)−rd(t)∥2→ 0 and
|θ(t)−θd(t)|→0 hold as t → ∞.

In particular, we investigate the possibility of homoge-
neous finite–time1 stabilization of the error dynamics as well
as the robustness of the control system in the sense of ISS,
with respect to the perturbations d1 and d2.

III. PRELIMINARIES

The homogeneity (dilation symmetry) based analysis and
design of the control system require a dilation to be spec-
ified. By definition, a dilation d(s), with s ∈ R, is a
one–parameter group of transformations satisfying the limit
property lim

s→s∞
∥d(s)x∥ = es

∞
, with s∞ = ±∞, for all

x ̸= 0 [28]. The linear dilation in Rn is defined as in [25],
i.e., d(s) = esGd :=

∑+∞
i=0

siGi
d

i! , s ∈ R, where Gd ∈ Rn×n

is an anti–Hurwitz2 matrix called the generator of the dilation
d.

Definition 1: [27]. A vector field f : Rn → Rn (resp.,
a function h : Rn → R) is said to be d–homogeneous of
degree µ ∈ R if f(d(s)) = eµsd(s)f(x)(resp., h(d(s)) =
eµsh(x)), ∀x ∈ Rn, ∀s ∈ R, where d is a linear dilation
in Rn.

The set of solutions of a system with a homogeneous
right–hand side is homogeneous, and any asymptotically
stable system has a homogeneous Lyapunov function in the
view of Zubov–Rosier Theorem (see, e.g., [27] and [29]).

Definition 2: [25]. The function ∥ · ∥d : Rn 7→ R+,
defined as ∥0∥d = 0 and ∥u∥d = esu , where su ∈ R :
∥d (−su)u∥ = 1, is called the canonical d–homogeneous
norm in Rn, where d is a linear monotone dilation3.

1The system ė = f(t, e), t > t0 is globally uniformly finite–time stable
if it is uniformly Lyapunov stable and there exists a locally bounded function
T : Rn 7→R+ such that ∀e0∈Rn, e(t0)=e0 ⇒ e(t)=0,∀t≥ t0+T (e0)
[27].

2A matrix Gd is anti–Hurwitz if −Gd is Hurwitz [12].
3A dilation d(s) in Rn is monotone if the function s 7→ ∥d(s)x∥

is strictly monotone for any x ̸= 0. Any liner dilation in Rn is strictly
monotone under a proper selection of a weighted Euclidean norm [25].
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The canonical homogeneous norm is induced by a (usual)
norm in Rn. Notice that if ∥ · ∥ ∈ C1(Rn\{0}) then ∥ · ∥d ∈
C1(Rn\{0}), in particular, we have [25]

∂∥x∥d

∂x = ∥x∥d x⊤d⊤(− ln ∥x∥d)Pd(− ln ∥x∥d)
x⊤d⊤(− ln ∥x∥d)PGdd(− ln ∥x∥d)x

, (2)

for x ̸= 0, provided that ∥x∥d is the canonical homogeneous
norm induced by the norm ∥x∥ =

√
x⊤Px, with P = P⊤ ∈

Rn×n satisfying: PGd +G⊤
dP ≻ 0 and P ≻ 0.

IV. HOMOGENEITY–BASED CONTROL FOR THE UMR

A. Cascade Control Design for the Perturbation–free Case

The main aim of this paper is to develop a control strategy
that solves the trajectory tracking problem for the UMR
being an under–actuated system. This section presents a
cascade control paradigm that simplifies the design.

Let us define the tracking errors as

er = r − r∗, eθ = θ − θ∗, (3)

where r∗ is a virtual trajectory and θ∗ is an orientation angle
to be designed such that θ∗ → θd as er → 0 and r∗ → rd
as t → +∞. Then, the tracking error system is given by:

ėr = (1 + d1)vξ − ṙ∗, ėθ = (1 + d2)ω − θ̇∗. (4)

The idea of the cascade structure is that the position
subsystem determines the desired velocity vector vξ∗; v is
the actual input of the system, then the direction command ξ∗

is tracked by the orientation subsystem. Following the back-
stepping ideas, we assume that there exist virtual controllers
ur and uθ dependent on er and eθ, which stabilize the error
subsystems ėr = ur and ėθ = uθ (at least in the disturbance–
free case). In this case, we rewrite the error dynamics as{

ėr = ur + δ1,

ėθ = uθ + δ2,
(5)

where δ1 = (1+d1)vξ−ṙ∗−ur and δ2 = (1+d2)ω−θ̇∗−uθ.
Therefore, to stabilize the error vector er, we need to define
the control inputs v and ω such that δ = (δ1, δ2)

⊤ → 0, at
least, for d1 = d2 = 0. Due to the under–actuated nature of
the system, this cannot be done for position and orientation
subsystems independently.

Let us select the control inputs as follows:

v = ∥ṙ∗ + ur∥2, ω = ω∗ + uθ, (6)

where

ω∗ :=
(ṙ∗ + ur)

⊤ [
0 −1
1 0

] d(ṙ∗+ur)
dt

∥ṙ∗ + ur∥22
. (7)

Then, the following lemma provides some properties of
the signals r∗ and θ∗.

Lemma 1: Let the functions t 7→ ṙ∗(t) and t 7→ ur(t) be
continuously differentiable on R+, the function t 7→ ω∗(t)
be locally Lebesgue integrable, the set ∆ = {t ∈ R+ :
ṙ∗(t) + ur(t) = 0}, be finite and 0 /∈ ∆. Then:

• The differential equation

θ̇∗ = ω∗, θ∗0 = arctan

(
[0 1] (ṙ∗0+ur0)

[1 0] (ṙ∗0+ur0)

)
, (8)

where r∗0 and ur0 denote the values of r∗ and ur at
the initial instant of time t = 0, has the unique solution
t 7→ θ∗(t) satisfying

θ∗(t) = θ∗0 +
t

∫
0
ω∗(τ)dτ, t ∈ R+, (9)

that is absolutely continuous on R+ and continuously
differentiable on R+\{∆};

• The vector–valued function t 7→ ξ∗(t) :=
[
cos(θ∗(t))
sin(θ∗(t))

]
,

satisfies the identity : ξ∗(t) = ṙ∗(t)+ur(t)
∥ṙ∗(t)+ur(t)∥2

, ∀t ∈ R+;

• The function t 7→ eθ(t) is absolutely continuous on R+,
provided that ω is locally Lebesgue integrable.
Proof: Since ṙ∗ and ur are continuously differentiable

functions of time then ω∗ is continuous on Rn\∆. In this
case, the Lebesgue integrability of ω∗ and finiteness of
∆ imply that the differential equation (8) has a unique
Caratheodory solution given by (9) (see, e.g., [29]).

Let us denote ξ̃(t) := ṙ∗(t)+ur(t)
∥ṙ∗(t)+ur(t)∥2

. Since ξ̃(t) ∈ R2 is a
unit vector for t /∈ ∆; then, there exists a function t 7→ θ̃(t)
such that

cos(θ̃(t))= [1 0](ṙ∗(t)+ur(t))
∥ṙ∗(t)+ur(t)∥2

, sin(θ̃(t))= [0 1](ṙ∗(t)+ur(t))
∥ṙ∗(t)+ur(t)∥2

,

θ̃0 = arctan

(
[0 1](ṙ∗0+ur0)

[1 0](ṙ∗0+ur0)

)
.

Note that the function θ̃ satisfying the latter identities is
not unique but it is differentiable at any t /∈ ∆ and dξ̃(t)

dt =

θ̇(t)
[

0 1
−1 0

]
ξ̃(t).

Hence, we derive ˙̃
θ(t)= ξ̃⊤(t)

[
0 −1
1 0

] dξ̃(t)
dt and

˙̃
θ(t) =

(ṙ∗(t)+ur(t))
⊤
[
0 −1
1 0

]d(ṙ∗(t)+ur(t))
dt

∥ṙ∗(t)+ur(t)∥2
.

Since θ∗0 = θ̃0 and dθ̃(t)
dt = θ̇∗(t), almost on every t ∈ R+;

then, taking into account integrability of ω∗, θ̃ can always
be selected such that θ∗(t) = θ̃(t), ∀t ∈ R+.

If the conditions of Lemma 1 are fulfilled, and v and ω
are defined as in (6); then, the set ∆ defines some instances
of time, where θ̇∗ has a singularity. In this case, the error
equation (5) is fulfilled almost everywhere with

δ1 = ∥r∗ + ur∥ ((1 + d1)ξ − ξ∗) , δ2 = d2(uθ + ω∗),

and due to ∥ξ∥ = 1, it follows that

ξ − ξ∗ =
[
cos(θ)−cos(θ∗)
sin(θ)−sin(θ∗)

]
=2 sin

(
eθ
2

) [− sin((θ+θ∗)/2)
cos((θ+θ∗)/2)

]
,

and then, we have

∥δ1∥2 ≤ ∥ṙ∗ + ur∥2 (2 |sin (eθ/2)|+ |d1|) , (10)

for almost all t ∈ R+. Since eθ = θ − θ∗, the locally
Lebesgue integrable functions ω and ω∗ indicate the absolute
continuity of eθ.

Remark 1: Note that θ∗ is defined by (9) just for sim-
plicity of the mathematical constructions and proofs. Since
θ∗0 = θ̃0 and dθ̃(t)/dt = θ̇∗(t), for almost every t on R+;
then, in practice, a computation of θ∗(t) can be realized by
using:

θ∗(t) = arctan
(

[0 1](ṙ∗(t)+ur(t))
[1 0](ṙ∗(t)+ur(t))

)
. (11)
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From a theoretical point of view, a virtual trajectory r∗

should be selected such that ω∗ has no singular points. In
practice, we set r∗ = rd since the set {t ∈ R+ : ur(t) =
−ṙd(t) ̸= 0} does not contain any equilibrium of system;
then, for any feasible trajectory, the set of such time instances
usually has the zero measure.

In the absence of disturbances (d1 = d2 = 0), one has
that δ → 0 as eθ → 0. However, δ may be non–vanishing
in the general case; then, we use below the generalized
homogeneity to analyse the robustness of the control system
with respect to disturbances. In the following section, we
show that ur and uθ can always be selected such that the
error dynamics of the system (5) is locally homogeneous in
a certain sense.

B. Locally Homogeneous Tracking Error Dynamics

Based on the scheme described in the previous subsection,
we construct a homogeneous cascade system in this section.
The orientation command (7) calls for the derivative of ur.
To guarantee the continuous differentiability of ur, let us
define the virtual control ur as

ur = u, (12)

u̇ = uhom(ζ) := ∥ζ∥1+µ
d Kd(− ln ∥ζ∥d)ζ, (13)

where ζ = [e⊤r , u
⊤]⊤, µ ∈ [−1, 1/2] and K =

[−k1I2,−k2I2], with some positive gains k1, k2 > 0. The
dilation, in R4, d is generated by Gd = diag((1−µ)I2, I2),
and the canonical homogeneous norm ∥ · ∥d is induced by
the norm ∥ζ∥ =

√
ζ⊤Pζ, and P =

[
k1I2 εI2
εI2 I2

]
, with some

positive ε > 0.
Let the virtual control of the orientation be defined as

uθ =−α|eθ|νeθ, α>0, ν ≥ −1. (14)

The closed–loop system can be represented as follows

η̇ = f(η) + δ, (15)

f(η) :=
[
f⊤
1 (ζ) f⊤

2 (eθ)
]⊤

,

f1(ζ) = Aζ +Buhom(ζ), f2(eθ) = uθ(eθ),

where δ = [δ⊤1 ,0, δ2]
⊤ and η = [ζ⊤, eθ]

⊤. Notice that the
vector field f is homogeneous. Indeed, the vector field f1
is d–homogeneous of degree µ. The vector field f2 is es–
homogeneous of degree ν. If νµ > 0 or ν = µ = 0, then the
vector field f is d–homogeneous of degree µ for the dilation
in R5, defined as d(s) = diag(d(s), eγs), where γ = µ

ν ,
for ν ̸= 0; and γ = 1, for ν = 0. Simple computations
show that f(d(s)η) = eµsd(s)f(η), for all η ∈ R5, ∀s ∈ R.
Therefore, the system (15) can be regarded as a homogeneous
system with perturbations. However, the term δ depends on
the subsystem states, and the unknown disturbance d1 and d2.
The stability and robustness of (15) are investigated below.

C. Stability of the Tracking Error without Disturbances

The system (15) can be treated as two homogeneous
subsystems and the term δ = δ(ṙ∗, ω∗, ur, uθ, eθ, d1, d2)
defines an interconnection of these systems. For δ = 0, the
system (15) is d–homogeneous with degree µ. Since δ2 is
independent of ζ then stability and robustness properties of

the subsystems can be analyzed based on ISS of the cascade
systems (see Appendix and [30], [31] and [32]).

Theorem 1: Let d1 = d2 = 0 and the control inputs, i.e.,
v and ω, for the system (1) be defined by (6), (8), (12) and
(14). Let ε < min{(2

√
(1− µ)k1)/(2 − µ), 4k1k2/(4k1 +

k2)}. If supt∈R+
∥ṙ∗(t)∥ = v < +∞ and ω∗ ∈ L1

loc; then,
the error system (15) is: 1) Globally Finite–Time Stable, for
ν < 0 and µ < 0; and 2) Globally Asymptotically Stable
and Locally Exponentially Stable, for µ = ν = 0.

Proof: If d2 = 0; then, the closed–loop orientation
error subsystem is given by ėθ = −α|eθ|νeθ. The latter
system is globally finite–time stable for ν < 0 and globally
exponentially stable for ν = 0.

According to the definition of monotone dilation, ε <
(2
√
(1− µ)k1)/(2−µ) implies that GdP+PGd ≻ 0. Now,

let the canonical homogeneous norm ∥ζ∥d be a Lyapunov
function candidate for the position error subsystem. The
time derivative of the canonical homogeneous norm, for the
disturbance–free system, is given by (2), hence

d∥ζ∥d

dt = ∂∥ζ∥d

∂e f1(ζ) +
∂∥ζ∥d

∂ζ [δ⊤1 ,0⊤]⊤.

Let s = ln ∥ζ∥d; then, we have that
∂∥ζ∥d

∂ζ f1(ζ) = ∥ζ∥d (d(−s)ζ)⊤Pd(−s)f1(ζ)

(d(−s)ζ)⊤(PGd)d(−s)ζ
,

and
(d(−s)ζ)

⊤
Pd(−s)f1(ζ)

=
[
∥ζ∥µ−1

d er

∥ζ∥−1
d u

]⊤[
k1I2 εI2
εI2 I2

][ ∥ζ∥µ−1
d u

∥ζ∥2µ−1
d k1er+∥ζ∥µ−1

d k2u

]
= −∥ζ∥3µ−2

d εk1e
⊤
r er − ∥ζ∥2(µ−1)

d εk2e
⊤
r u

+ ∥ζ∥µ−2
d (ε− k2)u

⊤u

= ∥ζ∥µd (d(−s)ζ)
⊤
Wd(−s)ζ,

with W =

[
−εk1I2 − 1

2 εk2I2

− 1
2 εk2I2 (ε−k2)I2

]
.

Then, ε < 4k1k2/(4k1 + k22) implies that W ≺ 0. Now,
for δ1 ̸= 0, we have that

∂∥ζ∥d

∂ζ

[
δ1
0

]
= ∥ζ∥d

(d(−s)ζ)⊤Pd(−s)
[
δ1
0

]
(d(−s)ζ)⊤(PGd)d(−s)ζ

. (16)

By definition, ζ⊤d(−s)Pd(−s)ζ = 1, and using the
Cauchy–Schwarz inequality, it yields

d∥ζ∥d
dt

≤−ρ∥ζ∥1+µ
d +

2∥ζ∥d∥X−1/2d(−s)[δ⊤1 ,0⊤]⊤∥2

λmin

(
X− 1

2 GdX
1
2 +X

1
2 G⊤

d X− 1
2

) ,
where ρ = 2 −λmax(P

−0.5WP−0.5)
λmax(P 0.5GdP−0.5+P−0.5GdP 0.5) . For the po-

sition tracking error subsystem, the dilation generator
Gd is a diagonal matrix. Then,

∥∥∥P 1/2d(−s)
[
δ1
0

]∥∥∥
2

≤√
λmax(P )

∥∥d(−s)
[
δ1
0

]∥∥
2
, and

d∥ζ∥d

dt ≤−ρ∥ζ∥1+µ
d + c∥ζ∥d∥d(−s)[δ⊤1 ,0⊤]⊤∥2

= −ρ∥ζ∥1+µ
d + c∥ζ∥µd∥δ1∥2,

where c =
2
√

λmax(P )

λmin

(
P

1
2 GdP

− 1
2 +P− 1

2 G⊤
d P

1
2

) . Using Lemma 2

and (10) with d̂1 = 0, we derive
d∥ζ∥d

dt ≤−ρ∥ζ∥1+µ
d +2c∥eζ∥µd(v+

∥ζ∥d√
λmin(P )

)
∣∣sin eθ

2

∣∣
=−∥ζ∥1+µ

d

(
ρ− 2c|sin( eθ2 )|√

λmin(P )

)
+2cv∥ζ∥µd

∣∣sin eθ
2

∣∣ . (17)
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For the position tracking error subsystem, the obtained
inequality guarantees: the absence of the finite–time blow–
up for µ ≤ 0; the ISS of the position tracking error subsystem
with respect to small input eθ.

Moreover, if δ1 = 0, then the position error subsystem is
finite–time stable for µ < 0; subsequently, the entire system
is finite–time stable, taking into account the cascade structure
and the finite–time stability of the orientation subsystem
for ν < 0. For ν = µ = 0, using Theorem 2 from [31],
we conclude integral ISS (iISS) of the first subsystem with
respect to eθ. Together with ISS for the small inputs, this
guarantees that the first subsystem is strongly iISS 4, and by
Corollary 2, the cascade system is globally asymptotically
stable. Local exponential stability comes from the estimate
(17) with µ = 0.

D. Robustness Analysis

As illustrated in Section IV-A, when d1 = d2 = 0, the
term δ1 depends on the virtual control u∗

r and the derivative
of the trajectory ṙ∗, and it is vanishing as the orientation
error eθ reaching zero. For d1 ̸= 0 and d1 ̸= 0, δ1 is not
vanishing as eθ reaches zero, so the system is highly coupled.
In this section, the behavior of the system (15), with d1 ̸= 0
and d2 ̸= 0, is analyzed based on ISS.

Theorem 2: Let conditions of Theorem 1 be satisfied, for
−1 ≤ ν < µ ≤ 0. If supt∈R+

∥ṙ∗∥ = v < +∞ and
supt∈R+

∥ω∗∥ = ω∗ < +∞; then, for any given µ, there
exist k1 and k2 such that the tracking error system (15) is
ISS with respect to di ∈ [−d̂i, d̂i], d̂i ∈ (0, 1), i = 1, 2.

Proof: Let −1 ≤ ν < µ ≤ 0. For the orientation
tracking error subsystem, we have

ėθ = −α|eθ|νeθ + d2(−α|eθ|νeθ + ω∗). (18)

Taking the candidate Lyapunov function V1 = 1
2e

2
θ, we

derive

V̇1 = −(d2 + 1)α|eθ|νe2θ + d2ω
∗eθ

≤ −|eθ|
(
(1− |d2|)α|eθ|1+ν − |d2||ω∗|

)
. (19)

Hence, the orientation tracking error subsystem is ISS with
respect to |d2| ≤ d̂2 < 1. In addition, the orientation error
can converge to a neighbourhood of origin:

lim sup
t→+∞

|eθ(t)| ≤
(

d̂2ω
∗

(1−d̂2)α

)1/(1+ν)

. (20)

Considering the position tracking error subsystem with dis-
turbance, using Lemma 2, we derive

d
dt
∥ζ∥d ≤ −ρ∥ζ∥1+µ

d + c∥ζ∥µd∥δ1∥2

≤ −∥ζ∥1+µ
d

(
ρ− 2c(1+d̂1)|sin( eθ

2 )|+cd̂1√
λmin(P )

)
+ ∥ζ∥µd

(
2c(1 + d̂1)

∣∣∣sin(eθ
2

)∣∣∣+ cd̂1
)
v. (21)

The above inequality implies the position tracking error
subsystem is ISS with respect to small eθ and d1, and the
system has no finite–time blow–up since µ ≤ 0. Taking into

4A system ẋ = f(x), x(0) = x0 is said to be Strongly iISS if it is
both iISS, and ISS with respect to small inputs (for more details, please see
[33]).

account the cascade structure, we conclude that the whole
error system is ISS with respect to small d1 and d2.

Notice that, P and Gd are functions of k1, ε and µ, but W
is determined by (µ, k1, ε) in addition to k2. Then, for fixed
k1, ε and µ, the matrix W is function of k2 and it follows
that

λmax(P
−0.5WP−0.5) =

(
ε+ k2

2

) (
k1

k1−ε2

)1/2

− k2

2 .

Therefore, for a sufficiently small ε >, it is clear that
k2 → ∞ implies that λmax(P

−0.5WP−0.5) → −∞. Thus,
there exists a sufficient large k2 such that ρ > (c(2 +
3d1))/

√
λmin(P ); and then, the proof is complete.

As proven in Theorem 1, for the disturbed system, given
any µ, ν and positive k1, k2, α, there exists a sufficiently
small ε such that the disturbance–free system is asymp-
totically stable. To ensure the robustness of the controller
with respect to slippage, an increase in the value of k2 is
necessary. The parameter α in (14) defines the magnitude of
the stabilization error for the orientation subsystem. Using
the estimates d̂1 and d̂2 of the perturbations d1 and d2,
respectively, the parameter α can be selected such that
the closed–loop becomes practically stable. The following
corollary describes such a result.

Corollary 1: Let conditions of Theorem 2 hold. If d̂1 < 1
and d̂2 < 1; then, there exist sufficiently large α and k2, such
that the tracking error system (15) is practically stable:

lim sup
t→+∞

|eθ(t)| ≤
(

d̂2ω
∗

(1−d̂2)α

)1/(1+ν)

, (22)

lim sup
t→+∞

∥er(t)∥2 ≤ 1√
λmin(P )

(
v
χ

)(1−µ)

, (23)

with χ=ρc

(
2(1 + d̂1)

(
d̂2ω

∗

(1−d̂2)α

)1/(1+ν)

−d̂1

)−1

− c√
λmin(P )

.

Proof: From (20), we derive

lim sup
t→+∞

|eθ(t)| ≤
(

d̂2ω
∗

(1−d̂2)α

)1/(1+ν)

= eθ.

Since 2 |sin (eθ/2)| ≤ |eθ|; then, starting
from some instant of time, we have ρ −(
2c(1 + d̂1)eθ + cd̂1

)
/
√
λmin(P ) > 0; and then, using

(21) and (26), we complete the proof.
The latter corollary implies that the tracking error system

can be stabilized to an arbitrarily small neighbourhood of the
origin by tuning the parameters α, k1 and k2 provided that
ν < 0 and µ < 0. Indeed, the larger α less the orientation
error (see (20)) and the larger k1 and k2, better the accuracy
of the position tracking (see (23)).

The tuning process can be carried out in a straightforward
manner by utilizing the values of α, k1, and k2 to determine
the limit set of the tracking error, with k2 serving as a
damping gain to mitigate the effects of slippage. The imple-
mentation issues of the proposed control law are summarized
in Algorithm 1.
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Algorithm 1 Homogeneous control for UMR

1: Input: r, θ, r∗, θ∗

2: Initialization: Select −1 ≤ ν ≤ 0, −1 ≤ µ ≤ 0, α > 0,
and ur(0) = 0.

3: Control: Compute v = |ṙ∗ + ur|2 and ω = ω∗ − α|θ −
θ∗|ν(θ− θ∗), where ur is given by (12) and ω∗ is given
by (7).

4: Tuning parameters: Begin with a small ε and k2, then
select an appropriate k1 based on the range of velocity
allowed by the vehicle. Choose α, and increase k2,
according to (22) and (23).

V. EXPERIMENTAL RESULTS

The experimental results are obtained using the QBot2
platform by Quanser (see Fig. 2). The QBot2 possesses a
processing embedded system, which communicates through
a real–time control software called QUARC with a sampling
time equal to 1[ms]. Such software allows us to build a
direct interface with Matlab–Simulink and build different al-
gorithms and controllers. The QBot2 posture and orientation
are obtained through odometry, i.e., the wheel spinning is
measured by the robot encoders and through the kinematic
model of the UMR, we can compute the total displacement
and orientation angle. Note that the linear and angular
velocities are the control inputs.

Fig. 2: QBot2 by Quanser

The initial conditions for the kinematics are x(0) = 0.5
[m], y(0) = 0 [m] and θ(0) = 0 [rad]. For the experi-
mental results, we select r∗(t) = rd(t). Then, the desired
trajectory is given by ωd(t) = (ẋdÿd − ẏdẍd)/(ẋ

2
d + ẏ2d),

vd(t) =
√
ẋ2
d + ẏ2d, xd(t) = cos(0.13t), yd(t) = sin(0.26t)

and θd(t) =
∫ t

0
ωd(τ)dτ ; and hence, one has that w∗ =

0.1560. For robustness purposes, in addition to the intrinsic
disturbances that the experimental platform possesses (e.g.,
the effect of the difference between the angular velocity of
the wheel and the linear input velocity v, caused by the wheel
slipping on the surface; or the rate deviation of the change
of the orientation angle θ due to the wheel slippage), some
external signals, added by software, are considered. The
external perturbations are taken as d1(t) = 0.01 sin(t)+0.01
and d2(t) = 0.03 cos(t) + 0.03; and then, d̂1 = 0.02 and
d̂2 = 0.06. Moreover, as one can see in Fig. 2, we have

added some soil on the surface to try to induce some slipping
effect between the wheels and the surface.

Then, the parameters of the proposed homogeneous con-
troller (HC) are selected, based on Algorithm 1, i.e., based on
the conditions of Theorem 2 and Corollary 1, as µ = −0.5,
ν = −0.6, α = 3, k1 = 2.5, k2 = 3 and ε = 0.2.
Note that the conditions of Corollary 1 hold since ε =
0.8696 < min{2

√
(1− µ)k1/(2−µ), 4k1k2/(4k1+ k2)} =

min{1.5492, 2.3077}, d̂1 = 0.02 < 1 and d̂2 = 0.06 < 1.

In order to illustrate the performance of the proposed
controller, we compare it with two controllers, i.e., a first–
order sliding–mode (FOSM) controller proposed in [6] and
a nonlinear controller (NC) proposed by [34]. The FOSM
controller is given as v = vd(t) cos(e3) + ρ1sign(s1),
ω = ωd(t) + ρ2sign(s2), where s1 = e1, s2 = e3 +
arcsin(min

{
δ1|e2|−1, δ2

}
e2), e1 = cos(θ)(xd − x) +

sin(θ)(yd − y), e2 = cos(θ)(yd − y) − sin(θ)(xd − x),
e3 = θd−θ, with ρ1 = 0.04, ρ2 = 0.45, δ1 = 0.3 and δ2 = 6.
The NC has the following form v = vd(t) cos(e3) + ρ1e1,
ω = ωd(t) + ρ3e3 + vd(t)ρ2e2 sin(e3)/e3, with ρ1 = 2,
ρ2 = 2 and ρ3 = 1.5.

The three controllers have been tuned in order to obtain
the best possible trajectory–tracking performance. The results
are shown in Figs. 3, 4 and 5. In Fig. 3, we can see
that the proposed HC provides an outstanding trajectory–
tracking performance similar to the FOSM controller despite
the intrinsic disturbances and the considered external per-
turbations, without overshoots. On the other hand, the NC
presents some problems in tracking the desired trajectory
showing a considerable overshoot. The control signals are
illustrated in Fig. 4 and we can see that the HC and the NC
use similar control efforts but the FOSM controller requires
a more aggressive control signal and has chattering. The
velocity difference between the control input and the current
measurements illustrates the slippage–effect. On the other
hand, Fig. 5 illustrates the norm of the trajectory tracking
error for each controller, indicating that the addition of soil
results in a tracking error increment.

To better analyze the performance of the controllers
in terms of tracking error and control effort, we
provide the mean value of the performance indexes
erms(t) = ( 1

T

∫ t

t−T
||ē(τ)||2dτ)1/2 and urms(t) =

( 1
T

∫ t

t−T
||u(τ)||2dτ)1/2, with ē = [x − xd, y − yd, θ −

θd]
⊤, ū = [ω, v]⊤, and T = 0.1. We evaluated the mean

value of erms(t) for t ∈ [40, 60], which is the steady–
state performance, and the maximum value of ∥ē(t)∥ for
t ∈ [0, 20], which is the transient performance. These
metrics are presented in Table I. The results show that the
HC outperforms the FOSM and the NC, respectively, in
the trajectory–tracking performance with less control effort.
Moreover, the FOSM exhibits the least steady–state error but
the largest error during the transient phase, while the NC
method had the largest steady–state error but the least error
during the transient phase. These results validate that the
proposed HC provides a better balance between steady–state
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TABLE I: Performance Indexes

Index HC FOSM NC
erms(t), t ∈ [0, 60] 0.0562 0.18898 0.1471
urms(t), t ∈ [0, 60] 0.3988 0.5282 0.4445
erms(t), t ∈ [40, 60] 0.0488 0.0328 0.1228
max∥ē(t)∥, t ∈ [0, 20] 0.5063 0.6763 0.5017

error and transient performance.5

VI. CONCLUSIONS

This paper proposes a family of homogeneous controllers
to address the trajectory–tracking problem in perturbed
UMRs. The controllers demonstrate global finite–time and
asymptotic stability in the absence of perturbations. Stability
analysis is simplified using the cascade structure and strongly
iISS when ν = µ = 0. The controllers guarantee ISS
with respect to small perturbations d1 and d2, with tracking
error precision dependent on the perturbation magnitudes and
control parameters. Real–time experiments with the wheeled
mobile robot QBot2 by Quanser illustrate the controller’s
trajectory–tracking performance and robustness properties.

APPENDIX

Consider a cascade system

ẋ1 = f1 (x1, x2) , ẋ2 = f2 (x2) , (24)

where f1 : Rn1 × Rn2 → Rn1 and f2 : Rn2 × Rm2 → Rn2

denote two locally Lipschitz functions satisfying f1(0, 0) =
0 and f2(0, 0) = 0.

Corollary 2: [35]. If the system ẋ1 = f1 (x1, x2) is
Strongly iISS and the origin of ẋ2 = f2 (x2) is globally
asymptotically stable, then the origin of the cascade (24) is
globally asymptotically stable.

Then, the following lemma is an auxiliary result used in
the proofs of Theorems 1 and 2.

Lemma 2: For the position tracking error subsystem with
the control defined as (12), δ1 is bounded by

∥δ1∥2 ≤ 2(1 + d̂1)(v +
∥ζ∥d√
λmin(P )

)
∣∣sin ( eθ

2

)∣∣
+ d̂1(v +

∥ζ∥d√
λmin(P )

). (25)

Proof: By definition of the canonical homogeneous
norm, we have ∥d(− ln ∥ζ∥d)ζ∥ = 1. Hence, we derive

∥ζ∥−2(1−µ)
d e⊤r er + ∥ζ∥−2

d u⊤
r ur ≤ 1

λmin(P ) . (26)

Then, it yields that ∥ur∥ ≤ ∥ζ∥d/
√
λmin(P ). The proof

is complete by taking into account (6) and (10).
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