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Abstract
We establish an operator algebra generalization of Watrous’ theorem (Watrous
2009 Quantum Inf. Comput. 9 403–413) on mixing unital quantum channels
(completely positive trace-preserving maps) with the completely depolarizing
channel, wherein themore general objects of focus become (finite-dimensional)
von Neumann algebras, the unique trace preserving conditional expectation
onto the algebra, the group of unitary operators in the commutant of the algebra,
and the fixed point algebra of the channel. As an application, we obtain a result
on the asymptotic theory of quantum channels, showing that all unital channels
are eventually mixed unitary. We also discuss the special case of the diagonal
algebra in detail, and draw connections to the theory of correlation matrices
and Schur product maps.
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1. Introduction

Quantum channels, which are mathematically described by completely positive trace-
preserving maps, are central objects of study in quantum information theory [16, 27, 29,
37]. The class of unital (or doubly bistochastic) channels is a class of particular interest, and
amongst such channels the subclass of mixed unitary channels arise in almost every area of
quantum information theory (see [3, 11, 12, 17, 21, 24] as entrance points into the correspond-
ing literature). Hence a basic topic in the theory of quantum channels and their applications is
the determination of when or how close a unital channel is to being mixed unitary. A funda-
mental result in this direction is a theorem ofWatrous [36], which shows that any unital channel
that is properly averaged with the ‘completely depolarizing channel’, the map that sends all
quantum states to the maximally mixed state, can be written as a mixed unitary channel.

In this paper, we obtain a generalization of Watrous’ Theorem to the setting of operator
algebras. The more general objects of focus become (finite-dimensional) von Neumann algeb-
ras, the unique trace preserving conditional expectation onto the algebra, the group of unitary
operators in the commutant of the algebra, and the fixed point algebra of the channel. The
original theorem is recovered when applied to the special case of the (trivial) scalar algebra,
wherein the completely depolarizing channel is viewed as the conditional expectation onto
the algebra. Our proof is necessarily more intricate, requiring a number of supporting results
that may be of independent interest. As an application, we obtain a result on the asymptotic
theory of quantum channels, and we show that all unital channels are eventually mixed unit-
ary. We first show this for primitive unital channels using the Watrous theorem, and then we
prove the general result following some prepatory work on irreducible unital channels and
their peripheral eigenvalue algebras before applying the theorem. Finally, the case of the diag-
onal algebra yields a connection with correlation matrices and Schur product maps, and we
conclude by considering this case in more detail, interpreting the results in that setting and
providing alternative viewpoints of the main theorem.

This paper is organized as follows. The next section includes requisite preliminary notions,
and we motivate and formulate the main theorem statement. Section 3 includes the proof of
the theorem, section 4 derives the application discussed above, and section 5 gives the detailed
treatment of the diagonal algebra case.

2. Background

We begin by recalling basic preliminary notions, and then we formulate our main theorem.

2.1. Preliminaries

Given a positive integer d⩾ 1, we letMd denote the set of d× d complex matrices. The matrix
units Eij, for 1⩽ i, j ⩽ d, are the elements ofMd with a 1 in the i, j entry and 0’s elsewhere. The
(Hilbert-Schmidt) trace inner product onMd is given by 〈A,B〉= Tr(B∗A). The tensor product
algebraMd⊗Md is naturally identified withMd2 and has matrix units Eij⊗Ekl. We will make
use of the linear map vec :Md → Cd⊗Cd defined by vec(Eij) = ei ⊗ ej, where {e1, . . . ,ed} is
the standard basis for Cd.

We will be interested in completely positive maps Φ :Md →Md [29], which can always
be represented in operator-sum form Φ(X) =

∑
i KiXK

∗
i for some set of ‘Kraus’ operators

Ki ∈Md [19]. Each map defines a dual map via the trace inner product, wherein the roles of
the operators Ki and K∗

i are reversed in the operator-sum form. The mapΦ is unital ifΦ(I) = I,
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where I is the identitymatrix. If it is trace-preserving, which occurs exactlywhen
∑

i K
∗
i Ki = I,

then the map is called a quantum channel [16, 27, 37]. The class of unital (quantum) channels
are pervasive in quantum information, and we define an important subclass below. Note that a
channel is unital if and only its dual map is a unital channel as well.

The ‘Choi matrix’ [8] for Φ is the matrix J(Φ) ∈Md⊗Md given by,

J(Φ) =
d∑

i,j=1

Eij⊗Φ(Eij) . (1)

It is a positive semi-definite matrix if and only if Φ is a completely positive map. The map
J(·) is linear, and we note that J(Φ) =

∑
i vec(Ki)vec(Ki)

∗ when the Ki are Kraus operators
for Φ [37].

In this paper, by an operator algebrawe will mean a von Neumann algebra (or C∗-algebra)
on finite-dimensional Hilbert space, which, up to unitarily equivalence [9], is a set of matrices
contained inside some Md of the form:

A=⊕k (Imk ⊗Mnk) , (2)

for some unique choice of positive integers mk,nk. The algebras we consider will typically
be the fixed point sets of unital channels, and so necessarily will be unital (I ∈ A), which
means that

∑
kmknk = d. The commutant A ′ of A, which is the set of all matrices in Md that

commute with every element of A, has a corresponding form up to unitary equivalence given
by A ′ =⊕k(Mmk ⊗ Ink).

Given an algebraA⊆Md, we can consider conditional expectations onto the algebra, which
are maps E :Md →A such that: (1) E(A) = A for all A ∈ A; (2) E(A1XA2) = A1E(X)A2 for all
A1,A2 ∈ A and X ∈Md; and, (3) if X ∈Md is positive semi-definite, then so is E(X). Every
conditional expectation of Md onto A is completely positive (and is a unital map when the
algebra is unital), and amongst all possible conditional expectations onto A, there is a unique
map that is also trace-preserving [30] (in fact, it is exactly the orthogonal projection of Md

ontoA in the trace inner product). So given a unital algebraA⊆Md, we shall denote the trace
preserving conditional expectation onto A by EA :Md →A.

The fixed point set Fix(Φ) = {X ∈Md |Φ(X) = X} will also play a key role in our analysis.
For a unital mapΦ, it is easily seen that Fix(Φ) contains the commutant of the Kraus operators,
and further, for a unital channel these two sets coincide Fix(Φ) = {Ki } ′, and this statement is
true for any choice of Kraus operators for the channel [20]. In particular, this means the fixed
point set, which in general is just an operator subspace, in the case of unital channels is an
operator algebra. (Note that this really is a feature of unital channels, as even the fixed point
set of a unital completely positive map need not be an algebra [5, 20].)

We shall focus on the following class of unital channels, which are important in several
areas of quantum information [3, 11, 12, 17, 21, 24].

Definition 1. A completely positive linear mapΦ :Md →Md is called amixed unitary channel
if there exists a set of d× d unitary matrices {Ui}ri=1 and a set of nonnegative numbers {λi}ri=1
with

∑r
i=1λi = 1 such that Φ(X) =

∑r
i=1λiUiXU∗

i .

It is known that every single-qubit unital channel is mixed unitary, but this is not the case for
higher dimensions. We note that sinceMd is finite dimensional, the Minkowski–Caratheodory
convexity theorem [35] implies that a completely positive linear map Φ :Md →Md is mixed
unitary if and only if Φ is in the convex hull of the unitary transformation maps X→ UXU∗.

3
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2.2. Formulation of the conjecture

We shall establish a generalization of the following theorem of Watrous [36] to the setting of
operator algebras.

Theorem 2. Let Φ :Md →Md be a unital quantum channel. Then for 0⩽ p⩽ 1/(d2 − 1), the
convex combination of maps given by

pΦ(X)+ (1− p)
Tr(X)
d

Id (3)

is a mixed unitary channel.

The completely depolarizing channel δd :Md →Md is defined as: δd(X) = d−1Tr(X)Id. As it
is also amixed unitary channel (implemented by any set of (uniformly scaled) unitary operators
that form an orthogonal basis in the trace inner product on Md), and the set of mixed unitary
channels is convex, the theorem is proved by explicitly proving the case p= 1/(d2 − 1). That
is, theorem 2 is equivalent to the statement that the convex combination pΦ +(1− p)δd is
mixed unitary for p= 1

d2−1 .
Some initial investigation shows that a naive generalization of theorem 2 does not hold.

Consider the following example, which illustrates this point.

Example 3. We have the identity map id :M3 →M3, id(X) = X, and the Werner–Holevo
channel [38] on M3 given by,

W−
3 (X) =

1
2
[Tr(X) I3 −Xt] ,

where Xt is the transpose of X. Now consider the channel Φp :M3 →M3 for 0< p⩽ 1 given
by,

Ψp (X) = pX+(1− p)W−
3 (X) .

We claim that this channel is not mixed-unitary for any p. Indeed, first note that any operator-
sum representation of Ψp will have Kraus operators of the form K= αI+A, where A is an
anti-symmetric matrix, I is the identity matrix and α is a constant. (To see this, observe that
Ψp has a representation of this form, and then note this implies any representation has this
form.) As A is a 3× 3 anti-symmetric matrix, the eigenvalues are λ,−λ,0. So the eigenvalues
of K are α+λ,α−λ,α. Now if K is a multiple of a unitary, then these eigenvalues must lie
on a circle. However, these three numbers are co-linear. Hence λ= 0 and so A= 0. This is true
for all Kraus operators and thus it follows that p= 1.

One might expect a naive generalization of the original Watrous Theorem to find that tid+
(1− t)Φ is mixed unitary for some t, simply replacing δ3 with the identity map id. But in
fact,W−

3 is a channel for which tid+(1− t)W−
3 is not mixed unitary for any t< 1. So, simply

replacing the depolarizing channel by another unital channel immediately yields that there are
channels for which no non-trivial convex combination is mixed unitary.

After some more thought, we were led to view theorem 2 as a special case of a more gen-
eral phenomena in the context of operator algebras. In particular, in seeking to generalize the
theorem, we make the following observations:

4
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• δd is the (unique) trace preserving conditional expectation onto the trivial scalar algebra
A= CId.

• Every unital channel Φ contains the trivial algebra in its fixed point algebra; Fix(A)⊇ CId.
• The unitary group U(d) inside Md is the group of unitaries contained in the commutant of
the trivial algebra; (CId) ′ =Md.

Following further investigation, we replace the trivial algebraCId with an arbitrary unital oper-
ator algebraA, and then we formulated a conjecture on the generalization, which we state and
prove as the following result.

Theorem 4. Let A be any unital operator algebra inside Md. Let EA be the trace preserving
conditional expectation onto A, and let UA ′ be the group of unitaries contained in the com-
mutant ofA. Then for any unital channel Φ whose fixed point algebra containsA, there exists
a p ∈ (0,1) depending only on the algebra A such that the convex combination

pΦ +(1− p)EA (4)

is in the convex hull of channels of the form ΦU(X) = UXU∗ where U ∈ UA ′ .

Returning to the example above, the point is, in order to generalize properly, one must
restrict the set of channels, Φ, to only those that fix the algebra onto which the conditional
expectation projects. In the example, id is the conditional expectation onto the full matrix
algebra,M3, and in fact there are no non-trivial channels that fix this algebra. It is also the case
that the fixed point algebra ofW−

3 (X) is just the trivial algebra, consisting of scalar multiples of
the identity matrix. Thus, there is no unital channel other than δ3 for which we should expect
a Watrous-type theorem to hold for W−

3 .

3. Proof of main result

In this section we shall prove theorem 4. The proof requires a number of supporting results
that may be of independent interest. We begin by establishing notation.

Let d=
∑r

k=1mknk for some positive integersmk,nk, and letD=
∑r

k=1 n
2
k . For the purposes

of the proof, here we will assume the algebra A is given by,

A=⊕r
k=1Mmk ⊗ Ink ,

so that

A ′ =⊕r
k=1Imk ⊗Mnk ,

and note this means the vector space dimension of the commutant is D= dim(A ′).
Let {Ki}ni=1 be a fixed set of Kraus operators for Φ. Then by assumption we have A⊆

Fix(Φ) = {Ki } ′, so that the Ki belong to A ′ and hence each Ki =⊕r
k=1Imk ⊗Kik for some

Kik ∈Mnk . Define Φk, for each k, to be the map on Mnk with Kraus operators {Kik}ni=1, and
define Φ̂k to be the map onMd whose Kraus operators K̂ik have Imk ⊗Kik on the kth block and
zeroes on the other blocks. Note that Φk is a unital channel as Φ is.

5
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We consider unitaries U ∈ A ′, which are of the form U=⊕r
k=1Imk ⊗Uk with Uk ∈ U(nk).

For A,B ∈ A ′ define the inner product:

〈A,B〉A ′ =
r∑

k=1

nkTr(A
∗
kBk) ,

where A=⊕r
k=1Imk ⊗Ak and similarly for B. This is the inner product that arises from the

left-regular representation of A ′ [18, 30].
Further, let δnk be the depolarizing map on Mnk , and recall we have EA as the trace-

preserving conditional expectation onto A.
Given any unital channel Φ :Md →Md with Kraus operators Ki ∈ A ′, define the following

linear map on Md:

L(Φ)(X) =
∑
i

ˆ
U∈U(A ′)

UXU∗∣∣〈U,Ki〉A ′
∣∣2dµ(U) ∀X ∈Md, (5)

where µ(·) is the Haar measure on the unitary group U(A ′) =A ′ ∩U(d). Notice that L(Φ)
is a positive combination of unitary adjunctions, so possibly after some normalizing, L(Φ) is
a mixed-unitary map. We note that L(·) depends on the algebra A, though we will suppress
reference to it in the notation, and also observe that L(Φ +Ψ) = L(Φ)+ L(Ψ) for any unital
channels with Kraus operators in A ′. Further, as will become clear in lemma 8, the definition
of L(Φ) does not depend on the choice of Kraus operators that define it as above.

We collect the following known results (with short proofs for completeness) before analyz-
ing the map L(Φ) in more detail.

Lemma 5. For any positive integer d, we have

ˆ
U∈U(d)

vec(U)vec(U)∗ dµ(U) =
1
d
Id⊗ Id. (6)

Proof. ForΦ(X) = UXU∗, the Choi matrix is J(Φ) = vec(U)vec(U)∗. Hence, the above integ-
ral is simply the Choi matrix of the channel

δd (X) =
ˆ
U∈U(d)

UXU∗dµ(U) =
1
d
Tr(X) Id,

and it is clear that 1
d Id⊗ Id is the correct Choi matrix.

Since U⊗U∗ has the same entries as vec(U)vec(U)∗, up to the permutation that maps
Eij⊗Elk 7→ Eik⊗Ejl, and since this same permutationmaps 1

d Id⊗ Id 7→ 1
d

∑
i,jEij⊗Eji, we also

have the following.

Corollary 6. For any positive integer d, we have

ˆ
U∈U(d)

U⊗U∗dµ(U) =
1
d

d∑
i,j=1

Eij⊗Eji. (7)

This in turn, gives us another Corollary that will be useful.

6
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Corollary 7. For any X ∈Md(C), we have

ˆ
U∈U(d)

UTr(U∗X)dµ(U) =
1
d
X (8)

ˆ
U∈U(d)

|Tr(UX∗) |2dµ(U) = 1
d
Tr(X∗X) . (9)

Proof. This follows from the fact that the two integrals can be expressed as (id⊗Tr)
(
P(Id⊗

X)
)
, and Tr(P(X∗ ⊗X)) respectively, where P=

´
U∈U(d)U⊗U∗dµ(U). By equation (7) this

is just 1
d

∑
i,jEij⊗Eji, and so we get, respectively,

1
d

∑
i,j

Tr(XEji)Eij =
1
d
X, and

1
d

∑
i,j

Tr(X∗Eij)Tr(XEji) =
1
d

∑
i,j

|xij|2,

where X= (xij), which completes the proof.

Before presenting the next lemma, we remind the reader that a homogeneous function of
degree n fromMd toMd is a function f(·) satisfying f(kX) = knf(X) for all k ∈ C and all X ∈Mn.
Similarly a conjugate homogeneous function of degree n fromMd toMd is a function satisfying
f(kX) = k

n
f(X) for all k ∈ C and all X ∈Md.

Lemma 8. Let n be a nonzero integer and let f :Md →Md be either a homogenous function
or conjugate homogenous function of degree n. Then

´
U∈U(d) f(U)dµ(U) = 0.

Proof. If f :Md →Md is either a homogenous function or conjugate homogenous func-
tion of degree n, then there exists ω a complex number of modulus one such that
f(ωU) =−f(U). Since ωId ∈ U(d), by translation invariance of the Haar measure we
have

´
U∈U(d) f(U)dµ(U) =

´
U∈U(d) f(ωU)dµ(U) =−

´
U∈U(d) f(U)dµ(U). Rearranging, we get´

U∈U(d) f(U)dµ(U) = 0.

Using these facts, in the next pair of results we can derive useful properties of the L(·)map.
Before beginning the proofs in earnest, as preparation we briefly discuss the Haar integral over
the group U(A ′) =A ′ ∩U(d) and explain some facts that we will use to simplify expressions
in the analysis below. First of all, the group of unitaries inA ′ is, as a group, simply the product
of the groups Imk ⊗U(nk). The Haar measure on these component groups is just the Haar
measure on each U(nk), and so the Haar measure on the finite product of these groups is just
the product of these Haar measures; thus we have

ˆ
U∈U(A ′)

Xdµ(U) =
ˆ
U1∈U(n1)

· · ·
ˆ
Ur∈U(nr)

Xdµ(Ur) · · ·dµ(U1) ,

and indeed the right-hand-side can be arranged into any permutation of the groups U(nj) [15].
In our evaluation of integrals below, our integrand will be an expression containing only a
small number of the Uj; we will as a matter of course rewrite all integrals so that integrals
over U(nj)where there is no appearance ofUj orU∗

j inside the integrals become the innermost
integrals. This is because such integrals will reduce to trivial integrals; and since we then

7
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integrate over normalized Haar measure, these inner integrals integrate to 1, and thus no longer
appear explicitly. We will do all of this implicitly, so as not to clutter notation. For example,

ˆ
U∈U(A ′)

U1dµ(U) =
ˆ
U1∈U(n1)

U1

· · ·
ˆ
Ur−1∈U(nr−1)

[ˆ
Ur∈U(nr)

dµ(Ur)

]
︸ ︷︷ ︸

=1

dµ(Ur−1) · · ·

dµ(U1)

=

ˆ
U1∈U(n1)

· · ·
ˆ
Ur−1∈U(nr−1)

1dµ(Ur−1)︸ ︷︷ ︸
=1

· · ·

dµ(U1)

=

ˆ
U1∈U(n1)

U1dµ(U1) .

Thus, from here on out, we will immediately jump to the simplified form, and all integrals will
only be taken over variables that actually appear in a non-trivial way in any given expression.
Finally, even for the remaining variables, we will only leave one integral sign, to avoid clutter
and confusion; for instance, if the variables Uj,Uk appear inside an integration, the expression´
f(Uj,Uk)dµ(Uj)dµ(Uk) should be understood as

´
Uk∈U(nk)

´
Uj∈U(nk)

f(Uj,Uk)dµ(Uj)dµ(Uk).

Lemma 9. Suppose Φ :Md →Md is a unital channel that fixes the algebra A. Then for all
X ∈Md,

L(Φ)(X) = Φ(X)+ (D− 1)EA (X)+
∑
k:nk>1

1
n2k − 1

(
Φ̂k (X)− δ̂nk (X)

)
.

Proof. We first expand, using the following form for a generic element of Md:

X=
∑

k1,k2,s,t

Ek1k2 ⊗Est⊗Xk1k2,st,

where for each pair 1⩽ k1,k2 ⩽ r, the matrices Est, with 1⩽ s⩽ mk1 and 1⩽ t⩽ mk2 are mat-
rix units for the mk1 ×mk2 matrices, and Xk1k2,st is a nk1 × nk2 matrix. So in this form, U ∈ A ′

is written U=
∑r

k=1Ekk⊗ Imk ⊗Uk with Uk ∈Mnk .
From the definition of L, and using the expansion of X, also keeping in mind the integral

note in the text above this result, we have,

L(Φ)(X) =
∑
i

∑
k1,k2,s,t,j,l

Ek1k2 ⊗Est

⊗
ˆ
Uk1Xk1k2,stU

∗
k2njnlTr

(
U∗
j Kij
)
Tr(UlK

∗
il)dµ(Uk1)dµ(Uk2)dµ(Uj)dµ(Ul) ,

and so we will analyze this depending on whether or not k1 = k2.
If k1 6= k2, then, using the fact that the Haar integral satisfies

´
UUdµ(U) = 0, non-zero

contributions in this expression can only possibly come from either the terms where j = k1
and l= k2 or the terms where j = k2 and l= k1.

8
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The sum of all terms where j = k2 and l= k1, for a given value of i, is

∑
k1,k2,s,t

Ek1k2 ⊗Est⊗

(∑
i

(
nk1

ˆ
Uk1Tr

(
Uk1K

∗
i k1

)
dµ(Uk1)

)
Xk1k2,st

×
(
nk2

ˆ (
Uk2Tr

(
Uk2K

∗
i k2

))∗
dµ(Uk2)

))
.

Now since Uk1Tr(Uk1K
∗
i k1) is a homogeneous function of degree two in Uk1 and

(Uk2Tr(Uk2K
∗
i k2))

∗ is a conjugate homogeneous function of degree two in Uk2 , by lemma 8
every integral in this expression is zero and hence the full expression itself is equal to zero.

So, in fact, non-zero contributions can come only from the terms where j = k1 and l= k2.
Restricting our attention only to these terms and using corollary 7, we get

∑
k1,k2,s,t

Ek1k2 ⊗Est⊗

(∑
i

(
nk1

ˆ
Uk1Tr

(
U∗
k1Ki k1

)
dµ(Uk1)

)
Xk1k2,st

×
(
nk2

ˆ (
Uk2Tr

(
U∗
k2Ki k2

))∗
dµ(Uk2)

))
=
∑

k1,k2,s,t

Ek1k2 ⊗Est⊗

(∑
i

Kik1Xk1k2,stK
∗
ik2

)
,

which gives us the off-diagonal blocks ofΦ(X) =
∑

i KiXK
∗
i . Thus, on the blocks correspond-

ing to k1 6= k2, we get a term of the corresponding block form of Φ(X).
When k1 = k2, we must have j= l for non-zero contributions, and we split this up into terms

for which k1 6= j and k1 = j to get,

∑
k1,s,t

Ek1k1 ⊗Est⊗

(ˆ Uk1Xk1k1,stU
∗
k1dµ(Uk1)

)∑
j̸=k1

n2j
∑
i

ˆ ∣∣Tr(U∗
j Kij
)∣∣2dµ(Uj)


+
∑
k1,s,t

Ek1k1 ⊗Est⊗ n2k1
∑
i

ˆ
Uk1Xk1k1,stU

∗
k1

∣∣Tr(U∗
k1Kik1

)∣∣2dµ(Uk1) .

Now, using the definition of the completely depolarizing channel onMnk , equation (9), and the
fact that {Kij}i defines a channel on Mnj applied to the first term, and then the estimate from
the original Watrous Theorem applied to the second term (and assuming for now that nk1 6= 1),
we obtain the following:

∑
k1,s,t

Ek1k1 ⊗Est⊗

δnk1 (Xk1k1,st)
∑
j̸=k1

n2j +
n2k1

n2k1 − 1
Φk1 (Xk1k1,st)+

n2k1
(
n2k1 − 2

)
n2k1 − 1

δnk1 (Xk1k1,st)

 .

The last tensor factor can be rewritten as,

δnk1 (Xk1k1,st)
(
D− n2k1

)
+Φk1 (Xk1k1,st)+

1
n2k1 − 1

Φk1 (Xk1k1,st)+
n2k1
(
n2k1 − 2

)
n2k1 − 1

δnk1 (Xk1k1,st)

= Φk1 (Xk1k1,st)+Dδnk1 (Xk1k1,st)+
1

n2k1 − 1
Φk1 (Xk1k1,st)−

n2k1
n2k1 − 1

δnk1 (Xk1k1,st) ;

9
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which follows from splitting
n2k1

n2k1
−1 into 1+ 1

n2k1
−1 and

n2k1 (n
2
k1
−2)

n2k1
−1 − n2k1 =− n2k1

n2k1
−1 . This lat-

ter quantity, in turn, we can write as − 1
n2k1

−1 − 1, and so we have the last tensor factor

rewritten as,

Φk1 (Xk1k1,st)+ (D− 1)δnk1 (Xk1k1,st)+
1

n2k1 − 1

(
Φk1 (Xk1k1,st)− δnk1 (Xk1k1,st)

)
.

We must also consider the case when nk1 = 1, in which case we cannot use the Watrous
Theorem as written, to avoid dividing by n2k1 − 1= 0. In this case, note that Φk1 is a channel
onM1 ≡ C; but there is only one such map, which is the identity map. In this case, Φk1 = δnk1
is just the identity map on C, and so in that case, we would write the relevant integral in the
last tensor factor as,

n2k1
∑
i

ˆ
Uk1Xk1k1,stU

∗
k1 |Tr

(
U∗
k1Ki k1

)
|2dµ(Uk1) = Xk1k1,st =Φk1 (Xk1k1,st) = δnk1 (Xk1k1,st) .

So in this case, the diagonal term would be

(D− 1)δnk1 (Xk1k1,st)+Φk1 (Xk1k1,st) .

Hence, summing over k1,k2 in the decomposition of L(Φ)(X), we first get a copy of Φ(X).
Further, the (D− 1)δnk1 (Xk1k1,st) down the diagonal combine to give us (D− 1)EA(X). Thus,
bringing everything together, we have

L(Φ)(X) = Φ(X)+ (D− 1)EA (X)+
∑
k:nk>1

1
n2k − 1

(
Φ̂k (X)− δ̂nk (X)

)
,

and this completes the proof.

Lemma 10. Given A and Φ as above, for each unital channel Φk, we have for all X ∈Md,

L
(
Φ̂k

)
(X) = n2kEA (X)+

n2k
n2k − 1

(
Φ̂k (X)− δ̂nk (X)

)
,

if nk > 1, and otherwise,

L
(
Φ̂k

)
(X) = EA (X) .

Proof. Notice that 〈U, K̂i k〉A ′ = nkTr(U∗
kKik) for all i since all other blocks of K̂ik are 0. Thus

when we do the same calculation as in the previous Lemma proof with Φ̂k instead of Φ, we
get in the last tensor factor,∑

i

ˆ
Uk1Xk1k2,stU

∗
k2n

2
k |Tr(U∗

kKik) |2dµ(Uk1)dµ(Uk)dµ(Uk2) .

For k1 6= k2, to get a non-zero contribution we must have in the integral, k1 = k and k2 = k, a
contradiction. So we only get (potentially) non-zero terms when k1 = k2.

If k1 = k2 6= k, we get(ˆ
Uk1Xk1k1,stU

∗
k1dµ(Uk1)

)(
n2k
∑
i

ˆ
|Tr(U∗

kKik) |2dµ(Uk)

)
,

10
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and this simplifies, from the definition of the completely depolarizing channel applied to
the first term and corollary 7 and that {Kik}i define a channel on Mnk applied to the second
term, to:

n2kδnk1 (Xk1k1,st) .

Otherwise, if k1 = k= k2, and nk > 1, we get using the original Watrous Theorem,

n2k
n2k − 1

(
Φk (Xkk,st)+

(
n2k − 2

)
δnk (Xkk,st)

)
.

From this, we take a term of the form n2kδnk(Xkk,st) to combine with the other diagonal terms,
giving us n2kEA(X), and leaving us with

n2k
n2k − 1

(
Φ̂k (X)− δ̂nk (X)

)
from the remaining terms.

Finally, if nk = 1, we just get

n2kδnk (Xkk,st)

since both δnk and Φk are just the identity map on scalars.
So, we can sum over k1,k2 and the n2kδnk1 (Xk1k1,st) terms will combine to give us n2kEA(X),

plus, if nk > 1, a term of the form n2k
n2k−1

(
Φ̂k− δ̂nk

)
(X).

Applying the previous Lemma to the case Φk = δnk , we immediately have the following:

L
(
δ̂nk

)
(X) = n2kEA (X) . (10)

Now we prove the theorem, with explicit constants given.

Theorem 11. Let Φ :Md →Md be a unital channel that fixes the unital algebra
A=⊕r

i=1Mmk ⊗ Ink . Let D= dim(A ′) and let r̂ be the number of direct summands of A ′

for which the matrix component satisfies ni > 1.
If r= 1, and A ′ = Im1 ⊗Mn1 , with n1 > 1, we have that

1
n21 − 1

(
Φ(X)+

(
n21 − 2

)
EA (X)

)
is mixed unitary. If r> 1, we have that

1
D− r̂+

∑
k:nk>1 n

2
k

(
Φ(X)+

(
D− r̂− 1+

∑
k:nk>1

n2k

)
EA (X)

)

is mixed unitary.

11
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Proof. We begin with the statement of lemma 9, combined with that of lemma 10:

L(Φ)(X) = Φ(X)+ (D− 1)EA (X)+
∑
k:nk>1

1
n2k − 1

(
Φ̂k− δ̂nk

)
(X) ,

and

L
(
Φ̂k

)
(X) = n2kEA (X)+

n2k
n2k − 1

(
Φ̂k− δ̂nk

)
(X)

for all nk > 1. Thus we can write

L(Φ)(X) = Φ(X)+ (D− 1)EA (X)+
∑
k:nk>1

(
1
n2k
L
(
Φ̂k

)
(X)−EA (X)

)
,

which we can rearrange to obtain

L(Φ)(X)−
∑
k:nk>1

1
n2k
L
(
Φ̂k

)
(X) = Φ(X)+ (D− r̂− 1)EA (X) . (11)

Before continuing, we first consider the case where r= 1; that is, where A=Mm⊗ In and
A ′ = Im⊗Mn (and n> 1, as the r= 1= n case is trivial). Then r̂= 1, and we have that Φ1 =
Φ̂1 =Φ, since there are no blocks other than the first block to zero out, in order to create Φ̂1. In
this case, n1 = n, and so we see that L(Φ)− 1

n2 L(Φ̂1) is just n
2−1
n2 L(Φ), and, using equation (11)

(and D= n2), we have

n2 − 1
n2

L(Φ)(X) = Φ(X)+
(
n2 − 2

)
EA (X) .

In any other case, for any k for which nk > 1, we have that Φk :Mnk →Mnk is a unital chan-
nel. Thus Tr(J(Φk)) = nk, and since J(Φk)⩾ 0, we have that nkInk ⊗ Ink ⩾ J(Φk). Hence

J(δnk) =
1
nk
Ink ⊗ Ink ⩾

1
n2k
J(Φk) ,

and so the map δnk − 1
n2k
Φk is a completely positive map. From this, we obtain that the map

̂δnk − 1
n2k
Φk = δ̂nk − 1

n2k
Φ̂k is also completely positive as it is just the direct sum of δnk − 1

n2k
Φk

with the zero map a number of times.
Finally, using the fact that L(Φ +Ψ)−L(Ψ) = L(Φ) for completely positive maps with

Kraus operators in A ′, we have that

L

(
̂

δnk −
1
n2k

Φk

)
(X) = L

(
δ̂nk

)
(X)− 1

n2k
L
(
Φ̂k

)
(X)

is a positive combination of unitary adjunctions.
Thus we may add L(δ̂nk)(X) to both sides of equation (11). By equation (10), this is equi-

valent to adding n2kEA(X), and so we obtain

L(Φ)(X)+
∑
k:nk>1

L

(
̂

δnk −
1
n2k

Φk

)
(X) = Φ(X)+

(
D− r̂− 1+

∑
k:nk>1

n2k

)
EA (X) .

12
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In all cases, we now have on the left-hand-side a positive combination of terms of the form
L(Ψ) where Ψ is completely positive, and so this is a positive combination of unitary adjunc-
tions. Hence the right-hand-side is now simply a positive combination of Φ and EA. Thus,
after suitably normalizing, the left-hand-side will be an expression of the right-hand-side as a
mixed unitary. In particular, we obtain either

1
n2
L(Φ) =

1
n2 − 1

(
Φ(X)+

(
n2 − 2

)
EA (X)

)
is mixed unitary in the case that r= 1, or

1
D− r̂+

∑
k:nk>1 n

2
k

(
L(Φ)(X)+

∑
k:nk>1

L

(
̂

δnk −
1
n2k

Φk

)
(X)

)

=
1

D− r̂+
∑

k:nk>1 n
2
k

(
Φ(X)+

(
D− r̂− 1+

∑
k:nk>1

n2k

)
EA (X)

)

is mixed unitary when r> 1. This completes the proof.

4. Application: all unital channels are eventually mixed unitary

In this section we prove that every unital quantum channel has the property that some power
of it becomes mixed unitary. This involves proving several supporting results that may be of
independent interest, and, at the final stage, applying our theorem 4.We note for the reader that
following the logical flow of this section does not require the results of the previous section
until the final result proof.

4.1. Asymptotic result for primitive unital channels

We first show how Watrous’ theorem 2 yields an asymptotic result for the case of primitive
unital channels. We begin with a result that we expect is well-known (see [6] for instance), but
for completeness we provide a short proof that makes use of convexity theory (see [35]).

Lemma 12. Let A be any unital ∗-subalgebra of Md. Let EA be the trace preserving condi-
tional expectation onto A. Then EA is a mixed unitary channel.

Proof. Let U(A ′) be the unitary group of the commutant algebra A ′ = {X ∈Md : AX=
XA,∀A ∈ A}. It follows that the conditional expectation can be written as follows for all
X ∈Md:

EA (X) =
ˆ
U∈U(A ′)

UXU∗dµ(U) ,

whereµ(U) is the normalized Haar measure onU(A ′). Indeed, it is easy to see that this integral
operator is trace preserving, projects onto A, and satisfies the other conditional expectation
properties from the invariance of the Haar measure. So by uniqueness the map is EA.

Now as the commutant A ′ is a finite dimensional subalgebra, the group U(A ′) is closed
(and hence compact) and so the convex hull of the set {UXU∗ : U ∈ U(A ′)} is a compact (and
hence closed) convex set by the Minkowski-Caratheodory convexity theorem. Thus EA(X)
lies in the convex hull of mappings of the form UXU∗, with U ∈ U(A ′), and so EA is a mixed
unitary map.

13
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Remark 13. Note that from the above result, it is clear that the completely depolarizing chan-
nel δd(X) = d−1Tr(X)Id, which is the trace preserving conditional expectation onto the trivial
algebraA= {CI}, is a mixed unitary map. A concrete representation of this map can be writ-
ten down:

δd (X) = d−1Tr(X) Id =
1
d2

d−1∑
a,b=0

Wa,bXW
∗
a,b,

where Wa,b are the Weyl-Heisenberg unitaries defined by

Wa,b = SaDb,0⩽ a,b⩽ d− 1,

and S=
∑d

j=1Ej+1(modd),j ∈Md is the forward cyclic shift operator andD=
∑d

j=1ω
jEj,j ∈Md

is the ‘clock operator’ with ω = exp(2π i/d).

We use the above result to prove the following. Let us denote MU(d) to be the set of all
mixed-unitary channels on Md, which note is a closed convex set of linear maps. See [29] for
basic properties of the completely bounded distance measure.

Lemma 14. Let Φ :Md →Md be any unital quantum channel. Then

liminfn→∞ dCB (Φ
n,MU(d)) = 0,

where dCB(Φn,MU(d)) is the completely bounded distance of Φn from the closed convex set
MU(d).

Proof. By Kuperberg’s Theorem (see theorem 2.1 in [22] ), for a unital completely positive
map Φ, there is a subsequence n1,n2, · · · such that

lim
j→∞

Φnj = EΦ,

where EΦ is a unique idempotent map. Note that for trace-preserving completely positivemaps,
such a map also exists (see proposition 6.3 in [39]).

Now note that since Φ is trace preserving, EΦ is also trace preserving. And hence its range
Range(EΦ) is a C∗-algebra. Indeed, let a ∈ Range(EΦ), then fromSchwarz inequality it follows
that

EΦ (aa∗)⩾ EΦ (a)EΦ (a∗) = aa∗.

And using the trace preservation property and faithfulness of trace, we get that EΦ(aa∗) =
aa∗. Thus, aa∗ ∈ Range(EΦ). This means EΦ (aa∗) = EΦ (a)EΦ (a∗) = aa∗. And hence a is
in the multiplicative domain of EΦ ([7]). From here, it follows that if a,b ∈ Range(EΦ), then
EΦ(ab) = ab. Hence, ab ∈ Range(EΦ), showing Range(EΦ) is a C∗-algebra.

Now the result follows from lemma 12.

For a special class of channels (e.g. see [1, 33, 34]), one can make a stronger statement.

Definition 15. A unital channel Φ :Md →Md is primitive if it is irreducible (i.e. Φ(P)⩽ λP
for some projection P implies P= 0 or P= I) and it has a trivial peripheral spectrum (i.e.
spec(Φ)∩T= {1}, where T is the unit circle in the complex plane).

Theorem 16. For every primitive unital channelΦ :Md →Md, there is a finite k ∈ N such that
Φk is mixed unitary, and subsequenctly for every l⩾ k, Φl is mixed unitary.

14
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Proof. It follows from the proof of the previous result that for a primitive unital channelΦ, the
conditional expectation EΦ described above is the completely depolarizing channel δd. Now
byWatrous’s theorem (2) there is a ball around δd where every unital channel is mixed-unitary.
So from the subsequence n1,n2, · · · , if we take sufficiently large ni’s, the maps Φni must fall in
the ball around δd . Hence there is a k ∈ N such that Φk is in this ball and it is mixed unitary.

The second statement follows easily from the above argument and the CB norm estimate:

||Φk+r− δd||CB = ||Φr
(
Φk− δd

)
||CB ⩽ ||

(
Φk− δd

)
||CB,

which also uses the fact that Φ ◦ δd = δd as Φ is unital.

In what follows, we will show how theorem 4 allows us to prove an analogous result for all
unital channels.

4.2. Irreducible channels and peripheral eigenvalues

Next we derive some properties of peripheral eigenvalues for irreducible unital channels.
Let us first observe that a unital channelΦ is irreducible if and only if its fixed point algebra

Fix(Φ) is just the scalar algebra, A= CI. Indeed, if Φ is irreducible, then only the trivial
projections are fixed byΦ, and hence its fixed point algebra (which is spanned by its projections
as a von Neumann algebra) must be trivial. Conversely, if the fixed point algebra forΦ is trivial
and P is a projection with Φ(P)⩽ λP, then Φ(P) is supported on the range of P, which for
a unital channel implies (as proved in [20]) that in fact Φ(P) = P if it is non-zero, and hence
P= 0 or P= I.

In the following result, we denote the set of unital channels that fix a given algebra A by
F(A). Evidently this set has the structure of a convex semigroup under composition of maps.
It is also ∗-closed, in the sense that a map is in the set if and only if its dual map is as well
(which can be seen as a consequence of the fixed point theorem for unital channels [20]).

Lemma 17. Let A be a unital subalgebra of Md that is unitarily equivalent to ⊕r
k=1Imk ⊗Mnk ,

and let F(A) be the semigroup of unital channels on Md that fix A. Let Â=⊕r
k=1CImk , with

associated semigroup F(Â) of unital channels on M(
∑

kmk) that fix Â.
Then, there is a convex ∗-semigroup isomorphism α : F(A)→F(Â)with the property that

α(Φ) ∈ F(Â) is mixed unitary if and only if Φ ∈ F(A) is mixed unitary.

Proof. LetΦ ∈ F(A)with Kraus operators {Ki}ni=1. SinceΦ fixesA, we haveA⊆ Fix(Φ) =
{Ki } ′, and so Ki ∈ A ′. Hence there exists a unitary U ∈Md and matrices Kik ∈Mmk such that
U∗KiU=⊕r

k=1Kik⊗ Ink for all i.
Then α(Φ) is defined to be the map whose Kraus operators are K̂i :=⊕r

k=1Kik, which, as
a notational convenience, we sometimes write as K̂i = α(Ki). To show that α(Φ) fixes Â, we
note that the Kraus operators of α(Φ) always lies in the algebra ⊕r

k=1Mmk , and that Â thus
necessarily commutes with K̂i; hence it is contained in the fixed point algebra.

It is easy to see that the image of α does not depend on a particular operator-sum repres-
entation of Φ, and, moreover, that an operator-sum representation of Φ is minimal in terms of
number of Kraus operators if and only if the image of the Kraus operators under α is a minimal
representation of α(Φ).

It is also clear that α is a ∗-homomorphism, since for any Φ, Ψ ∈ A with respective Kraus
operators U∗KiU=⊕r

k=1Kik⊗ Ink and U
∗LiU=⊕r

k=1Lik⊗ Ink , we have that Φ ◦Ψ has Kraus
operators U

(
⊕r
k=1KikLi ′k⊗ Ink

)
U∗. The image under α of these operators are ⊕r

k=1KikLi ′k,
which are exactly the Kraus operators of α(Φ) ◦α(Ψ).
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To see that α is an isomorphism, let Φ,Ψ ∈ F(A), and suppose Φ has a minimal set of
Kraus operators given by {Ki = U

(
⊕r
k=1Kik⊗ Ink

)
U∗}ni=1 and Ψ has a minimal set of Kraus

operators {Li = U
(
⊕r
k=1Lik⊗ Ink

)
U∗}n ′

i=1.Thenα(Φ) hasKraus operators {K̂i =⊕r
k=1Kik}ni=1

and α(Ψ) has {L̂i =⊕r
k=1Lik}n

′

i=1. If α(Φ) = α(Ψ), then we have {K̂i}ni=1 and {L̂i}n
′

i=1 are two
different minimal Kraus representations of the same channel, so n= n ′. Hence there exists a
scalar unitary matrix V= (vij) such that L̂i =

∑
j vijK̂j and so Lik =

∑
j vijKjk. Thus

Li = U(⊕r
k=1Lik⊗ Ink)U

∗ = U

⊕r
k=1

 n∑
j=1

vijKjk

⊗ Ink

U∗

= U

∑
j

vij (⊕r
k=1Kjk⊗ Ink)

U∗ =
∑
j

vijKj,

and so {Li} and {Ki} are two different representations of the same channel, giving Φ =Ψ.
Finally,α(Φ) is a unitary adjunction channel if and only ifΦ is; since⊕r

k=1Uk⊗ Ijk is unitary
if and only if each Uk is unitary, which in turn is equivalent to ⊕r

k=1Uk being unitary. So, in
one direction, if Φ =

∑
i pi adUi expresses Φ as a convex combination of unitary adjunction

maps (where adU(X) = UXU∗), the (convex) linearity of α guarantees that

α(Φ) =
∑
i

piα(adUi)

expresses α(Φ) as a convex combination of the unitary adjunctions α(adUi). In the other dir-
ection, suppose

α(Φ) =
∑
i

pi adÛi

for some unitaries Ûi. Since α(Φ) fixes the algebra Â=⊕r
k=1Imk , it must be that each Ûi ∈

Â ′ =⊕r
k=1Mmk and hence Ûi =⊕r

k=1Uik for some unitaries Uik on each block. If we define
Ui = U

(
⊕r
k=1Uik⊗ Ink

)
U∗ ∈ A ′, it is clear that α(Φ) is now the image of Ψ :=

∑
i pi adUi ,

which is mixed unitary. Since α is an isomorphism, and α(Φ) = α(Ψ), it must in fact be that
Φ =Ψ and hence is mixed unitary.

Remark 18. Notice that if A is the fixed point algebra of Φ, i.e. the largest unital algebra
fixed by Φ, then the algebra generated by its Kraus operators Ki is A ′. So α(Φ) has Kraus
operators that generate the algebra α(A) =⊕r

k=1Mmk , and so the fixed point algebra of α(Φ) is
the abelian algebra⊕r

k=1CImk . Also notice that the channelsΦk, with Kraus operators {Kik} are
irreducible. Thus, without loss of generality, we will prove our result for channels with abelian
fixed point algebra, as any unital channel is identifiedwith a channel that has abelian fixed point
algebra, andwhere the identification carries through the relevant properties (i.e. commuteswith
powers and preserves mixed unitarity).

We next consider the peripheral spectrum for a map Φ :Md →Md, which is the set

{X ∈Md | Φ(X) = λX forsome |λ|= 1} .

In the case of an irreducible unital channel, there is a positive integerm such that the peripheral
spectrum is {ωi}m−1

i=0 for some primitive mth root of unity (see for instance theorem 6.6 from
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[39]). Further, as shown in [32] (theorem 2.5), for a unital channel Φ, the algebra generated
by all peripheral eigen-operators for Φ is equal to the algebra MΦ∞ , which is defined as the
decreasing intersection of the multiplicative domains MΦk for Φk, k⩾ 1; in particular, the
peripheral spectrum of Φk is a subset of the peripheral spectrum of Φ.

The following useful fact for us comes as a simple consequence of the spectral mapping
theorem, fromwhich it follows that the spectrum ofΦm consists of the elements of the spectrum
of Φ raised to the mth power.

Lemma 19. Suppose Φ is an irreducible unital channel with peripheral spectrum {ωi}m−1
i=0

for some primitive mth root of unity. Then Φm has no non-trivial peripheral spectrum; that is,
spec(Φm)∩T= {1}.

We next recall basic features of peripheral eigenvalues, with a short proof for completeness.

Lemma 20. Let Φ :Md →Md be a unital channel, and let X be a peripheral eigenvector for
Φ: Φ(X) = λX for some |λ|= 1. Then KiX= λXKi for all Kraus operators Ki, and so if X is a
peripheral eigenvector for Φ with eigenvalue λ, then we have

Φ(XA) = λXΦ(A) Φ(AX) = λΦ(A)X,

for all A ∈Md.

Proof. Define Ai = KiX−λXKi. Then we have,∑
i

AiA
∗
i =

∑
i

KiXX
∗K∗

i −λ
∑
i

KiXK
∗
i X

∗ −λX
∑
i

KiX
∗K∗

i + |λ|2X
∑
i

KiK
∗
i X

∗

=Φ(XX∗)−XX∗,

where we use the fact that Φ(X) = λX, Φ(X∗) = λX∗, and that Φ is unital. Then, by trace
preservation, we have that∑

i

Tr(AiA
∗
i ) = Tr(Φ(XX∗))−Tr(XX∗) = 0,

and hence each Ai = 0. The final statement immediately follows.

We also need the following characterization of peripheral eigenvectors in the commutative
fixed point algebra case.We note a possible connection between this result and results obtained
recently in [2].

Lemma 21. Let Φ be a unital channel with fixed point algebra unitarily equivalent to
⊕r
k=1CImk . Let X be a peripheral eigenvector. Then one of the two following cases holds:

1. X=⊕r
k=1Xk where each Xk is a peripheral eigenvector for the irreducible channel Φk

obtained by restricting the Kraus operators of Φ to the kth diagonal block.
2. There exists j,k such that mj = mk, and there is a unitary U on Cmj such that Φj = adU ◦

Φk ◦ adU∗ .

Proof. Up to unitary equivalence, the fixed point algebra hasminimal central (orthogonal) pro-
jections Pi =⊕r

k=1δikIik with
∑

i Pi = I. As these are fixed points of Φ, we have by lemma 20
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thatΦ(PkXPj) = PkΦ(X)Pj for all X and k, j. In particular, applying this to the peripheral eigen-
vector X with eigenvalue λ, we get

Φ(PkXPj) = λPkXPj

for all pairs j,k. That is, PkXPj is also a peripheral eigenvector for Φ with eigenvalue λ.
Now, lemma 20 also shows that, for any peripheral eigenvector X we have

Φ(XX∗) = |λ|2XX∗ = XX∗,

and so XX∗ must be in the span of the Pi. Hence the same is true for X∗X, PkXPjX∗Pk and
PkX∗PjXPk.

Thus we can find scalars ci such that

PkXPjX
∗Pk =

∑
i

ciPi ,

which yields after multiplying on the left or right by Pk that

PkXPjX
∗Pk = ckPk.

If we let Xkj be the operator corresponding to the (k, j) block in the decomposition determined
by the {Pj}, which is PkX restricted to the range of Pj, then we have that

XkjX
∗
kj = ckImk normal and X∗

kjXkj = cjImj . (12)

There are two possibilites: either ck = cj = 0, or both scalars are non-zero and Xkj is a (non-
zero) multiple of a unitary (and mj = mk). Thus, in this block matrix form, any peripheral
eigenvector has the form,

X=
∑
i1,i2

Ei1i2 ⊗Xi1i2 ,

where each Xi1i2 is either 0 or a (non-zero) multiple of a unitary. Moreover, we know by
lemma 20 that KiX= λXKi, and so we have that

KijXjk = λXjkKik

for all i and all (j, k). In the case that Xjk is non-zero, we therefore have, after multiplying both
sides on the right by X∗

jk and using equation (12) with the roles of k and j reversed,

Kij =
1
cj
λXjkKikX

∗
jk.

Since Xjk√
cj
is unitary, and |λ|= 1, this expresses Kij as a unitary conjugation of Kik for all i;

that is, ifΦi is the channel whose Kraus operators are {Kij}nj=1, thenΦj = adU ◦Φk ◦ adU∗ with

U=
√

λ
cj
Xjk.

Combining these last results with Kuperberg’s Theorem [22] and our main result from the
last section, allows us to prove the following.
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Theorem 22. Let Φ be a unital channel. Then there exists an integer k> 0 such that Φk is
mixed unitary.

Proof. By lemma 17, perhaps by replacing Φ with α(Φ), we can without loss of generality
assume Φ has a commutative fixed point algebra. Then, lemmas 19 and 21 show that a high
enough power,M⩾ 1 say, of Φ has no non-trivial peripheral spectrum; for instance,M can be
taken as the lowest common multiple of the m’s from lemma 19 applied to a representative
from each of the irreducible channel unitary equivalence classes found in lemma 21.

Thus, ΦM is a unital channel with no non-trivial peripheral spectrum, and so its peripheral
algebra is just its fixed point algebra. We can now apply Kuperberg’s Theorem in this case to
find a subsequence {ki} such that (ΦM)ki =ΦMki →EA where A is the fixed point algebra of
ΦM. By theorem 4, there is a ball around EA whose intersection with F(A), the set of unital
channels with fixed point algebra A, consists only of mixed unitaries, and so any channel in
F(A) sufficiently close to EA is mixed unitary. Therefore, it follows that there is a kN such
that, for all i>N, the channel (ΦM)kj is sufficiently close to EA that it is mixed unitary, and
this completes the proof.

Remark 23. Notice that in order to obtain this result, we cannot use Kuperberg’s Theorem
directly with the conditional expectation onto the peripheral algebra; this is because the ball
of mixed unitaries we obtain around EA is in the relative interior of F(A), the set of all unital
channels with fixed point algebra A. So if ΦM only has peripheral algebra A, but not fixed
point algebraA, althoughΦMki →EA, it may approach from outside the relative interiorF(A)
where the Theorem does not apply.

Remark 24. We also draw the attention of the reader to a conjecture called the ‘Asymptotic
Quantum Birkhoff Conjecture’, which asks whether for a unital quantum channel Φ :Mn →
Mn, it holds that,

lim
k→∞

dCB
(
Φ⊗k,MU

(
M⊗k
n

))
= 0,

where, as above, dCB is the completely bounded distance of Φ⊗k to the set of mixed unitary
maps on M⊗k

n . The conjecture was resolved in the negative by Haagerup and Musat ([13]).
They introduced a new class of maps called factorizable maps and showed that maps which
are not factorizable, fail to satisfy the above conjecture. In essence, this means that not every
unital channel, after taking tensor powers with itself, becomes mixed unitary even if we take
larger and larger tensor powers. In contrast, lemma 14 shows that every unital channel ‘asymp-
totically becomes’ mixed unitary. Quite significantly, theorem 22 goes further and uncovers
an interesting aspect of unital channels the contrasts with tensor powers: it says under com-
position, every unital channel becomes mixed unitary after finitely many applications.

5. The case of the diagonal algebra: correlation matrices and Schur product
channels

We finish by considering the case of the diagonal algebra in theorem 4 in more detail; that is,
A=∆d

∼=⊕d
k=1C1, the algebra of d× d diagonal complex matrices. We shall give two altern-

ate proofs of the theorem in this case using different approaches, and in doing so, we make
connections with the theory of correlation matrices and Schur product maps [16, 29] (which
have also recently arisen in other quantum information settings [14, 25, 31]), and Abelian
group theory.
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We begin by noting that the trace preserving conditional expectation onto ∆d is the map-
to-diagonal, defined by

∆(X) =
d∑

i=1

xiiEii, (13)

where X= (xij) and Eij, 1⩽ i, j ⩽ d, are the matrix units for Md.
Recall that a correlation matrix is a positive semi-definite matrix with 1’s down its main

diagonal. Further, the Schur (or Hadamard) product of two matrices A= (aij),B= (bij) ∈Md

is A ◦B= (aijbij). Given any C ∈Md, one can define a linear map Φ(X) = X ◦C, and then Φ is
completely positive if and only if C is a positive semidefinite matrix [29]. It is also clear that
such a map is unital if and only if it is trace preserving.

Proposition 25 [23, 26]. Any unital channel Φ :Md →Md whose fixed point algebra
contains ∆d is a Schur product channel; that is, there exists a correlation matrix C
such that

Φ(X) = X ◦C,

where ◦ denotes the Schur product.

Since the commutant ofA=∆d isA ′ =∆d again, as a consequence of proposition 25, we
have theorem 4 restated in this particular case as follows.

Theorem 26. There exists a constant 0⩽ p⩽ 1 such that for all Schur product channels Φ :
Md →Md, the map

pΦ +(1− p)∆

is a mixed unitary channel defined by diagonal unitary matrices.

We provide the following alternative proof for this case.

Lemma 27. A channelΦ :Md →Md is of the form UXU∗ where U is a diagonal unitary if and
only if Φ(X) = X ◦C where C= zz∗ is a rank-one correlation matrix with z ∈ Cd and |zi|= 1
for all i.

Proof. If U= diag(z1, . . . ,zd) is unitary, then |zi|= 1 and

UXU∗ =
∑
i,j

ziz
∗
j xijEij = X ◦C,

where cij = ziz∗j .
Conversely, if C is a rank-one correlation matrix, then C= zz∗ for some vector z=

(z1, . . . ,zd)T. We have cii = 1= ziz∗i = |zi|2, and now it is easy to see that X ◦C is equal to
UXU∗ where U= diag(z) is unitary since each |zi|= 1.

Since the map-to-diagonal ∆ is equal to the Schur-product channel with the correlation
matrix Id, theorem 26 can be restated as follows. This is the version that we prove; equival-
ence to the previously stated version follows by replacing all Schur product maps with their
associated correlation matrices or vice-versa.
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Theorem 28. There exists a constant 0⩽ p⩽ 1 such that every d× d correlation matrix C
satisfies that

pC+(1− p) Id

is in the convex hull of rank-one correlation matrices.

Proof. Let C be a correlation matrix. Let z= (z1, . . . ,zd)T where |zi|= 1, and take the integral
ˆ
z1,...,zd

zz∗〈z,Cz〉dµ(z1) · · ·dµ(zd) , (14)

where the measure is just Haar measure on the unit circle. As 〈z,Cz〉=
∑d

k,l=1 cklz
∗
k zl, we can

write this as ∑
k,l

ckl
∑
i,j

Eij

ˆ
z
ziz

∗
j z

∗
k zldµ(z) ,

and since
´
zki dµ(zi) = 0 for any k 6= 0, the only non-zero terms in this sum come when either

i= j and k= l or i= k and j= l, or the intersection, i = j = k= l. Thus, to avoid double-
counting, we get the following result:∑

k,l

cklEkl+
∑
i,k

ckkEii−
∑
i

ciiEii

which, since cii = 1, is just

C+(d− 1) Id.

After suitably normalizing, we see that the integral gives 1
d (C+(d− 1)Id). Since zz∗ is always

a rank-one correlation matrix, and 〈z,Cz〉 is always positive, we have written this correlation
matrix as a positive combination of rank-ones; normalizing makes it a convex combination,
proving the result, with p= 1

d .

Remark 29. Wemention here that the above result elucidates the fact that the identity matrix is
in the interior of the set of all correlation matrices that can be written as a convex combination
of rank-1 correlation matrices. This fact was previously pointed out in the article [10] (cf
section 4). Here we have found a newway to realize this fact and ourmethod evidently provides
better estimates of the convex combinations in some cases, based on a cursory comparison to
the estimates of [10].

5.1. Group theory approach

Let G be an Abelian group. We now fix some notation. Since G is Abelian we use additive
notation and hence 0 is the group identity. The group Gd is the Cartesian product of d copies
of G. Reminiscent of the standard basis in linear algebra, if G= Zm or G= Z, then ek denotes
the element in Gd consisting of an d-tuple of elements of G where the kth element is 1 and
all other elements are 0. So for instance, ei – ej is the d-tuple of elements of G where the ith
element is 1, the jth element is −1, and all of other n− 2 elements are 0.

We let Ĝ be the set of all group homomorphisms fromG to T, the unit circle in the complex
plane. The set Ĝ is a group under multiplication and is called the dual group. The Abelian
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groups Zd and Td are duals to one another and any finite Abelian group is self-dual. While
these are well known results in abstract harmonic analysis, it is illustrative to prove one of these
results. Suppose h is a homeomorphism from Zd to T, then h is completely determined by the
d values h(e1), h(e2),..., h(en). The map h→ (h(e1),h(e2), ...,h(en)) is a group isomorphism

between Ẑd and Td proving that Ẑd = Td.
Let µ be anymeasure on an Abelian groupG, then the Fourier transform of µ is the complex

valued function on Ĝ defined as follows: µ̂(χ) =
´
Gχ(g)dµ(g). A complex-valued function

on Ĝ is said to be positive definite if it is the Fourier transform of a measure on G.
We can characterize the convex hulls of rank one correlation matrices in both the real and

the complex cases in terms of positive definite functions. The real version of the result which
we present first is essentially equivalent to [4, proposition 2.1] and [28, theorem 7].

Theorem 30. Let C be an d× d real matrix. Then C is in the convex hull of the real rank one
correlation matrices if and only if there exists a positive definite function f : Zd

2 → R with the
following properties:

1. f(0) = 1
2. f(ei− ej) = cij for 1⩽ i< j ⩽ d

The complex version of this theorem, which we now state, appears to be new.

Theorem 31. Let C be an d× d complex matrix. Then C is in the convex hull of the complex
rank one correlation matrices if and only if there exists a positive definite function f : Zd → C
with the following properties:

1. f(0) = 1
2. f(ei− ej) = cij for 1⩽ i< j ⩽ d.

We can combine these two versions into a common generalization as follows.

Theorem 32. Let C be an d× d complex matrix. Let G be any topologically closed subgroup
of T. Then C is in the convex hull of the rank one correlation matrices with all entries in G if
and only if there exists a positive definite function f : Ĝd → C with the following properties:

1. f(0) = 1
2. f(ei− ej) = cij for 1⩽ i< j ⩽ d

Setting G= Z2 in theorem 32 gives us theorem 30 and setting G= T in theorem 32 gives
us theorem 31. Hence we only need prove theorem 32.

Proof. Let G be any topologically closed subgroup of T. If v is any n-vector all of whose
entries are in G, then let δv denote the probability measure on Gd satisfying δv({v}) = 1. Let
δ̂v be the corresponding positive definite function (i.e. for any χ ∈ Ĝd, δ̂v(χ) =

´
Gχ(g)dδv =

χ(v)). If χ = (c1,c2, . . .,cd) ∈ Ĝd and v= (v1,v2, . . .,vd) ∈ Gd, then χ(v) =
∏d

k=1 v
ck
k . Hence

δ̂v(ei− ej) = viv
−1
j = vivj since |vj|= 1. Therefore for all i, j, δ̂v(ei− ej) is the (i, j)th entry of

the matrix vv∗. Now if C is in the convex hull of the rank one correlation matrices with all
entries inG, there exists {λi}i positive numbers summing to one and {vi}i n-vectors having all
elements in G such that C=

∑
iλiviv

∗
i . It follows from linearity that the Fourier transform of

the probability measure
∑

i λiδvi is the f which satisfies all the hypotheses of the theorem. The
converse follows by reversing the steps of this argument. For the G= T case, we note that the
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set of all probability measures on T is weak-∗ compact by the Banach–Alaoglu theorem and
hence is the closed convex hull of the point measures on T by the Krein–Milman theorem. The
result now follows using a similar argument to the topologically closed subgroup case.

We can use theorem 31 to construct an improvement on theorem 28. We begin with the
following lemma which gives a useful example of a positive definite function on the integers.

Lemma 33. Let c be a complex number of modulus less than or equal to one. Then the function
fc(n) : Z→ C defined as

fc (n) =

{
cn n⩾ 0

c|n| n< 0

is positive definite.

Proof. Note that the Mobius transformation g(z) = 1
1−z maps the closed unit disk of the

complex plane to the half plane {z : Re(z)⩾ 1
2}. It follows from this that when |c|⩽ 1 and

c 6= 1, then f̂c(eiθ) =
∑

k∈Z fc(k)e
ikθ =−1+ 1

1−ceiθ + 1
1−ce−iθ ⩾ 0. Hence fc is positive defin-

ite. The function f 1 is the Fourier transform of the point measure at zero and hence is positive
definite.

This has some important implications for correlation matrices.

Corollary 34. Let v= (v1,v2, ..,vd) ∈ Cd with ‖v‖∞ ⩽ 1 and let M(v) denote the d× d matrix
having the same off-diagonal entries as vv∗ and all diagonal entries equal to one. Then M(v)
is in the convex hull of the complex rank one correlation matrices.

Proof. It follows from the previous lemma that fvk is a positive definite function on Z.
Therefore a simple product measure argument shows us that f(n1,n2, . . .,nd) =

∏d
k=1 fvk(nk)

is a positive definite function f : Zd → C. Then f(0) = 1 and f(ei− ej) = fvi(1)fvj(−1) = vivj.
Our result now follows from theorem 31.

Corollary 35. Let C be a rank r complex correlation matrix. Then 1
rC+ r−1

r I is in the convex
hull of complex rank one correlation matrices.

Proof. We must have vectors {vk}rk=1 such that C=
∑r

k=1 vkv
∗
k ; then all these vectors

must satisfy ‖vk‖∞ ⩽ 1. Since 1
rC+ r−1

r I= 1
r

∑r
k=1M(vk), our result now follows from

corollary 34.

Remark 36. We note that this can be viewed as the complex version of [28, theorem 7] which
gave an identical result for real correlation matrices. It was observed in [28] that [28, theorem
7] is not optimal at least in small dimensions, and it is likely that the same is true for corollary
35. We note that any extreme point of the set of d× d correlation matrices has rank at most

b
√
dc and hence for any d× d complex correlation matrix C, we have that 1

⌊
√
d⌋C+ ⌊

√
d⌋−1

⌊
√
d⌋ I

is in the convex hull of complex rank one correlation matrices. This result is an improvement
on [10, proposition 4.1].
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