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Graph products and measure equivalence: classification,
rigidity, and quantitative aspects

Amandine Escalier and Camille Horbez

January 9, 2024

Abstract

We study graph products of groups from the viewpoint of measured group theory.
We first establish a full measure equivalence classification of graph products

of countably infinite groups over finite simple graphs with no transvection and no
partial conjugation. This finds applications to their classification up to commensu-
rability, and up to isomorphism, and to the study of their automorphism groups. We
also derive structural properties of von Neumann algebras associated to probability
measure-preserving actions of graph products. Variations of the measure equivalence
classification statement are given with fewer assumptions on the defining graphs.

We also provide a quantified version of our measure equivalence classification
theorem, that keeps track of the integrability of associated cocycles. As an applica-
tion, we solve an inverse problem in quantitative orbit equivalence for a large family
of right-angled Artin groups.

We then establish several rigidity theorems. First, in the spirit of work of Monod–
Shalom, we achieve rigidity in orbit equivalence for probability measure-preserving
actions of graph products, upon imposing extra ergodicity assumptions.

Second, we establish a sufficient condition on the defining graph and on the
vertex groups ensuring that a graph product G is rigid in measure equivalence among
torsion-free groups (in the sense that every torsion-free countable group H which
is measure equivalent to G, is in fact isomorphic to G). Using variations over the
Higman groups as the vertex groups, we construct the first example of a group which
is rigid in measure equivalence, but not in quasi-isometry, among torsion-free groups.

1



Contents

1 Introduction 5
1.1 Measure equivalence classification of graph products . . . . . . . . . . . . 6
1.2 Quantitative point of view . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3 Rigidity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4 Structure of the paper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

I Graph products and measured groupoids 18

2 Graph products and their geometry 18
2.1 Normal form for graph products . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 Parabolic subgroups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3 Extension graphs, right-angled buildings and their automorphisms . . . . 23
2.4 Amenable actions on boundaries of trees . . . . . . . . . . . . . . . . . . . 27

3 Measure and orbit equivalence 30
3.1 Background and definitions . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Link with commensurability . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3 Restricting couplings to subgroups . . . . . . . . . . . . . . . . . . . . . . 35

4 Measured groupoids 37
4.1 Measured groupoids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.2 Normalization and amenable groupoids . . . . . . . . . . . . . . . . . . . . 41
4.3 Action-like cocycles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.4 Kida’s blueprint . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

II Measure equivalence classification of graph products 50

5 From vertex recognition to rigidity 53
5.1 The Vertex Recognition Property . . . . . . . . . . . . . . . . . . . . . . . 53
5.2 Factoring the self-coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.3 Proof of the measure equivalence classification theorem . . . . . . . . . . . 56
5.4 Applications: Commensurability and von Neumann algebras . . . . . . . . 59

6 Combinatorial and groupoid-theoretic tools 61
6.1 Combinatorial tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.2 Groupoid-theoretic tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

7 The irreducible case 73
7.1 Overview of the proof . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
7.2 Recognizing maximal products . . . . . . . . . . . . . . . . . . . . . . . . 76
7.3 Recognizing factors in products . . . . . . . . . . . . . . . . . . . . . . . . 79
7.4 Proof of the Vertex Recognition Property . . . . . . . . . . . . . . . . . . 86

2



8 The reducible case and proof of Proposition 5.3 90
8.1 Goal of the section . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
8.2 Proof of the Vertex Recognition Property . . . . . . . . . . . . . . . . . . 90

9 Amenable vertex groups and untransvectable vertices 94
9.1 Main result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
9.2 Detecting clique subgroups . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
9.3 Proof of Proposition 9.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

10 Examples 99

III Quantitative aspects and the inverse problem for RAAGs 102

11 From the factors to the graph product 102

12 From the graph product to the factors 104
12.1 The general statement and applications . . . . . . . . . . . . . . . . . . . 104
12.2 Integrability at the vertex level . . . . . . . . . . . . . . . . . . . . . . . . 106
12.3 Proof of the main theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

13 The inverse problem for right-angled Artin groups 109
13.1 Main theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
13.2 Proof of Theorem 1.13 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

IV Rigidity under ergodicity assumptions 112

14 Rigidity among graph products 112
14.1 Some terminology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
14.2 Rigidity of actions within the class of graph products . . . . . . . . . . . . 113
14.3 An application to von Neumann algebras . . . . . . . . . . . . . . . . . . . 126

15 Superrigidity 127

V Measure equivalence rigidity of some graph products 129

16 An ME-rigidity criterion for graph products 130
16.1 Self-couplings of clique subgroups . . . . . . . . . . . . . . . . . . . . . . . 131
16.2 Factoring the coupling through the right-angled building . . . . . . . . . . 132
16.3 Properties of the H-action on DG . . . . . . . . . . . . . . . . . . . . . . . 134
16.4 Exploiting the structure of simple complex of groups . . . . . . . . . . . . 138

17 An ME-rigid group which is not QI-rigid 139
17.1 Homomorphisms between Higman groups . . . . . . . . . . . . . . . . . . 140
17.2 Measure equivalence rigidity of the graph product G . . . . . . . . . . . . 141
17.3 Flexibility in quasi-isometry . . . . . . . . . . . . . . . . . . . . . . . . . . 142

3



Appendix 143

A On the isomorphism problem for graph products 143
A.1 Proof of Theorem A.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
A.2 Acylindrical hyperbolicity for automorphisms of graph products . . . . . . 155

Index 159

Notations 160

Bibliography 166

4



1 Introduction

Graph products of groups, introduced by Green in [Gre90], form a natural class of groups
that interpolates between direct products and free products. If Γ is a finite simple graph
and pGvqvPV Γ is a family of groups, the graph product over Γ with vertex groups pGvqvPV Γ

is the group

G :“

ˆ

˚
vPV Γ

Gv

˙N

xxrg, hs | g P Gu, h P Gv, pu, vq P EΓyy .

The class of graph products encompasses several particularly important families of groups,
among which right-angled Artin groups (when all vertex groups are isomorphic to Z) and
right-angled Coxeter groups (when all vertex groups are isomorphic to Z{2Z).

Basic questions about graph products remain open. For instance, their classification
up to isomorphism, or up to commensurability, is still open in general. Moving to the
framework of geometric group theory, the problem of their quasi-isometry classification
is also still wide open. In a very different direction, the notion of a graph product
can be defined for other structures than groups, e.g. von Neumann algebras [CF17]; and
from this viewpoint the W ˚-classification of graph products and their measure-preserving
actions is also an important open question that has recently attracted a lot of attention
[CKE21, CDD22, CDD23].

In the present work, we adopt the point of view of measured group theory, and obtain
classification and rigidity theorems for graph products in measure equivalence. Interest-
ingly, using this viewpoint, we are able to also obtain several consequences and draw
connections with the algebraic, geometric and functional analytic approaches mentioned
in the above paragraph.

Besides being a particularly natural class of groups, and an important object of
study on their own, graph products will also enable us to exhibit new phenomena in
measured group theory, like examples of groups that are superrigid in measure equivalence
(among torsion-free groups) but not in quasi-isometry (Part V). They will also be a good
framework to develop the theory of quantitative measure equivalence (in the sense of
[DKLMT22]) beyond the world of amenable groups (Part III).

Measure equivalence. Introduced by Gromov in [Gro93], measure equivalence is a
measurable counterpart to the notion of quasi-isometry between finitely generated groups.
Two countable groups G and H are measure equivalent if there exists a standard measure
space pΩ,mq equipped with commuting, free, measure-preserving actions of G and H

by Borel automorphisms, having finite measure Borel fundamental domains XG, XH

respectively. The space pΩ,mq is called a measure equivalence coupling between G and H.
As an important example, any two lattices in the same locally compact second countable
group G are measure equivalent, by letting pΩ,mq “ pG,Haarq, equipped with the
actions of the two lattices by left/right multiplication.

Measure equivalence is intimately connected to the ergodic-theoretic notion of orbit
equivalence, which finds its roots in the work of Dye [Dye59, Dye63]. Two countable
groups G and H are orbit equivalent if there exist free probability measure-preserving
actions G ñ X and H ñ Y on standard probability spaces, and a measure space

5



isomorphism f : X Ñ Y sending orbits to orbits, i.e. such that for almost every x P X,
one has fpG ¨ xq “ H ¨ fpxq. It turns out that orbit equivalence is a stronger notion
than measure equivalence: two groups are orbit equivalent precisely when one can find
a measure equivalence coupling pΩ,mq as above, with XG “ XH (see e.g. PME5 in
[Gab05]).

The classification of countable groups up to measure equivalence is fundamentally
different in the amenable and in the non-amenable case. A celebrated theorem of Orn-
stein and Weiss [OW80], building on the aforementioned work of Dye, asserts that all
countably infinite amenable groups are orbit equivalent. At the other extreme, certain
non-amenable groups satisfy a very strong form of rigidity. Furman proved in [Fur99a]
that every countable group which is measure equivalent to a lattice in a higher-rank
simple Lie group G with trivial center, is virtually isomorphic to a lattice in G. Some
(non-amenable) groups G are even more rigid, in that every countable group H which
is measure equivalent to G, must be virtually isomorphic to G: this is the case of most
mapping class groups of finite-type surfaces (Kida [Kid10]), or of OutpFN q for N ě 3

(Guirardel-Horbez [GH21b]).

1.1 Measure equivalence classification of graph products

We now present our first main theorem (Theorem 1.2 below, proved in Part II), giving
a full measure equivalence classification of graph products with countably infinite vertex
groups defined over transvection-free graphs with no partial conjugation. Let us mention
that Monod-Shalom [MS06] previously obtained measure equivalence classification results
for a wide class of direct products. In the opposite direction, Alvarez-Gaboriau [AG12]
classified a large family of free products. As a motivating example for our work, we first
review the case of right-angled Artin groups treated in [HH22a].

1.1.1 The case of right-angled Artin groups: review

In [HH22a], Huang and the second-named author proved the following measure equiva-
lence classification theorem for right-angled Artin groups, which turns out to match the
quasi-isometry classification for the groups under consideration [Hua17, Theorem 1.1].

Theorem 1.1 ([HH22a, Theorem 1]). Let A1 and A2 be two right-angled Artin groups
such that OutpAiq is finite for every i P t1, 2u. Then A1 and A2 are measure equivalent
if and only if they are isomorphic.

The condition on the finiteness of the outer automorphism groups is important, and
can be read off from the defining graphs as follows. Recall that if Γ is a finite simple
graph, and v P V Γ, then

• the link of v is the subgraph lkpvq of Γ induced by all vertices adjacent to v;
• the star of v is the subgraph starpvq of Γ induced by v itself and its neighbors.

A theorem of Laurence [Lau95], confirming a conjecture of Servatius [Ser89], ensures that
if AΓ is the right-angled Artin group over Γ, then |OutpAΓq| ă `8 if and only if

• Γ is transvection-free, that is, for any two distinct vertices v, w P V Γ, one has
lkpvq Ę starpwq, and
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• Γ has no partial conjugation, that is, for every vertex v P V Γ, the subgraph induced
by V ΓzV starpvq is connected.

1.1.2 Main theorem and discussion on the hypotheses

Our first main theorem is proved in Part II. Its statement vastly generalizes Theorem 1.1
to all graph products of countably infinite groups, and its proof relies on different tools
(see the discussion at the beginning of Part II).

Theorem 1.2. Let ΓG,ΓH be two finite simple graphs, not reduced to one vertex, with
no transvection and no partial conjugation. Let G,H be graph products of countably
infinite groups over ΓG,ΓH , respectively. Then the following assertions are equivalent.

1. The groups G and H are measure equivalent.
2. The groups G and H are orbit equivalent.
3. There exists a graph isomorphism σ : ΓG Ñ ΓH such that for every v P V ΓG, the

groups Gv and Hσpvq are orbit equivalent.

The implication 2 ñ 1 is obvious, and 3 ñ 2 was proved in [HH22a, Proposition 4.2]
by adapting an argument of Gaboriau [Gab05] from free products to graph products.
Our contribution in the present paper is the (hardest) implication 1 ñ 3.

Examples illustrating the above theorem (and some variations obtained in Part II)
are provided in Section 10.

Necessity of all assumptions. The assumptions in Theorem 1.2 are necessary.
First, the theorem does not hold in general if the vertex groups are finite. For

instance, for n ě 5, the right-angled Coxeter group Wn with defining graph an n-gon
acts properly and cocompactly on the real hyperbolic plane H2

R, as the group generated
by the reflections over a right-angled hyperbolic n-gon. Therefore all groups Wn are
cocompact Fuchsian, so they are all measure equivalent (in fact commensurable). The
classification of right-angled Coxeter groups up to measure equivalence is a widely open
problem. We refer to the survey [Dan20, Sections 5 and 6] and the references therein
for an overview of the current knowledge regarding their commensurability and quasi-
isometry classification.

Assuming that both ΓG and ΓH have no partial conjugation is also necessary, even in
the case of right-angled Artin groups. Indeed, every non-cyclic right-angled Artin group
G with |OutpGq| ă `8 has proper finite-index subgroups that are themselves right-
angled Artin groups, defined over graphs which are transvection-free but have partial
conjugations. An example is given by the two leftmost graphs in Figure 9, page 57, with
all vertex groups isomorphic to Z. More generally, we refer to [Hua17, Theorem 1.5 and
Section 6] for a full description of all finite-index right-angled Artin subgroups of G.

Furthermore, assuming that ΓG,ΓH have no transvection is also necessary. For in-
stance, when ΓG “ ΓH “: Γ is either a complete graph or a square, the same group G

can be defined as a graph product over Γ in two different ways, and therefore the third
conclusion of the theorem cannot hold in general. One can obtain counterexamples by
considering a graph product over a square with appropriate vertex groups A,B,C ˚D,E

(in cyclic order), which is isomorphic to the graph product over a square with vertex
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groups A ˚ C,B,D,E. On the other hand, we mention that it is not possible to de-
compose the same group G in two different ways over a finite simple simple graph (not
reduced to a point) with no transvection and no partial conjugation (see Corollary A.2,
page 143).

Remark 1.3 (New instances of the measure equivalence classification of RAAGs). Even
among right-angled Artin groups, our main theorem yields new classification results that
were not covered by [HH22a], and were not accessible to our knowledge by previously
available techniques. For example, let Γ be a pentagon and let G and H be the graph
products over Γ with respective vertex groups pF2qvPV Γ and pF3qvPV Γ. By our main result
G and H are not measure equivalent, because the vertex groups F2 and F3 are not orbit
equivalent [Gab00]. But this was not possible to tell using hitherto known techniques.
For instance G and H both have cost 1 because they have chain-commuting generating
sets, see [Gab00, Critères VI.24(1)]. They have proportional ℓ2-Betti numbers: these all
vanish except in dimension 2, as follows from the work of Davis and Leary which relates
the ℓ2-Betti numbers of a right-angled Artin group, to the classical homology of the
flag completion of its defining graph [DL03, Corollary 2]. And they have infinite outer
automorphism groups (which contain transvections), so [HH22a] does not apply – one
could also prove that they have isomorphic extension graphs in the sense of Kim-Koberda
[KK13], so the situation is very different from [HH22a]. We finally remark that G and
H are quasi-isometric (see also our next remark on this point).

Sticking to the problem of the measure equivalence classification of right-angled Artin
groups, we also refer to Section 9, where we establish the untransvectable extension graph
as a new invariant, thereby improving the results from [HH22a].

Remark 1.4 (Measure equivalence versus quasi-isometry). No analogue of Theorem 1.2
for quasi-isometry is known. An easy observation (see e.g. Lemma 17.2, page 142) shows
that if G and H are graph products over the same finite simple graph Γ, and if the
vertex groups Gv and Hv are bi-Lipschitz equivalent for every v P V Γ (i.e. there exists a
bi-Lipschitz bijection from Gv to Hv), then G and H are bi-Lipschitz equivalent. But no
converse of this statement is known, except in some specific situations, see e.g. [HKS23,
Corollary A.3] and the conjecture [HKS23, Remark A.4].

Notice that, in contrast to the situation from Theorem 1.1, the measure equivalence
and quasi-isometric classifications do not match for graph products in general. This is
because the difference between quasi-isometry and bi-Lipschitz equivalence is significantly
looser than the difference between measure equivalence and orbit equivalence. Indeed,
a theorem of Whyte [Why99, Theorem 2] ensures that two non-amenable groups which
are quasi-isometric are in fact bi-Lipschitz equivalent. On the other hand, measure
equivalent groups need not be orbit equivalent: for example, a group G with a positive
ℓ2-Betti number is never orbit equivalent to any proper finite-index subgroup [Gab02].
As a consequence, if G is a graph product of non-amenable groups, then changing one
vertex group Gv to Gv ˆ Z{2Z yields a group which is always quasi-isometric to G, but
not measure equivalent to G in general.

See also Theorem 1.16 for an example of a group which is rigid in measure equivalence
but not in quasi-isometry among torsion-free groups.
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Remark 1.5 (Fundamental groups and von Neumann algebras). When proving Theo-
rem 1.2, we actually show (see Proposition 5.9, page 56) that all measure equivalence
couplings between G and H are actually orbit equivalence couplings, i.e. there is a com-
mon Borel fundamental domain for G and H.

A consequence is the following. Given a group G as in Theorem 1.2, and a free,
ergodic, measure-preserving G-action on a standard probability space X, the orbit equiv-
alence relation R of the action has trivial fundamental group, i.e. it is not isomorphic to
R|U for any positive measure Borel subset U Ď X.

Now, to every action G ñ X as above, one can associate a von Neumann alge-
bra (a II1 factor), via Murray and von Neumann’s group measure space construction
[MvN36]. By combining the above with a Cartan rigidity theorem established for graph
products by Chifan and Kunnawalkam Elayavalli [CKE21] in the framework of Popa’s de-
formation/rigidity theory, we also deduce that the von Neumann algebra LpG ñ Xq has
trivial fundamental group. This is proved in Section 5.4.2, page 60. See also Section 14.3,
page 126, for another application of our work to a W ˚-rigidity theorem.

Finally, let us mention that we also obtain variations of Theorem 1.2, for instance
Corollary 5.7, page 55. We refer to Section 10 for examples of applications.

1.1.3 On the commensurability classification

Recall that two groups G and H are commensurable if they share isomorphic finite-index
subgroups. Following [JS01], we say that they are strongly commensurable if there exist
isomorphic finite-index subgroups G0 Ď G and H0 Ď H such that rG : G0s “ rH : H0s.
Januszkiewicz and Świa̧tkowski proved in [JS01, Theorem 1] that if G,H are two graph
products over finite simple graphs ΓG and ΓH respectively, and if there exists a graph
isomorphism σ : ΓG Ñ ΓH such that for every v P V ΓG, the vertex groups Gv and Hσpvq

are strongly commensurable, then G and H are (strongly) commensurable. In [JS01,
Section 5], they discuss the necessity of strong commensurability of the vertex groups (as
opposed to mere commensurability) in various examples.

It turns out that commensurability (resp. strong commensurability) is exactly the
property of having a measure equivalence coupling (resp. orbit equivalence coupling) on
a countable set Ω, see Lemma 3.2, page 33. By specifying Theorem 1.2 to the setting
of discrete couplings, we attain the following theorem which provides a converse to the
work of Januszkiewicz and Świa̧tkowski when the defining graphs have no transvection
and no partial conjugation.

Theorem 1.6. Let ΓG,ΓH be two finite simple graphs, not reduced to a point, with
no transvection and no partial conjugation. Let G,H be graph products of countably
infinite groups over ΓG,ΓH , respectively. Then the following assertions are equivalent.

1. The groups G and H are commensurable.
2. The groups G and H are strongly commensurable.
3. There exists a graph isomorphism σ : ΓG Ñ ΓH such that for every v P V ΓG, the

groups Gv and Hσpvq are strongly commensurable.

Remark 1.7 (On the classification of graph products up to isomorphism). The same
theorem is also true if “commensurable” and “strongly commensurable” are replaced by
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“isomorphic”. In this case one can altogether remove the assumption that the vertex
groups are countably infinite. See Corollaries A.2 and A.26, pages 143 and 155. This
classification theorem up to isomorphism was essentially proved by Genevois [Gen18,
Theorem 8.2], with the extra assumption that vertex groups do not further split as graph
products. Our approach, which was inspired from the setting of measure equivalence, is
different, and enables us to remove this assumption.

1.1.4 A word on proof techniques

A complete outline of the proof is available in the introduction of Part II, whose reading
can be completed with the introduction of Section 7. We therefore refer the reader to
these sections, and here we only describe our main tools.

A measure equivalence coupling Ω between G and H yields two actions G ñ HzΩ

and H ñ GzΩ, whose orbits coincide on a common positive measure subset U of the two
spaces [Fur99b]. This can be reformulated in the language of measured groupoids (see
Section 4), by saying that we have a measured groupoid G over U , equipped with two
cocycles ρG : G Ñ G and ρH : G Ñ H. Our proof strategy can be decomposed in several
steps.

• We first show that subgroupoids of the form ρ´1
G pGvq for some v P V ΓG, are also

of the form ρ´1
H phHwh

´1q for some w P V ΓH and h P H, up to a countable Borel
partition of U .

• Following a strategy of Kida [Kid10] (reviewed in Section 4.4, page 44), we use the
above to find a Borel pGˆHq-equivariant map Ω Ñ IsompΓe

G,Γ
e
Hq, where Γe

G,Γ
e
H

are the extension graphs of G,H in the sense of Kim-Koberda [KK13] – they play
for us the same role as the curve graph in Kida’s proof of the measure equivalence
rigidity of surface mapping class groups.

• Another combinatorial object associated to a graph product G is its right-angled
building DG, introduced by Davis [Dav98]. In fact, by comparison of the automor-
phism groups of Γe

G and DG, the above yields a pGˆHq-equivariant Borel map from
Ω to IsompDG,DHq. Using that G and H have a common fundamental domain on
DG « DH , and therefore on IsompDG,DHq, we deduce by pulling back a common
fundamental domain on Ω. Therefore G and H are orbit equivalent. And we also
use the right-angled building to show that Ω induces an orbit equivalence coupling
at the level of the vertex groups.

Remark 1.8. The first step is the translation to measured groupoids of the following
group-theoretic statement: every isomorphism f : G Ñ H sends vertex groups to conju-
gates of vertex groups. Its proof requires new combinatorial arguments, which we believe
to be of independent interest for the study of graph products. We have written a proof
of the above group-theoretic statement, with assumptions that are slightly more general
than those from Theorem 1.2, in the appendix of the paper (see Theorem A.1, page 143).
This is used to obtain some new results on graph products: this is the key for the isomor-
phism classification as in Remark 1.7, and also allows us to slightly improve a theorem of
Genevois regarding the acylindrical hyperbolicity of their automorphism groups [Gen18].
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1.2 Quantitative point of view

As previously mentioned, some classes of groups turn out to be very rigid from the
measure equivalence point of view while amenable groups or lattices in SL2pRq, on the
other hand, are quite flexible: the class of groups that are measure equivalent to one of
these groups is actually very large.

This motivates the study of refinements of measure (or orbit) equivalence, that are
more sensitive to the geometry of the groups inside these flexible classes. To that end,
an integrable version of these notions has been defined and allowed Bader, Furman and
Sauer [BFS13] to obtain rigidity phenomena for lattices in SOpn, 1q when n ě 2.

This refined version has recently been generalized by Delabie, Koivisto, Le Maître and
Tessera [DKLMT22] to what they called quantitative measure (and orbit) equivalence
(see Definition 1.9 below). In particular, geometric notions such as the growth (see
Bowen’s appendix to Austin’s article [Aus16], see also [DKLMT22, Theorem 3.1]) or the
isoperimetric profile [DKLMT22, Theorem 1.1] are captured by this quantitative version
of measure equivalence, and can thus be used to distinguish amenable groups.

But quantitative measure equivalence has not been extensively studied beyond the
amenable world (where growth or isoperimetric profiles no longer provide meaningful
invariants), apart from some strong rigidity theorems in integrable measure equivalence
for some specific families of groups [BFS13, Bow17, HH23].

In Part III of the present work, we extend our main classification theorem for graph
products to the quantitative framework (Theorems 1.10 and 1.11), thereby providing the
first systematic study of quantitative measure equivalence in a non-amenable setting. As
an application, we answer the inverse problem of the quantification for a very large family
of right-angled Artin groups (Theorem 1.13). But let us first recall some notations and
terminology introduced in [DKLMT22].

1.2.1 Quantification of couplings

Let G and H be two measure equivalent groups over some measured space pΩ,mq with
respective fundamental domains XG and XH . In this framework one can define two
measure equivalence cocycles denoted c : GˆXH Ñ H and c1 : H ˆXG Ñ G by letting
cpg, xq be the unique element of H that brings g ˚x back to the fundamental domain XH

(see Figure 1) and c1 is defined analogously by reverting the roles of G and H. In this
section we will need to keep track of the fundamental domains XG and XH , therefore we
will denote by pΩ,m,XG, XHq a measure equivalence coupling from G to H.

If SG denotes a finite generating set of G, we denote by |g|SG
the word length of g

with respect to SG.

Definition 1.9. Let G “ xSGy and H “ xSHy be two finitely generated groups. Given
a measure equivalence coupling pΩ,m,XG, XHq and two non-decreasing functions φ and
ψ, one says that the coupling is pφ,ψq-integrable (from G to H) if for all g P G and all
h P H we have

ż

XH

φp|cpg, xq|SH
qdmpxq ă `8 and

ż

XG

ψp|c1ph, xq|SG
qdmpxq ă `8.
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H

XH

x

g · x

g ∗ x

c(g, x)

g

g ∗ x Elements of XH Other elements of the corresponding orbit

Figure 1: Definition of cpg, xq

We will say that the coupling is pφ,L0q-integrable when there are no conditions on
the integrability of the cocycle c1.

In the particular case where XG “ XH “: X, the coupling pΩ,m,X,Xq will be called
a pφ,ψq-orbit equivalence coupling.

1.2.2 Main quantification results for graph products

We first show in Section 11 that the integrability between vertex groups passes to the
graph products. The following theorem gives a quantitative version of the implication
“3 ñ 2” of Theorem 1.2, valid with no condition on the defining graph.

Theorem 1.10. Let G and H be two graph products over a finite simple graph Γ, with
finitely generated vertex groups pGvqvPV Γ and pHvqvPV Γ, respectively.

Let φ,ψ : r1,`8rÑ r1,`8r be two non-decreasing functions. Assume that for every
v P V Γ, there exists a pφ,ψq-integrable orbit equivalence coupling from Gv to Hv.

Then there exists a pφ,ψq-integrable orbit equivalence coupling from G to H.

In fact the coupling was already constructed in [HH22a], using an argument of Ga-
boriau [Gab05], and here we only need to check its integrability.

Remark that by Theorem 1.2, orbit equivalence can not be replaced by measure
equivalence in the above theorem. For a basic example, consider G :“ t1u ˚ Z{2Z and
H “ Z{2Z ˚ Z{2Z. Even though t1u and Z{2Z are measure equivalent, the two graph
products G and H are not: G is finite and H infinite amenable (see e.g. PME1 and
PME10 in [Gab05]).

Our main theorem in Part III is a converse to Theorem 1.10, which provides a quan-
titative version of the implication “1 ñ 3” in Theorem 1.2.

Theorem 1.11 (see Theorem 12.1, page 104). Let G,H be graph products with infinite
finitely generated vertex groups over finite simple graphs ΓG,ΓH with no transvection and
no partial conjugation. Let φ,ψ : r1,`8rÑ r1,`8r be two non-decreasing functions.

12



If there exists a pφ,ψq-integrable measure equivalence coupling from G to H, then
there exists a graph isomorphism σ : ΓG Ñ ΓH , such that for every v P V ΓG, there exists
a pφ,ψq-integrable measure equivalence coupling from Gv to Hσpvq.

We refer to Theorem 12.1 for an even more general statement, with variations on the
assumptions made on the defining graphs ΓG,ΓH .

Notice that Theorem 1.2 already gives us a measure equivalence coupling from Gv

to Hσpvq. We crucially use the convexity of the vertex groups inside the graph product
(exploited in the form of Green’s normal form theorem for graph products [Gre90]) to
obtain the desired integrability.

Remark 1.12 (Discussion on the asymmetry orbit/measure equivalence). We do not
know whether, as could be suggested by Theorem 1.2, the conclusion of Theorem 1.11
can be improved to a pφ,ψq-integrable orbit equivalence coupling from Gv to Hσpvq. The
difficulty is that having a pφ,ψq-integrable measure equivalence coupling pΩ,m,XG, XHq,
and knowing that there also exists a common fundamental domain Y for the actions of G
and H, is not enough to deduce that pΩ,m, Y, Y q is pφ,ψq-integrable. Whence the slight
asymmetry in our statements of Theorems 1.10 and 1.11, one with orbit equivalence, and
the second with measure equivalence.

1.2.3 An application to the inverse problem for quantifications

In Section 13 we construct couplings with right-angled Artin groups with prescribed
integrability. Formally, we will say that a pΦ, L0q-integrable coupling from G to H is
optimal if any pφ,L0q-integrable coupling from G to H verifies φ ď Φ (that is to say if
φpxq “ OpΦpCxqq for some C ą 0, as x goes to `8). In Section 13 we investigate the
following question — also called “the inverse problem”: given a group H and an increasing
function φ, can one find a group G and a pφ,L0q-integrable coupling from G to H such
that the integrability is optimal?

The construction of prescribed couplings with optimal (or close to be) integrability
has been solved by the first named author in [Esc22] for various classes of amenable
groups (including Z or the usual lamplighter group). We offer here an extension of these
results for the same class of functions as in the latter reference but outside of the amenable
framework. This is done by constructing couplings with prescribed integrability with a
right-angled Artin group H. To do so we rely on Theorem 1.10 to obtain a coupling from
a graph product G with amenable vertex groups, to H, with the wanted integrability.
Finally, relying on the geometry of the vertex groups, we prove that these couplings are
optimal (up to some logarithmic error). This is formalized in Theorem 1.13 below.

A vertex v P V Γ is untransvectable if there does not exist any w P V Γztvu such that
lkpvq Ď starpwq.

Theorem 1.13. Let H be a right-angled Artin group over a finite simple graph Γ, and
assume that Γ contains an untransvectable vertex. Let ρ : r1,`8q Ñ r1,`8q be a
non-decreasing map such that x ÞÑ x{ρpxq is non-decreasing.

Then there exist a group G and an orbit equivalence coupling that is pφε, exp ˝ρq-
integrable from G to H for all ε ą 0, where φεpxq :“ ρ ˝ logpxq{plog ˝ρ ˝ logpxqq

1`ε.
Moreover, this coupling is optimal up to a log factor in the following sense: if there

exists a pφ,L0q-integrable measure equivalence coupling from G to H, then φ ď ρ ˝ log.

13



Theorem 1.13 applies, for instance, to every right-angled Artin group with finite outer
automorphism group (see the above Section 1.1.1). But Theorem 1.13 also applies, for
instance, to all right-angled Artin groups whose defining graph is a tree of diameter at
least 3, a class which is not covered by the results in [HH22a].

1.3 Rigidity

All the results presented so far are classification theorems within the class of graph
products. We will now consider measure equivalence couplings between a graph product
G and an arbitrary countable group H, and aim for rigidity theorems, i.e. give conditions
ensuring that H has to be virtually isomorphic to G. There are two ways in which rigidity
can be achieved, which occupy Part IV and Part V of the present work, respectively.

• In Part IV, we impose extra ergodicity conditions on the coupling between G and
H. This is in the spirit of the work of Monod–Shalom on rigidity for irreducible
actions of direct products [MS06], and [HHI23] for right-angled Artin groups – in
fact we do follow the strategy of [HHI23] very closely.

• In Part V, we impose some strong form of measure equivalence rigidity for the
vertex groups (but no extra conditions on the coupling), and use graph products
to obtain examples of groups that are superrigid in measure equivalence, but not
in quasi-isometry.

1.3.1 Orbit equivalence rigidity under ergodicity assumptions

In Part IV, we consider probability measure-preserving actions of graph products that
satisfy extra ergodicity conditions, and obtain strong rigidity results. Here we will state
a simple version of our theorems where we assume all actions to be mixing. In Part IV,
we investigate various sets of ergodicity assumptions that ensure rigidity. We refer in
particular to Theorem 14.2, page 114 and Theorem 15.1, page 127 for the full statements.

Recall that a free, measure-preserving action of a countable group G on a standard
probability space pX,µq is mixing if for any Borel subsets U, V Ď X, and any sequence
pgnqnPN P GN consisting of pairwise distinct elements, one has

lim
nÑ`8

µpgn ¨ U X V q “ µpUqµpV q.

Recall also that two probability measure-preserving actions G ñ X and H ñ Y are
conjugate if there exists a group isomorphism α : G Ñ H such that for all g P G and a.e.
x P X one has fpg ¨ xq “ αpgq ¨ fpxq.

Theorem 1.14. Let G,H be two torsion-free countable groups. Let G ñ X and H ñ Y

be two mixing measure-preserving actions on standard probability spaces. Assume that
G splits as a graph product over a connected finite simple graph Γ, with no vertex joined
to every other vertex.

If the two actions G ñ X and H ñ Y are orbit equivalent, then they are conjugate.

Part IV is organized as follows.
• In Section 14.2, we consider the case where both G and H are graph products, over

connected graphs with no vertex joined to every other vertex. We prove rigidity
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results that are internal to the class of graph products, under softer ergodicity
conditions. For instance, assuming that the actions G ñ X and H ñ Y are both
vertexwise ergodic (i.e. every vertex group acts ergodically), and that G and H

have the unique root property (if gk1 “ gk2 with k ą 0, then g1 “ g2), we prove that
(stably) orbit equivalent actions G ñ X and H ñ Y are automatically conjugate.
Several variations over this statement are given.

• In Section 15, we consider the superrigidity problem, where the groupH is arbitrary.
As in the work of Monod–Shalom, a mild mixing condition on the action H ñ Y

enables to transfer the rigidity within the class of graph products, to a superrigidity
theorem, through composition of couplings.

Remark 1.15. As in Remark 1.5, combining the above theorem with theorems regarding
the uniqueness of the Cartan subalgebra also yields W ˚-rigidity theorems for actions of
graph products satisfying extra ergodicity conditions. See Section 14.3.

Comparison with previously known results.
• In [MS06], Monod and Shalom proved rigidity theorems for actions of products of

groups having some negative curvature property (class Creg – see Example 16.2,
page 130 for the definition), assuming that each factor acts ergodically. Our proof
deeply relies on their work, using the fact that graph products contain many prod-
uct subgroups. Interestingly, we do not need to assume that the vertex groups
belong to the class Creg in our theorems: the graph product structure alone is
enough to ensure the rigidity.

• In [HHI23], Huang, Ioana and the second-named author proved the above theorem
(and the variations presented in Part IV) in the case of right-angled Artin groups.
We follow their strategy very closely, and crucially use our work from Part II to
replace several arguments from [HHI23].

• Finally, for Bernoulli actions, a particular case of malleable actions (see [Pop07,
Definition 4.3]), very strong rigidity theorems were proved by Popa in the framework
of his deformation/rigidity theory [Pop07, Pop08]. His theorems cover the Bernoulli
actions of numerous graph products, and in fact many more classes (including, in
a different direction, all Bernoulli actions of Property (T) groups).

1.3.2 Measure equivalence rigidity for graph products

The final chapter of this work (Part V) addresses the question of the rigidity of graph
products whose vertex groups are rigid in measure equivalence. We say that a countable
group G is rigid in measure equivalence if every countable group H which is measure
equivalent to G, is virtually isomorphic to G. Our main results are the following.

• In Section 16, we give a sufficient criterion to ensure that a graph product G is rigid
in measure equivalence. This criterion requires to know that every vertex group Gv

is rigid in a very strong sense, that is, every self measure equivalence coupling of
Gv factors through the tautological one (by left-right multiplication on Gv itself, or
at least on a finite index extension of Gv). We also need extra assumptions on the
vertex groups, including having some control on possible homomorphisms between
them. See Theorem 16.1, page 130.
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• In Section 17, using the above criterion with Higman groups as vertex groups,
we construct a graph product which, to our knowledge, is the first example of a
group which is rigid (among torsion-free groups) in measure equivalence, but not
in quasi-isometry.

As mentioned, our example involves families of Higman groups [Hig51], whose rigidity
in measure equivalence was proven by Huang and the second-named author [HH22b].
Given k ě 4, let

Higk “ xa1, . . . , ak | aiai`1a
´1
i “ a2i`1 @i pmod kqy.

We attain the following theorem.

Theorem 1.16. Let Γ be a finite simple graph with no transvection and no partial
conjugation, such that AutpΓq “ t1u. Let pkvqvPV Γ be a family of integers, and for every
v P V Γ, let Gv “ Higσv

. Assume that for every v ‰ w, the integer kv does not divide
kw. Let G be the graph product over Γ with vertex groups pGvqvPV Γ. Then

1. Every torsion-free countable group H which is measure equivalent to G, is isomor-
phic to G.

2. There exists an infinite family of finitely generated torsion-free groups that are all
quasi-isometric to G, and pairwise not commensurable.

To build a group that is quasi-isometric to G but not commensurable, one only needs
to replace one vertex groups Gv by Gv ˆ Z{nZ. See Remark 1.4. We now say a word
about our proof of the measure equivalence rigidity of G, a more detailed outline is given
at the beginning of Section 16.

A word on the proof. Using the work from Part II, we know that for every self
measure equivalence coupling Ω of G, there is a pG ˆ Gq-equivariant measurable map
Ω Ñ AutpDGq, where DG is the right-angled building of the graph product. We use a
standard technique that dates back to the work of Furman [Fur99a], to transfer rigidity
from self-couplings to arbitrary couplings. We deduce a homomorphism H Ñ AutpDGq,
i.e. an action of H on DG. And we prove that the cell stabilizers for the H-action on DG

are measure equivalent to their respective G-stabilizers. Using the measure equivalence
rigidity of the Higman groups, in fact G and H act on DG with isomorphic cell stabilizers.

The crucial point is to use a volume (coupling index) argument to show that G and
H act on DG with a common strict fundamental domain Y . For this, it is crucial to know
that Higσ has no proper finite-index subgroup [Hig51].

The existence of a strict fundamental domain for the H-action ensures that H has the
structure of simple complex of groups over Y , in the sense of Bridson–Haefliger [BH99,
Chapter II.12]. The inclusion homomorphisms are inclusions between direct products of
Higman groups, and these are very constrained: they must be factor inclusions. Conse-
quently, the complex of group structure of H is nothing but a graph product structure,
in other words H is isomorphic to G.
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1.4 Structure of the paper

The present article is decomposed in five parts and one appendix. The first part con-
tains the necessary material about graph products, measure and orbit equivalence, and
measured groupoids and – depending on the reader’s background – can be skipped on
first reading.

Part II revolves around our measure equivalence classification of graph products,
namely the proof of Theorem 1.2. In particular we develop in Section 7 most of the
groupoid theoretic machinery needed to prove the latter result. Let us mention that
a translation of this argument in the language of groups can be found in Appendix A,
where it is used to show the isomorphic classification theorem analogous to Theorem 1.2.
Part II is also where we prove our corollaries about commensurability (Theorem 1.6) and
fundamental groups of equivalence relations and von Neumann algebras (Corollary 5.15,
page 61). Both of the latter proofs can be found in Section 5.4, page 59. The last section
of the part is devoted to examples (Section 10, page 99).

In Part III we study the quantitative version of this measure equivalence classification
and prove Theorems 1.10, 1.11 and 1.13.

The last two parts deal with rigidity behaviours. In Part IV we impose some ergodicity
assumptions on the actions and obtain some rigidity statements that are in the same spirit
as Monod-Shalom rigidity theorem for direct products (Theorem 1.14). Part V focuses
on exhibiting an example of a group that is superrigid for measure equivalence but not
for quasi-isometry (Theorem 1.16).

Finally, in Appendix A we obtain an isomorphic classification theorem (Corollary A.2,
page 143) of graph products. We use it to slightly improve a theorem of Genevois and
show the acylindrical hyperbolicity of AutpGq whenever G does not split as a direct
product, and is not an infinite dihedral group (Theorem A.27, page 156). For the reader
less familiar with the language of groupoids, the proof of Corollary A.2 can also serve as
a guide through the proofs of Section 7.
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Part I

Graph products and measured groupoids
This first part contains background and preliminary facts regarding graph products and
their geometry (Section 2), measure and orbit equivalence and its quantitative versions
(Section 3), and measured groupoids and their use in measure equivalence classification
problems (Section 4).

2 Graph products and their geometry

In the following Γ will always denote a finite simple graph (namely a graph with no loop
edge and no multiple edges between two vertices) and pGvqvPV Γ a family of non-trivial
vertex groups. We let G be the graph product over Γ with vertex groups pGvqvPV Γ. An
induced subgraph Λ Ď Γ is a subgraph such that two vertices of Λ are joined by an edge
in Λ if and only if they are joined by an edge in Γ. Recall that the link of a vertex
v P V Γ is the induced subgraph with vertex set all vertices adjacent to v. We denote it
lkpvq. The star of v P V Γ is the subgraph of Γ induced by v itself and its neighbors and
is denoted by starpvq.

Recall that a finite simple graph Γ is transvection-free if there do not exist two distinct
vertices v, w P V Γ such that lkpvq Ď starpwq. We say that Γ has no partial conjugation if
there does not exist any vertex v P V Γ such that starpvq disconnects Γ. This terminology
comes from the setting of right-angled Artin groups, where these conditions prevent
having transvections and partial conjugations in OutpGΓq – and in fact any finite simple
graph Γ which is transvection-free and has no partial conjugation determines a right-
angled Artin group GΓ with |OutpGΓq| ă `8 by [Lau95, Ser89].

A finite simple graph Γ is called reducible if it splits as a join of (at least) two non-
empty subgraphs. We will call irreducible a graph which is not reducible.

Remark 2.1. Let Γ be a finite simple graph, not reduced to one vertex, and let Γ “

Γ1 ˝ ¨ ¨ ¨ ˝ Γk be its join decomposition into irreducible subgraphs (well-defined up to
permutation of the factors). If Γ is transvection-free, then no Γi is reduced to one vertex,
and every Γi is transvection-free. And if Γ has no partial conjugation, then for every
i P t1, . . . , ku, the graph Γi has no partial conjugation.

2.1 Normal form for graph products

This section reviews work of Green [Gre90]. Given g P G, a word representing g is a
tuple w “ pg1, . . . , gkq, where every gi is an element of some vertex group, such that
g “ g1 . . . gk. Following [Gre90, Definition 3.5], we say that a word w is reduced if, letting
vi P V Γ be such that gi P Gvi , the following two conditions hold:

• for every i P t1, . . . , ku, one has gi ‰ 1;
• for every i ă j, if vi “ vj , then there exists i ă k ă j such that vk is neither equal

nor adjacent to vi.
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The second condition implies in particular that vi`1 ‰ vi for every i P t1, . . . , ku. Notice
that a subword of a reduced word is again reduced, and that if pg1, . . . , gnq is reduced,
so is pg´1

n , . . . , g´1
1 q.

By Green’s normal form theorem [Gre90, Theorem 3.9], every element of G is rep-
resented by a reduced word. In addition, two reduced words w “ pg1, . . . , gkq and
w1 “ pg1

1, . . . , g
1
ℓq represent the same element if and only if k “ ℓ, and w and w1 are

obtained from one another by successive applications of the following operation: if gi
and gi`1 belong to adjacent vertex groups, swap them. More generally, in her proof,
Green also showed (see [Gre90, Definition 3.10 and Property (a) on p.30]) that, start-
ing from any word w representing g, one can obtain a reduced word representing g by
applying a sequence of the following operations:

• remove some gi “ 1;
• if gi and gi`1 belong to the same vertex group, replace them by the product gigi`1;
• if gi and gi`1 belong to adjacent vertex groups, swap them.
For every v P V Γ, let Sv be a finite generating set of Gv, and let S “ YvPV ΓSv, which

is a finite generating set of G. Given a word w “ pg1, . . . , gkq, we let |w|S “
řk

i“1 |gi|Svi
,

where vi P V Γ is such that gi P Gvi – here |gi|Svi
denotes the word length of gi in the

generating set Svi . Observe that if w is a reduced word representing g, then |g|S “ |w|S

(see e.g. [BR22, Corollary 2.5]).
Given g P G, the head of g is the set of all elements h P G such that there exists

a reduced word w “ pg1, . . . , gkq representing g, with g1 “ h. Likewise, the tail of g
is the set of all elements h P G such that there exists a reduced word w “ pg1, . . . , gkq

representing g, with gk “ h. We say that an element z P G is a syllable of g if for
some (equivalently, any) reduced word w “ pg1, . . . , gkq representing g, there exists i P

t1, . . . , ku such that z “ gi.

Lemma 2.2. Let g, h P G, let v P V Γ, and let z P Gvzt1u. Assume that the heads of g
and h do not contain any element of Gv.

Then z is a syllable of g´1zh. In particular, |g´1zh|S ě |z|S .

Proof. Given a reduced word w “ pg1, . . . , gkq representing g, we let

i0pwq “ maxti : @j ď i, gj R Gv, and gj centralizes Gvu.

Namely i0 is the largest i such that for every j ď i, the element gj belongs to a
vertex group Gwj with wj adjacent to v. We now choose wg so as to maximize the
value of i0. Let wh “ ph1, . . . , hℓq be a reduced word representing h, chosen with
the same constraint (we denote by j0 the index defined by the same property). Then
pg´1

k , . . . , g´1
i0
, . . . , g´1

1 , z, h1, . . . , hj0 , . . . , hℓq is a word that represents g´1zh, and so is

pg´1
k , . . . , g´1

i0`1, z, g
´1
i0
, . . . , g´1

1 , h1, . . . , hj0 , . . . , hℓq.

The subword w1 “ pg´1
i0
, . . . , g´1

1 , h1, . . . , hj0q might not be reduced. Let w2 “ pk1, . . . , krq

be a reduced word that represents the same element as w1, and observe that all kp belong
to vertex groups Gwp with wp adjacent to v (in particular, distinct from v). Now g´1zh

is represented by pg´1
k , . . . , g´1

i0`1, z, k1, . . . , kr, hj0`1, . . . , hℓq. Notice that gi0`1 and hj0`1

do not belong to vertex groups adjacent to Gv by definition of i0 and j0, and they do
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not belong to Gv either by our assumption on the heads of g and h. Therefore the latter
word is reduced, which concludes the proof.

2.2 Parabolic subgroups

2.2.1 Definition and first facts

Let Λ Ď Γ be an induced subgraph, possibly empty. Let GΛ Ď G be the subgroup
generated by all subgroups Gv with v P V Λ, note that when Λ “ H we have GΛ “ teu.
As a consequence of the normal form theorem for graph products reviewed in the previous
section, the group GΛ is isomorphic to the graph product over Λ with vertex groups
pGvqvPV Λ.

A parabolic subgroup of G is a subgroup P which is conjugate to GΛ for some induced
subgraph Λ Ď Γ.1 Notice that Λ is uniquely determined by P : if gGΛg

´1 “ hGΛ1h´1,
then Λ “ Λ1, as follows from [AM15, Corollary 3.8]. We say that Λ is the type of P .

An intersection of parabolic subgroups of G is again a parabolic subgroup: this is
[AM15, Corollary 3.6] for finite intersections, and follows from [AM15, Corollary 3.18]
for infinite intersections. Remark also that if P Ď G is a parabolic subgroup of type Λ,
then P is naturally a graph product over Λ; parabolic subgroups of P for this graph
product structure are then naturally identified with the parabolic subgroups of G that
are contained in P .

Given an induced subgraph Λ Ď Γ, we denote by ΛK the induced subgraph spanned
by all vertices of ΓzΛ that are joined to all vertices of Λ (see Figure 2 for two examples).
Remark that in particular if Λ is reduced to one vertex v then ΛK “ lkpvq. Given a
parabolic subgroup P “ gGΛg

´1 (with g P G, and Λ Ď Γ an induced subgraph), we
let PK “ gGΛKg´1. That this is well-defined (i.e. does not depend on the choice of g)
follows from [AM15, Proposition 3.13]. The normalizer of P in G is equal to P ˆ PK,
and is therefore again a parabolic subgroup [AM15, Proposition 3.13].

v

lk(v) = {v}⊥

w1 w3

w2

Λ

Λ⊥

Figure 2: Induced subgraphs and orthogonal

Given an induced subgraph Λ Ď Γ, there is a natural retraction rΛ : GΓ Ñ GΛ,
sending every Gv with v P V Λ to itself, and every Gw with w R V Λ to t1u. More

1The notion of parabolic subgroup does not merely depend on G, but also of its decomposition as a
graph product. Throughout the paper, we always assume that G comes equipped with this decomposi-
tion.
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generally, let P be a parabolic subgroup, and let Λ Ď Γ be its type. Then there exists
a unique element g P G such that P “ gGΛg

´1 and the tail of g does not contain any
element in GΛ ˆ GK

Λ. For such a g we then define the retraction rP : G Ñ P to be the
map sending gGvg

´1 to itself if v P V Λ, and gGwg
´1 to t1u if w R V Λ.

2.2.2 Splittings of a graph product

Every vertex v P V Γ determines a splitting of G as G “ Gstarpvq ˚Glkpvq
GΓztvu. We let

Tv be the Bass–Serre tree of this splitting, see [Ser77]. It is equipped with an isometric
G-action whose vertex stabilizers are exactly the conjugates of Gstarpvq and of GΓztvu.

The above splitting is non-trivial (i.e. the G-action on Tv has no global fixed point)
unless v is joined to all other vertices of Γ by an edge.

We will need a few standard facts regarding group actions on trees. Given an isometric
action of a group G on a tree T , we say that a subgroup H Ď G is elliptic if it fixes a
point in T . Notice that this happens as soon as H as a finite orbit in T : indeed H then
fixes the circumcenter of this finite orbit. In particular, if H has a finite-index subgroup
H0 which is elliptic in T , then H is also elliptic in T (because if x P T is a point fixed
by H0, then the H-orbit of x is finite).

2.2.3 More properties of parabolic subgroups

We now establish a few extra properties of parabolic subgroups that will be used through-
out the paper. They are based on the following results of Antolín–Minasyan.

Proposition 2.3 (Antolín–Minasyan [AM15, Proposition 3.4 and Lemma 3.9]). Let G
be a graph product over a finite simple graph Γ.

1. Let Λ1,Λ2 Ď Γ be induced subgraphs, and let g P G. Then there exist an induced
subgraph Υ Ď Λ1 X Λ2, and h P GΛ2 , such that gGΛ1g

´1 XGΛ2 “ hGΥh
´1.

2. Let P Ď G be a parabolic subgroup, and g P G. If gPg´1 Ď P , then gPg´1 “ P .

Lemma 2.4. Let G be a graph product over a finite simple graph Γ such that no vertex
v of Γ satisfies Γ “ starpvq. Let H Ď G be a subgroup. If H has a finite-index subgroup
H0 contained in a proper parabolic subgroup P of G, then H itself is contained in a
proper parabolic subgroup Q of G.

Proof. The group P is conjugate toGΛ for some proper induced subgraph Λ Ĺ Γ. Let v be
in V ΓzV Λ. ThenH0 is elliptic in the tree Tv because it is conjugate intoGΓztvu. Therefore
H is also elliptic in Tv, and the conclusion follows (see the discussion in Section 2.2.2).

Lemma 2.5. Let G be a graph product over a finite simple graph Γ with infinite vertex
groups. Let P,Q Ď G be two parabolic subgroups, and assume that some finite-index
subgroup of P is contained in Q.

Then P Ď Q.

Proof. Up to a global conjugation, we can (and shall) assume that there exist two in-
duced subgraphs Υ,Λ Ď Γ and g P G such that Q “ GΛ and P “ gGΥg

´1. By Proposi-
tion 2.3(1), the intersection P X Q is of the form hGΘh

´1, with h P Q and Θ Ď Λ X Υ.
Then for every v P VΥzVΘ, the subgroup gGvg

´1 intersects P X Q trivially, again by
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Proposition 2.3(1). But gGvg
´1 is contained in P , so by assumption gGvg

´1 has a finite-
index (whence infinite) subgroup contained in Q. This proves that Θ “ Υ. We have
P X Q “ hGΘh

´1 and P “ gGΘg
´1, so Proposition 2.3(2) implies that P X Q “ P , i.e.

P Ď Q.

In the case where all vertex groups are torsion-free (or equivalently that G is torsion-
free [Gre90, Corollary 3.28]), we can extend Lemma 2.5 to all subgroups H of G.

Lemma 2.6. Let G be a graph product over a finite simple graph Γ, with infinite
torsion-free vertex groups. Let P Ď G be a parabolic subgroup, and let H Ď G be a
subgroup.

If H has a finite-index subgroup H0 contained in P , then H Ď P .

Proof. Without loss of generality, we will assume that P is the smallest parabolic sub-
group that contains H0, namely P is the intersection of all parabolic subgroups that
contain H0. Up to conjugation, we will assume that P “ GΛ for some induced subgraph
Λ Ď Γ. Let v P V ΓzV Λ. Then H0 is elliptic in Tv, so H is elliptic in Tv. So either H is
conjugate into GΓztvu, or else H is conjugate into Gstarpvq.

Let us first assume that H is conjugate into Gstarpvq. In particular, there exists
g P G such that H0 Ď GΛ X gGstarpvqg

´1, namely g´1H0g Ď g´1GΛg X Gstarpvq. By
Proposition 2.3(1), it follows that H0 Ď gGlkpvqg

´1. Since Gstarpvq “ Gv ˆ Glkpvq and
since Gv is torsion-free, it follows that H Ď gGlkpvqg

´1: indeed otherwise, some element
h P H has a nontrivial projection to gGvg

´1, but then all powers of h have a nontrivial
projection to gGvg

´1, contradicting that some power is contained in the finite-index
subgroup H0.

So in all cases, we can assume that H is conjugate into GΓztvu. As this is true for
every v P V ΓzV Λ, we can apply Proposition 2.3(1) again and deduce that H is contained
in a conjugate hPh´1. In particular H0 is contained in P X hPh´1, and by minimality
of P this implies that hPh´1 “ P . Therefore H Ď P , as desired.

Using the first point of Proposition 2.3 we can show that if P “ P1 ˆP2 is a product
of two parabolic subgroups P1, P2 then its type Λ can be written as the join Λ “ Λ1 ˝Λ2,
where Λi is the type of Pi for every i P t1, 2u. Moreover if P “ gGΛg

´1 for some g P G,
then Pi “ gGΛig

´1. We can thus deduce the following two lemmas – details are left to
the reader.

Lemma 2.7. Let G be a graph product over a finite simple graph Γ. Let P “ P1 ˆP2 be
a parabolic subgroup that splits as a direct product of two parabolic subgroups P1, P2.
Let Q Ď P be a parabolic subgroup.

Then Q “ pQX P1q ˆ pQX P2q.

Lemma 2.8. Let G be a graph product over a finite simple graph Γ. Let P,Q be two
distinct parabolic subgroups which are conjugate to vertex groups.

Then P and Q commute if and only if there exist g P G and two adjacent vertices
v, w P V Γ such that P “ gGvg

´1 and Q “ gGwg
´1.

A vertex v P V Γ is untransvectable if there does not exist any vertex w ‰ v such that
lkpvq Ď starpwq.
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Lemma 2.9. Let Γ be a finite simple graph which is not reduced to one vertex, let G
be a graph product over Γ. Let C Ď G be a parabolic subgroup which is conjugate to
GΥ for some complete subgraph Υ Ď Γ. Let v P V Γ be an untransvectable vertex.

If Gv ˆGK
v Ď C ˆ CK, then C “ Gv.

Proof. Let g P G be such that C “ gGΥg
´1. Since Gv ˆ GK

v Ď C ˆ CK then by
Proposition 2.3 we also have inclusion of their types, namely starpvq Ď Υ ˝ ΥK.

Now let w P VΥ. Since Υ is a clique, we get Υ ˝ ΥK Ď starpwq. In particular
starpvq Ď starpwq, but v is assumed to be untransvectable therefore w “ v and hence
C “ gGvg

´1. Using Proposition 2.3 leads to g P Gstarpvq and therefore C “ Gv.

2.3 Extension graphs, right-angled buildings and their automorphisms

In this section, we first review the definitions of the extension graph Γe
G and of the right-

angled building DG associated to a graph product G. We then establish some results
regarding the comparison of their automorphism groups.

2.3.1 Definitions

Extension graphs. They were introduced by Kim and Koberda in the context of right-
angled Artin groups [KK13]. Their definition naturally extends to graph products, as
already observed for instance in [CRKdlNG21, Definition 3.1].

Definition 2.10 (Extension graph [KK13]). LetG be a graph product over a finite simple
graph Γ. The extension graph Γe

G is the graph whose vertices are the conjugates of the
vertex groups of G, where two distinct vertices are joined by an edge if the corresponding
subgroups commute.

Notice that Γe
G contains a natural subgraph isomorphic to Γ, spanned by the vertices

corresponding to the vertex groups. The action of G by conjugation on the set of con-
jugates of vertex groups, induces a G-action by graph automorphisms on Γe

G. For this
action Γ is a fundamental domain, as follows using Lemma 2.8.

We will call a clique a complete subgraph of Γ (possibly empty and in particular not
necessarily maximal). A standard clique subgroup of G is a parabolic subgroup of G equal
to GΥ for some clique subgraph Υ Ď Γ. A standard clique coset is a left coset gGΥ of
a standard clique subgroup of G. Notice that the stabilizer of the standard clique coset
gGΥ, for the G-action by left translation on itself, is equal to gGΥg

´1. From this, one
deduces that if Υ1,Υ2 are two clique subgraphs of G and g1, g2 P G, then the standard
clique cosets g1GΥ1 and g2GΥ2 are equal if and only if Υ1 “ Υ2 and g´1

1 g2 P GΥ2 . In
particular we can define the type of a clique coset as the clique subgraph Υ Ď Γ associated
to the coset.

Right-angled buildings. In [Dav98], Davis associated a right-angled building to any
graph product, as follows.

As usual, let G be a graph product over a finite simple graph Γ. Let F be the set of
all standard clique cosets. Then F is a partially ordered set, ordered by inclusion. Given
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F1 Ď F2 in F, the interval IF1,F2 is defined as

IF1,F2 “ tF P F | F1 Ď F Ď F2u.

Every interval in F is a Boolean lattice of finite rank, so there exists a unique (up
to isomorphism) cube complex DG whose poset of cubes is isomorphic to the poset of
intervals of F, see e.g. [AB08, Proposition A.38]. More concretely,

• the vertex set of DG is the set of standard clique cosets of G;
• there is an edge between any two standard clique cosets of the form gGΛ, gGΥ,

where Λ Ď Υ and |VΥzV Λ| “ 1;
• for k ě 2 one glues a k-cube to every subgraph isomorphic to the 1-skeleton of a
k-cube, with the obvious face identifications.

Definition 2.11 (Right-angled building [Dav98]). The cube complex DG is called the
Davis realization of the right-angled building of G.

In the sequel, we will simply say that DG is the right-angled building of G. We
mention that DG is a CATp0q cube complex by [Dav98, Corollary 11.7].

By construction, every vertex v P V DG corresponds to a left coset of the form gGΛ,
where Λ Ď Γ is a complete subgraph. The rank of v is the cardinality of the clique Λ (this
is well-defined: if gGΛ “ g1GΛ1 , then Λ “ Λ1). Notice that rank 0 vertices correspond to
elements of G.

2.3.2 Comparison with right-angled Artin groups

In this section, we will prove that the extension graph and the right-angled building of a
graph product of countably infinite groups over a finite simple graph Γ, are isomorphic
to the same objects associated to the right-angled Artin group over Γ. This will allow
us to derive certain facts about these spaces from the analogous facts in the case of
right-angled Artin groups.

More generally, let Γ be a finite simple graph, and let G and H be two graph products
over Γ such that for every v P V Γ, the vertex groups Gv andHv have the same cardinality.
For every v P V Γ, we fix a bijection θv : Gv Ñ Hv such that θvpeq “ e.

Through normal forms (see Section 2.1), this induces a bijection θ : G Ñ H, in the
following way. Let wg “ pg1, . . . , gkq be a reduced word that represents g. For every
i P t1, . . . , ku, let vi P V Γ be such that gi P Gvi . Let wH “ pθv1pg1q, . . . , θvkpgkqq. Our
condition that θvipeq “ e ensures that wH is again a reduced word, which represents an
element of H denoted θpgq. Notice that θpgq does not depend on the choice of a reduced
word that represents g, and that θ : G Ñ H is indeed a bijection (its inverse is obtained
by considering the bijections θ´1

v ).
We say that the bijection θ defined above is the bijection combined from pθvqvPV Γ.

Lemma 2.12. Let Γ be a finite simple graph, and let G,H be two graph products over Γ.
Assume that for every v P V Γ, the vertex groups Gv and Hv have the same cardinality,
and choose a bijection θv : Gv Ñ Hv with θvpeq “ e. Let θ : G Ñ H be the bijection
combined from pθvqvPV Γ.

Then for every g P G and every v P V ΓG, one has θpgGvg
´1q “ θpgqHvθpgq´1; in

particular θ induces a graph isomorphism θe : Γe
G Ñ Γe

H .
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Proof. Write g “ g1 . . . gjgj`1 . . . gk, where each gi belongs to a vertex group, and
gj`1, . . . , gk P Gv ˆ GK

v , with gj R Gv ˆ GK
v . Then gGvg

´1 “ g1 . . . gjGvg
´1
j . . . g´1

1 ,
so

θpgGvg
´1q “ θpg1q . . . θpgjqHvθpgjq

´1 . . . θpg1q´1 “ θpgqHvθpgq´1.

The map θe : V Γe
G Ñ V Γe

H defined by θepgGvg
´1q “ θpgGvg

´1q is a bijection. That
it induces a graph isomorphism follows from Lemma 2.8.

The analogous statement for the right-angled building is as follows.

Lemma 2.13. Let Γ be a finite simple graph, and let G,H be two graph products over Γ.
Assume that for every v P V Γ, the vertex groups Gv and Hv have the same cardinality,
and choose a bijection θv : Gv Ñ Hv with θvpeq “ e. Let θ : G Ñ H be the bijection
combined from pθvqvPV Γ.

Then for every standard clique coset gGΥ, one has θpgGΥq “ θpgqHΥ; in particular
θ induces a cubical isomorphism θD : DG Ñ DH .

Proof. Let us first prove that for all g P G and all Υ Ď Γ we have θGpgGΥq “ θGpgqHΥ.
Let w “ pg1, . . . , gkq be a reduced word that represents g, chosen so that there exists
i P t1, . . . , ku such that all gj with j ą i belong to GΥ, and every h P GΥ that belongs to
the tail of g is one of the gj with j ą i. In this way gGΥ “ g1 . . . giGΥ, and θGpgGΥq “

θGpg1q . . . θGpgiqHΥ. On the other hand θGpgq “ θGpg1q . . . θGpgiqθGpgi`1q . . . θGpgkq,
and the elements θGpgi`1q, . . . , θGpgkq all belong to HΥ. This proves that θGpgGΥq “

θGpgqHΥ, as claimed.
In particular, the above proves that the map gGΥ ÞÑ θGpgqHΥ is well-defined, and

by construction it induces a cubical isomorphism from DG to DH .

Corollary 2.14. Every automorphism of DG preserves ranks of vertices.

Proof. This follows from the case of right-angled Artin groups, established in [HH23,
Lemma 2.5], together with Lemma 2.13.

2.3.3 Automorphisms of the extension graph and the right-angled building

We equip IsompΓe
G,Γ

e
Hq and IsompDG,DHq with the compact-open topology (equiva-

lently, the topology of pointwise convergence on their vertex sets), and with the pGˆHq-
action by left/right multiplication, i.e. for f P IsompΓe

G,Γ
e
Hq and pg, hq P G ˆ H, we let

pg, hq ¨ f “ gfh´1. And similarly if f P IsompDG,DHq. The main result of the present
section is the following proposition – this was established as [HH23, Lemma 2.6] for
right-angled Artin groups, based on work of Huang [Hua17].

Proposition 2.15. Let G and H be two graph products with countably infinite ver-
tex groups over a common finite simple graph Γ with no transvection and no partial
conjugation.

Then there exists a pG ˆ Hq-equivariant continuous map from IsompΓe
G,Γ

e
Hq to

IsompDG,DHq.

The main part of the proof is the definition of the map from IsompΓe
G,Γ

e
Hq to

IsompDG,DHq. The crucial step for this is to extend Huang’s [Hua17, Lemma 4.12]
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to graph products. So let us start with β P IsompΓe
G,Γ

e
Hq and let us define its image in

IsompDG,DHq denoted by Ψpβq. First, remark that the map sending a maximal standard
clique coset gGΥ to its stabilizer gGΥg

´1, is a bijection between maximal standard clique
cosets and maximal cliques in the extension graph of G. So, if βpgGΥg

´1q “ hHΛh
´1

we define ΨpβqpgGΥq :“ hHΛ. This only defines Ψpβq on maximal vertices. The goal is
now to extend this definition to an element in IsompDG,DHq. To do so, let us define the
image of some g P G viewed as a rank 0 vertex of DG.

Lemma 2.16. Let Γ be a finite simple graph with no transvection and no partial conjuga-
tion, not reduced to one vertex. Let G and H be graph products over Γ with countably
infinite vertex groups. Let β P IsompΓe

G,Γ
e
Hq. Let g P G, and let B1, . . . , Bn be the

maximal standard clique cosets containing g.
Then ΨpβqpB1q X ¨ ¨ ¨ X ΨpβqpBnq is a singleton denoted by tΨpβqpgqu.
Moreover the map g ÞÑ Ψpβqpgq is a bijection from G to H that sends standard clique

cosets to standard clique cosets of the same rank.

Proof. We start with the first assertion. In the case of right-angled Artin groups, this
was proved by Huang [Hua17, Lemmas 4.12 and 4.17], see in particular [Hua17, Equa-
tion 4.13]. We explain how to derive the case of arbitrary graph products with countably
infinite vertex groups, from the case of right-angled Artin groups. In the following, we
denote by A the right-angled Artin group defined over Γ.

For every v P V Γ, we fix bijections θvG : Gv Ñ Z and θvH : Hv Ñ Z. Through normal
forms, this induces bijections θG : G Ñ A and θH : H Ñ A – here θG is combined from
pθvGqvPV Γ, and θH is combined from pθvHqvPV Γ, in the sense of the previous section.

Let θeG : Γe
G Ñ Γe

A and θeH : Γe
H Ñ Γe

A be the induced bijections provided by
Lemma 2.12. Let βA P AutpΓe

Aq be defined by βA “ θeHβpθeGq´1 (see also Figure 3).

Γe
G Γe

H

β

Γe
A Γe

A

βA

θeG θeH

Figure 3: Definition of βA

Similarly as in the discussion above the lemma, we can define ΨApβAq as a bijection
of the set of maximal standard clique cosets of A. Using Lemmas 2.12 and 2.13 and the
definitions of Ψpβq and ΨApβAq, we get

Ψpβq “ θ´1
H ˝ ΨApβAq ˝ θG. (2.1)

Let B “ gGΥ be a maximal standard clique coset of G, where g P G and Υ Ď Γ is a
maximal clique. By Lemma 2.13, we have θGpBq “ θGpgqAΥ.

The maximal standard clique cosets Bi containing g coincide with the cosets gGΥi ,
with Υi ranging over the set of maximal cliques of Γ. But remark that

θGpB1q X ¨ ¨ ¨ X θGpBnq “ θGpgqAΥ1 X ¨ ¨ ¨ X θGpgqAΥn “ θGpgqAXiΥi .
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Now, since the graph is transvection-free there is no vertex in Γ linked to all other vertices
of Γ, thus XiΥi “ H. Therefore θGpB1q X ¨ ¨ ¨ X θGpBnq “ tθGpgqu.

The cosets θGpBiq are exactly the maximal standard clique cosets in A containing
θGpgq. In the language of [Hua17], these are called the maximal standard flats containing
θGpgq. It then follows from Huang’s aforementioned work [Hua17, Lemma 4.12, Equa-
tion 4.13 and Lemma 4.17] that ΨApβAqpθGpB1qq X ¨ ¨ ¨ XΨApβAqpθGpBnqq is a singleton,
denoted by tΨApβAq ˝ θGpgqu.

Applying θ´1
H shows that θ´1

H ΨApβAqθGpB1q X ¨ ¨ ¨ X θ´1
H ΨApβAqθGpBnq is a singleton.

This by construction (see eq. (2.1)) is exactly ΨpβqpB1q X ¨ ¨ ¨ X ΨpβqpBnq, which proves
the first assertion. Notice that, by construction, the map g ÞÑ Ψpβqpgq still verifies
Equation (2.1).

Let us now show that g ÞÑ Ψpβqpgq is a bijection from G to H that sends standard
clique cosets to standard clique cosets.

To see that it is a bijection, remark that one can define in an analogous way a map
Ψ1pβ´1q : H Ñ G and note that it is the inverse of Ψpβq.

Using the construction made in [HH23], above Lemma 2.6, we obtain that ΨApβAq

sends standard clique cosets to standard clique cosets. Moreover, by induction on the
rank, using the bijectivity of ΨApβAq (see again [HH23]) and what precedes, we can show
that ΨApβAq preserves the rank. Using eq. (2.1) defining Ψpβq, we obtain the wanted
assertion.

Proof of Proposition 2.15. Let us start with the definition of our pG ˆ Hq-equivariant
map

Ψ : IsompΓe
G,Γ

e
Hq Ñ IsompDG,DHq.

Let β P IsompΓe
G,Γ

e
Hq. Let g P G. Let B1, . . . , Bn be the maximal standard clique cosets

that contain g. By Lemma 2.16, the cosets ΨpβqpB1qX¨ ¨ ¨XΨpβqpBnq intersect in a single
point Ψpβqpgq, and the map g ÞÑ Ψpβqpgq is a bijection that sends every standard clique
coset to a standard clique coset. So Ψpβq can be viewed as a map in IsompDG,DHq. The
assignment β ÞÑ Ψpβq yields the desired pGˆHq-equivariant map

Ψ : IsompΓe
G,Γ

e
Hq Ñ IsompDG,DHq.

The continuity of Ψ is now a consequence of the following observation: given any two
rank 0 vertices g P V DG and h P V DH , one has Ψpβqpgq “ h if and only if, denoting
by Υ1, . . . ,Υk the maximal cliques of Γ, one has βptgGΥig

´1uq “ thHΥih
´1u. And any

vertex of rank at least 1 is determined by finitely many adjacent rank 0 vertices.

Remark 2.17. It is in fact possible to show that the map Ψ constructed in the above
proof is a homeomorphism, see [HH23, Section 2.3] where this is explained in the case of
right-angled Artin groups. We will however never need this fact in the sequel.

2.4 Amenable actions on boundaries of trees

2.4.1 Review on Borel amenability of group actions

We now review some basic facts on Borel amenability of group actions. For general
background on the topic we refer to [ADR00, Oza06a].
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Let G be a countable group, acting by Borel automorphisms on a standard Borel
set ∆. The G-action on ∆ is Borel amenable if there exists a sequence of measurable
maps µn : ∆ Ñ ProbpGq such that for every δ P ∆ and every g P G, one has

lim
nÑ`8

||µnpgδq ´ gµnpδq||1 “ 0.

Here ProbpGq is the space of probability measures on G, equipped with the topology of
pointwise convergence. We say that the sequence of maps µn is asymptotically equivari-
ant .

For a first example of an amenable action of a non-amenable group, we also refer to
[Oza06a, Example 2.2] for the case of an action of F2 on the boundary of a tree. We will
use a variation over this argument in our proof of Lemma 2.20 below.

We mention a few elementary facts about Borel amenability of group actions that we
will use in the sequel.

• A countable group G is amenable if and only if its action on a point is Borel
amenable.

• If G1, . . . , Gk are countable groups with Borel amenable actions on standard Borel
sets ∆1, . . . ,∆k, then the product action of G1 ˆ ¨ ¨ ¨ ˆGk on ∆1 ˆ ¨ ¨ ¨ ˆ∆k is Borel
amenable.

• If the G-action on X is Borel amenable, then — letting Pď2pXq be the standard
Borel set consisting of all non-empty subsets of X of cardinality at most 2 — the
G-action on Pď2pXq is Borel amenable.

2.4.2 Action on the boundary of the tree Tv

Recall that given some v P V Γ, we denote by Tv the Bass-Serre tree associated to the
splitting G “ Gstarpvq ˚Glkpvq

GΓztvu (see Section 2.2.2).
Given a vertex v P V Γ, the G-action on the tree Tv extends to a G-action by home-

omorphisms on B8Tv (equipped with its visual topology). Let PG be the (countable)
set of all parabolic subgroups of G. We will now build a G-equivariant Borel map
θv : B8Tv Ñ PG.

Given ξ P B8Tv, we define the elliptic stabilizer of ξ as the subgroup of StabGpξq

consisting of all elements that act elliptically on Tv (i.e. with a fixed point).

Lemma 2.18. Let v P V Γ be such that Γ ‰ starpvq. For every ξ P B8Tv, the elliptic
stabilizer of ξ is a proper parabolic subgroup of G.

Proof. Let x P Tv be a vertex, and let ξ P B8Tv. For every n P N, let γnpx, ξq be the
segment in Tv consisting of the union of the first n edges of the ray from x to ξ. Let
Gnpx, ξq be the pointwise stabilizer of γnpx, ξq. Notice that edge stabilizers of Tv are
proper parabolic subgroups of G. Therefore, for every n P N, the subgroup Gnpx, ξq is a
proper parabolic subgroup of G, being an intersection of proper parabolic subgroups.

As n increases, the subgroupsGnpx, ξq form a non-increasing chain of proper parabolic
subgroups, which is therefore stationary. We denote by G8px, ξq the ultimate value of
this sequence.

Now, if x1, x2, . . . form a ray towards ξ, then as n increases, the subgroups G8pxn, ξq

form a non-decreasing chain of proper parabolic subgroups of G. Therefore it is station-
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ary, and we denote by θvpξq its ultimate value. Notice that the value of θvpξq does not
depend on the choice of a ray towards ξ, because any two such rays eventually coincide.

Finally, note that being in the elliptic stabilizer is equivalent to fixing pointwise a ray
towards ξ. Therefore θvpξq is indeed the elliptic stabilizer of ξ.

We now let θv : B8Tv Ñ PG be the map sending ξ to its elliptic stabilizer. Notice
that this map is Borel and G-equivariant. We let pB8Tvqreg :“ θ´1

v pt1uq.

Lemma 2.19. Let v P V Γ. Then pB8Tvqreg ‰ H if and only if Γ is irreducible.

Proof. First assume that Γ is reducible and decompose it as Γ “ Γ1 ˝ Γ2. Assuming
without loss of generality that v P V Γ1, the parabolic subgroup GΓ2 fixes all the vertices
of Tv and therefore is contained in the elliptic stabilizer of any ξ P B8Tv.

We now assume that Γ is irreducible.
• Let us first show that there exists g P G that is not contained in any proper

parabolic subgroup of G.
Let tw1, . . . , wmu “ V Γ be an enumeration of V Γ. For all i P t1, . . . ,mu take some
gi P Gwizt1u and consider g “ gw1 ¨ ¨ ¨ gwm . Using a normal form argument, we now
obtain that g is not contained in any proper parabolic subgroup of G.

• Let g be as above, then g acts loxodromically on Tv and we let ξ be the attracting
fixed point of g in B8Tv. Let P “ θvpξq. Then P fixes a subray r of the axis of g. As
in the proof of Lemma 2.18, we can find a compact segment I Ď r whose stabilizer
is equal to P . Then the stabilizer of gI is equal to gPg´1, so P Ď gPg´1. It follows
from Proposition 2.3 that gPg´1 “ P , i.e. g P P ˆ P´1. Since Γ is irreducible and
g is not contained in any proper parabolic subgroup of G, we deduce that P “ t1u.
In particular ξ P pB8Tvqreg and the lemma is proved.

Lemma 2.20. For every v P V Γ, the G-action on pB8Tvqreg is Borel amenable.

Proof. Let S be the countable set of all oriented segments of Tv which start and end
at vertices and have trivial G-stabilizer. The G-action on Tv induces a G-action on S,
and stabilizers for the latter action are trivial. Therefore, it is enough to construct an
asymptotically equivariant sequence of Borel maps µn : pB8Tvqreg Ñ ProbpSq (see e.g.
[Oza06b, Proposition 11] or [BGH22, Proposition 2.12]).

Given any vertex x P V Tv and any ξ P pB8Tvqreg, we denote by αpx, ξq P S the smallest
(oriented) segment of the ray rx, ξq originating at x, ending at a vertex, and with trivial
stabilizer. This exists, and it is a finite subsegment, by definition of pB8Tvqreg. Notice
that, for a fixed x, the map αpx, ¨q is continuous.

We now fix a basepoint o P V Tv. Given ξ P pB8Tvqreg let to “ v1pξq, v2pξq, ¨ ¨ ¨ u be
the set of vertices encountered along the ray from o to ξ. Given n P N and ξ P pB8Tvqreg,
we let

µnpξq “
1

n

n
ÿ

i“1

δαpvipξq,ξq,

a weighted sum of Dirac masses, so µnpξq P ProbpSq, and µn depends measurably on ξ.
Now remark that µnpgξq “ 1{n

řn
i“1 δαpvipgξq,gξq where the α

`

vipgξq, gξ
˘

are subintervals
of the ray ro, gξq. Moreover gµnpξq “ 1{n

řn
i“1 δgαpvipξq,ξq where the gα

`

vipξq, ξ
˘

are
subintervals of the ray rgo, gξq. Since any two rays towards gξ eventually coincide, this
implies that µn is asymptotically equivariant (see also Figure 4).
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g (v1(ξ)) = go

g (v2(ξ))

g (v3(ξ))

g (v4(ξ))

g (v5(ξ))

∂∞Tv

gξ

v1 (gξ)
v2 (gξ)

v3 (gξ)

v4 (gξ)

v5 (gξ)

v6 (gξ)

o

Vertices on the ray [o, gξ)

Vertices on the ray g[o, ξ)

Vertices on the intersection [o, gξ) ∩ g[o, ξ)

Subray containing α (v6(gξ), gξ) and gα (v5(ξ), ξ).
Since v6(gξ) = gv5(ξ), these segments verify
α (v6(gξ), gξ) = gα (v5(ξ), ξ).

Figure 4: Illustration of the proof of Lemma 2.20

3 Measure and orbit equivalence

This section contains general facts about measure equivalence and orbit equivalence. Af-
ter reviewing the basic definitions in Section 3.1, we compare measure and orbit equiva-
lence with their discrete counterparts, namely commensurability and strong commensura-
bility (Section 3.2) – this will be useful in Part II to derive commensurability classification
theorems for graph products, from their versions in measure equivalence. Finally, in Sec-
tion 3.3, we establish a lemma regarding how to restrict measure equivalence couplings
to subgroups, which will be useful in Part III of our work.

3.1 Background and definitions

We recall here some general material about measure equivalence and refer to [Fur11,
Gab10] for general surveys. We also refer to Furman’s original article [Fur99b] for more
information on the dictionary between measure equivalence and stable orbit equivalence,
and the associated cocycles.

3.1.1 Measure equivalence and (stable) orbit equivalence

A standard measure space pΩ,mq is a measurable space whose σ-algebra BpΩq consists
of the Borel subsets coming from some Polish (viz. separable and completely metrizable)
topology on Ω and equipped with a non-zero σ-finite measure m on BpΩq. One says
that an action of a countable group G on a standard measure space pΩ,mq is measure-
preserving if the action map pg, xq ÞÑ g ˚ x is Borel and if µpg ˚ Eq “ µpEq for all g P G

and all Borel subsets E Ď Ω. In this setting, a fundamental domain for the action of G
on pΩ,mq is a Borel subset XG Ď Ω which intersects almost every G-orbit at exactly one
point.

Recall from the introduction that two countable groups G and H are measure equiva-
lent if there exists a standard measure space pΩ,mq, equipped with a measure-preserving
action of G ˆ H, such that the actions of G and H on Ω are both free and have finite
measure fundamental domains, denoted respectively by XG and XH . The space pΩ,mq
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(sometimes simply denoted Ω) is called a measure equivalence coupling between G and H.
If we need to keep track of the fundamental domains, we will sometimes call “coupling”
from G to H the tuple pΩ,m,XG, XHq. When additionally one can take XG “ XH in
the above definition, the groups G and H are said to be orbit equivalent .

In general, the compression constant (from G to H) of the measure equivalence cou-
pling Ω is defined as

rG : HsΩ :“
mpXHq

mpXGq

(this does not depend on the choice of fundamental domains). The compression constant
of an orbit equivalence coupling is always equal to 1.

By a theorem of Furman [Fur99b] and Gaboriau [Gab05, PME5], two countable groups
are orbit equivalent if and only if they admit free, measure-preserving actions on a stan-
dard probability space pX,µq with the same orbits (on a conull subset). We will call such
an pX,µq an orbit equivalence pairing2.

Likewise, measure equivalence is characterized by having stably orbit equivalent free,
measure-preserving actions on standard probability spaces, in the following sense. Given
two free, measure-preserving actions G ñ pX,µq and H ñ pY, νq on standard probability
spaces, a stable orbit equivalence between the two actions is a measure-scaling isomor-
phism f : U Ñ V between positive measure subsets U Ď X and V Ď Y (i.e. f induces a
measure space isomorphism after renormalizing U and V to probability spaces) such that
for almost every x P U , one has fppG ¨ xq X Uq “ pH ¨ fpxqq X V . If a map f with these
properties exists, the two actions are said to be stably orbit equivalent. The compression
constant of f is defined as

κpfq :“
νpV q

µpUq
.

In fact, two countable groups admit a measure equivalence coupling with compression
constant κ (from G to H) if and only if there is a stable orbit equivalence from a free,
measure-preserving G-action on a standard probability space X, to a measure-preserving
H-action on a standard probability space Y , with compression constant κ, see [Fur99b,
Lemma 3.2 and Theorem 3.3].

3.1.2 Cocycles

We now review the notions of measure equivalence and (stable) orbit equivalence cocy-
cles. In the sequel, we will also work with a notion of cocycle in the groupoid theoretic
framework – we refer to Section 4.1.3, page 39 for more details on the groupoid viewpoint.

Measure equivalence cocycles. A measure equivalence coupling pΩ,m,XG, XHq

comes with two induced actions: one of G on the fundamental domain XH and one
of H on XG. We will denote both induced actions by “¨” to distinguish them from the
action of the groups on the whole space Ω, denoted by “˚”. For all g P G and a.e. x P XH ,
the element g ¨x is defined as the (unique) element of XH that belongs to the H-orbit of
g ˚ x, namely tg ¨ xu “ XH X

`

H ˚ pg ˚ xq
˘

(see Figure 1, page 12). In the following we

2we use the word pairing instead of coupling to distinguish it from measure equivalence couplings
where the two fundamental domains coincide
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will (slightly) abuse notations and write H ˚ g ˚ x instead of H ˚ pg ˚ xq. Similarly for all
h P H and a.e. x1 P XG we have th ¨ x1u “ XG X

`

G ˚ h ˚ x1
˘

.
We thus define c : G ˆ XH Ñ H and c1 : G ˆ XH Ñ H the measure equivalence

cocycles, by (see also Figure 1)

@g P G, a.e. x P XH cpg, xq ˚ g ˚ x “ g ¨ x,

@h P H, a.e. x P XG c1ph, xq ˚ h ˚ x “ h ¨ x.

They verify the cocycle relation, namely

@g, g1 P G, a.e. x P X cpgg1, xq “ cpg, g1 ¨ xqcpg1, xq.

Two cocycles c : GˆXH Ñ H and c1 : GˆXH Ñ H are said to be cohomologous if
there exists a measurable map α : XH Ñ H such that for all g P G and a.e. x P XH one
has

c1pg, xq “ αpg ¨ xqcpg, xqαpxq´1.

Remark 3.1. Identifying XH with Ω{H allows to see the measure equivalence cocycle c
as defined over GˆΩ{H. With this identification, changing the fundamental domain XH

amounts to considering cohomologous cocycles. In the following, given two fundamental
domains XH and X 1

H and their associated respective cocycles c : G ˆ XH Ñ H and
c1 : GˆX 1

H Ñ H, we will consider c and c1 to be cohomologous if they are cohomologous
via the natural identifications XH » Ω{H » X 1

H .

(Stable) orbit equivalence cocycles. Assume now that G and H are orbit equiva-
lent over some standard probability space pX,µq. One can define two orbit equivalence
cocycles denoted c : G ˆ X Ñ H and c1 : H ˆ X Ñ G by letting cpg, xq (resp. c1ph, xq)
be the unique element of H (resp. G) such that cpg, xq ¨ x “ g ¨ x and c1ph, xq ¨ x “ h ¨ x

(this is well-defined for a.e. x P X). When Ω is an orbit equivalence coupling between
G and H, with a common fundamental domain X “ XG “ XH , the associated measure
equivalence cocycles c : G ˆ X Ñ H and c1 : H ˆ X Ñ G are nothing but the orbit
equivalence cocycles associated to the actions G ñ X and H ñ X.

More generally, if G ñ pX,µq and H ñ pY, νq are two free, ergodic, measure-
preserving actions on standard probability spaces, and if f : U Ñ V (with U Ď X

and V Ď Y Borel subsets of positive measure) is a stable orbit equivalence, we say that
a cocycle c : G ˆ X Ñ H is a stable orbit equivalence (SOE) cocycle associated to f if
there exists a Borel map p : X Ñ U such that

• for almost every x P X, one has ppxq P G ¨ x, and
• for every g P G and almost every x P X, one has f ˝ ppg ¨ xq “ cpg, xq ¨ pf ˝ ppxqq.

Notice that p can always be chosen so that ppxq “ x whenever x P U . Changing p to
another projection map yields a cohomologous cocycle.

We also observe that if f : U Ñ V is a stable orbit equivalence between G ñ pX,µq

and H ñ pY, νq, then for every positive measure Borel subset W Ď U , the map f|W :

W Ñ fpW q is again a stable orbit equivalence between G ñ pX,µq and H ñ pY, νq, with
the same compression constant. In addition, any SOE cocycle for f|W is also an SOE
cocycle for f , and any SOE cocycle for f is cohomologous to an SOE cocycle for f|W .
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We also observe that if PG Ď G and PH Ď H are subgroups, such that
• for almost every x P U , one has fppPG ¨ xq X Uq “ pPH ¨ fpxqq X V ,
• PG acts ergodically on X,

then the map p can be chosen so that ppxq P PG ¨x for almost every x P X (by ergodicity).
Moreover f is a stable orbit equivalence between the actions PG ñ X and PH ñ Y .
Any SOE cocycle c : G ˆ X Ñ H for f is H-cohomologous to a cocycle c1 such that
c1pPG ˆ Xq Ď PH , and c1 is an SOE cocycle for f , viewed as a stable orbit equivalence
between PG ñ X and PH ñ Y .

3.1.3 Quantitative versions

Recall from the introduction (Definition 1.9) that given a measure equivalence coupling
pΩ,m,XG, XHq (equipped with fundamental domains XG, XH) between finitely gener-
ated groups G,H, and two non-decreasing functions φ and ψ, one says that the coupling
is pφ,ψq-integrable (from G to H) if for all g P G and all h P H we have

ż

XH

φp|cpg, xq|Hqdmpxq ă `8 and
ż

XG

ψp|c1ph, xq|Gqdmpxq ă `8, (3.1)

where c : G ˆ XH Ñ H and c1 : H ˆ XG Ñ G denote the measure equivalence cocycles,
and | ¨ |G, | ¨ |H denote word lengths on G,H associated to finite generating sets (the
integrability does not depend on the choice of generating sets).

When φpxq “ xp for some p P r0,`8q we will talk about pLp, ψq-integrable couplings
instead of pφ,ψq-integrable couplings, to stay consistent with the literature. In particular
L0 means that we are not imposing any integrability condition on the corresponding
cocycle.

Likewise, an orbit equivalence pairing pX,µq between two finitely generated groups G
and H (i.e. a standard probability space on which the two groups have the same orbits) is
pφ,ψq-integrable from G to H if the associated orbit equivalence cocycles c : GˆX Ñ H

and c1 : H ˆX Ñ G satisfy the integrability conditions (3.1) (with X “ XG “ XH).
Using the dictionary between measure equivalence couplings and orbit equivalence

pairings, the existence of a pφ,ψq-integrable orbit equivalence pairing from G to H is
equivalent to the existence of a pφ,ψq-integrable measure equivalence coupling of the
form pΩ,m,XG, XHq with XG “ XH .

3.2 Link with commensurability

Two groups are commensurable if they have isomorphic finite index subgroups. Following
[JS01], we say that they are strongly commensurable if they admit isomorphic finite-index
subgroups of the same index. The following lemma shows that commensurability and
strong commensurability are the respective analogues of measure equivalence and orbit
equivalence, when one restricts to discrete (i.e. countable) couplings.

Lemma 3.2. Two countable groups G1 and G2 are
1. commensurable if and only if there exists a non-empty countable set Ω equipped

with an action of G1 ˆ G2 such that for every i P t1, 2u, the action of Gi on Ω is
free and cofinite.
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2. strongly commensurable if and only if there exists a non-empty countable set Ω

equipped with an action of G1 ˆG2 such that for every i P t1, 2u, the action of Gi

on Ω is free, and the actions of G1 and G2 on Ω have a common finite fundamental
domain.

For comparison, notice also that two countable groups G1 and G2 are isomorphic if
and only if there exists a non-empty countable set Ω equipped with an action of G1 ˆG2,
such that for every i P t1, 2u, the action of Gi on Ω is free and transitive. Indeed,
the direct implication is clear by considering the left-right action of the group on itself.
Conversely, identifying Ω to G1 and G2 via the orbit maps, gives the needed isomorphism.

Proof. Assume first that G1 and G2 are commensurable. Let H1 Ď G1 and H2 Ď G2 be
isomorphic finite-index subgroups, and let θ : H1 Ñ H2 be an isomorphism. The group
H1 ˆH2 acts on Ω̃ “ G1 ˆH1 ˆG2 via

ph1, h2q ¨ pg1, h, g2q “
`

g1h
´1
1 , h1hpθ´1ph2qq´1, h2g2

˘

.

And the action ofG1ˆG2 on Ω̃ given by pg1
1, g

1
2q¨pg1, h, g2q “ pg1

1g1, h, g2pg1
2q´1q commutes

with that of H1ˆH2, hence descends to an action on the quotient Ω “ pH1ˆH2qzΩ̃. One
checks that the actions of G1 and G2 on Ω are both free. We will denote by rg1, h, g2s

the class of pg1, h, g2q in Ω. Let X1 Ď G1 be a set of representatives of the left cosets
of H1 in G1, and X2 Ď G2 be a set of representatives of the right cosets of H2 in G2.
Then tre, e, g2s | g2 P X2u is a finite fundamental domain for the G1-action on Ω, and
trg1, e, es | g1 P X1u is a finite fundamental domain for the G2-action on Ω.

In the above, if we further assume that G1 and G2 are strongly commensurable, then
|X1| “ |X2|. Let α : X1 Ñ X2 be a bijection. Then trg1, e, αpg1qs | g1 P X1u is a common
fundamental domain for the actions of G1 and G2 on Ω.

Conversely, let us now assume that there exists a non-empty countable set Ω equipped
with an action of G1 ˆG2 such that for every i P t1, 2u, the action of Gi on Ω is free and
admits a finite fundamental domain Yi. Let y2 P Y2, and let H1 Ď G1 be the stabilizer
of y2 for the induced action of G1 on Y2 « G2zΩ. Then H1 is a finite-index subgroup of
G1 which acts freely with finitely many orbits on G2y2. Using the fact that the actions
of G1 and G2 commute, one checks that tg2 P G2 | g2y2 P H1y2u is a subgroup H2 of G2,
and that its (finite) index is equal to the number of H1-orbits on G2y2. Now H1 and H2

have free and transitive actions on H1y2, from which it follows that they are isomorphic.
To get the characterization of strong commensurability, in the above, assume in ad-

dition that Y1 “ Y2. Up to changing Ω to a pG1 ˆG2q-invariant subset (which does not
affect the fact that the two actions have a common fundamental domain), we can (and
will) assume that the induced actions of G1 on G2zΩ and of G2 on G1zΩ are transitive.
Then in the above, we have rG1 : H1s “ |Y2|. And G1 acts on Ω with |Y1| orbits, and each
of these orbits meets G2y2. So H1 “ StabG1py2q acts on G2y2 with |Y1| orbits, which by
the above implies that rG2 : H2s “ |Y1|. So rG1 : H1s “ rG2 : H2s, which proves that G1

and G2 are strongly commensurable.

34



3.3 Restricting couplings to subgroups

Lemma 3.3. Let G and H be two countable groups and M Ď G and N Ď H be
subgroups. Let pΩ,m,XG, XHq be a measure equivalence coupling from G to H and
denote by c1 : GˆXH Ñ H and c2 : HˆXG Ñ G the coresponding measure equivalence
cocycles. Assume that there exists a positive measure Borel subset U Ď XG X XH such
that

• for every g P M and a.e. x P U , if gx P U , then c1pg, xq P N ;
• for every h P N and a.e. x P U , if hx P U , then c2ph, xq P M .
Then there exist an pMˆNq-invariant Borel subspace Ω1 Ď Ω, and Borel fundamental

domains XM , XN for the actions of M,N on Ω1, such that
• pΩ1,m,XM , XN q is a measure equivalence coupling from M to N , and
• XM , XN are contained in fundamental domains for the actions of G,H on Ω.

We refer to Remark 4.4 for the groupoid theoretic translation of the above lemma.

Proof. We denote by c1 : G ˆ XH Ñ H and c2 : H ˆ XG Ñ G the associated measure
equivalence cocycles. Our assumption on U ensures that for a.e. x, y P U , if g P M sends
x to y, then c1pg, xq belongs to N . Remark that M ¨ U Ď XH and N ¨ U Ď XG. Let
κ :M ¨U Ñ M be a measurable map such that κpxq ¨x P U for all x P M ¨U , and extend
it to XH by letting κpxq “ eM for all x P XHzM ¨ U . Similarly, define λ : N ¨ U Ñ N

a measurable map such that λpxq ¨ x P U for every x P N ¨ U , and extend it to XG by
letting λpxq “ eN for all x P XGzN ¨ U . Finally remark that these maps can (and will)
be chosen such that for all x P U we have κpxq “ eM and λpxq “ eN .
Shifted fundamental domains for G and H First let

X 1
G :“

␣

c2
`

λpxq, x
˘

˚ x | x P XG

(

,

X 1
H :“

␣

c1
`

κpxq, x
˘

˚ x | x P XH

(

.

Remark that X 1
G and X 1

H are Borel subsets of Ω and both contain U . Now since
X 1

G and X 1
H are fundamental domains for the respective actions of G and H on Ω,

we also have an induced action of G (resp. H) on X 1
H (resp. X 1

G). We will denote
these actions by “‚” (see also eq. (3.2) below).

Cocycles Now define for all g P M and a.e. x P M ¨ U

c1
1pg, xq :“ c1

`

κpg ¨ xq, g ¨ x
˘

c1pg, xqc1
`

κpxq, x
˘´1

,

“ c1
`

κpg ¨ xqgκpxq´1, κpxq ¨ x
˘

.

In other words c1
1pg, xq verifies c1

1pg, xq ¨
`

κpxq ¨ x
˘

“ κpg ¨ xq ¨ pg ¨ xq (see Figure 5).
But by definition of κ, the product κpg ¨ xqgκpxq´1 belongs to M and both κpxq ¨ x

and κpg ¨ xq ¨ pg ¨ xq belong to U . Therefore, c1
1pg, xq P N .

Similarly, define for all h P N and all x P N ¨ U

c1
2ph, xq :“ c2

`

λph ¨ xq, h ¨ x
˘

c2ph, xqc2
`

λpxq, x
˘´1

.

As above c1
2 verifies c1

2ph, xq ¨
`

λpxq ¨ x
˘

“ λph ¨ xq ¨ ph ¨ xq and c1
2ph, xq P M .
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M · U
×x

×
g · x

U

×

×

κ(x)

κ(g · x)

g

c′1(g, x)

The action of c1
1pg, xq is represented by the dotted arrow, it corresponds to the element of H

sending
`

κpxq ¨ x
˘

to κpg ¨ xq ¨ pg ¨ xq. Actions of elements of G (in orange) are represented by
the other arrows.

Figure 5: Definition of c1
1

Remark that, if we denote by x1 “ c1
`

κpxq, x
˘

˚ x an element of X 1
H , for all g P M

and a.e. x P M ¨ U we have (see also Figure 6)

g ‚ x1 “ c1
1pg, xq ˚ g ˚ x1. (3.2)

And similarily for c1
2: for all h P N and a.e. y P N ¨U , if we let y1 :“ c2pλpyq, yq ˚ y,

we have h ‚ y1 “ c1
2ph, yq ˚ h ˚ y1.

XHy ∈
x

g · x

g ∗ x
X ′

Hc1 (κ(y), y) ∗ y = y′ ∈
x′

g • x′ = (g · x)′

g ∗ x′ = g ∗ c1 (κ(x), x) ∗ x = c1 (κ(x), x) ∗ g ∗ x

c1 (κ(x), x)
c1 (κ(g · x), g · x)

c1 (g, x)

g

g

c1 (κ(x), x)
−1

Figure 6: Definition of g ‚ x1 (see eq. (3.2)). Here X 1
H is represented wavy to emphasize

that it is not a translate of XH .

Definition of the space Let us now define the following two Borel spaces

ΩM,N :“ N ˚ pM ‚ Uq , ΩN,M :“ M ˚ pN ‚ Uq .
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Remark that ΩM,N (resp. ΩN,M ) is N -invariant (resp. M -invariant). In addition
N‚U andM‚U are contained in the fundamental domainsX 1

G andX 1
H respectively.

Thus, M ‚ U (resp. N ‚ U) is a Borel fundamental domain of finite measure for
the N -action on ΩM,N (resp. for the M -action on ΩN,M ). Therefore, to obtain
a measure equivalence coupling between M and N , it only remains to prove that
ΩM,N “ ΩN,M : indeed, the lemma then follows by letting Ω1 “ ΩM,N , and letting
XM “ N ‚ U and XN “ M ‚ U , which are respectively contained in X 1

G and X 1
H .

By symmetry, it is enough to prove the inclusion ΩM,N Ď ΩN,M .
So let h P N and u P U and g P M and consider h ˚ pg ‚ uq P ΩM,N . Since g P M

we have c1
1pg, uq P N and therefore h1 :“ hc1

1pg, uq also belongs to N . Remark that
h1 is the element of N sending g ˚ u to h ˚ pg ‚ uq: indeed using eq. (3.2) (see also
Figure 7) we obtain

h1 ˚ g ˚ u “ hc1
1pg, uq ˚ g ˚ u “ h ˚ pg ‚ uq. (3.3)

Note moreover that since h1 belongs to N then c1
2ph1, uq is in M . Then, using

eq. (3.3) and that the actions of H and G commute we get (see also Figure 7)

h ˚ pg ‚ uq “ h1 ˚ g ˚ u,

“ g ˚ h1 ˚ u,

“ g ˚ c1
2ph1, uq´1 ˚ ph1 ‚ uq P M ˚ pN ‚ Uq.

U

X ′
H

X ′
G

g • u

g ∗ u

h ∗ (g • u)

c′1(g, u)

h′

h = h′c′1(g, u)
−1 g

u

h′ ∗ u

g ∈ M

h′ • u

c′2(h
′, u) ∈ M

h′

Figure 7: Showing that h ˚ pg ‚ uq belongs to ΩN,M “ M ˚ pN ‚ Uq

Therefore ΩM,N “ ΩN,M . Hence denoting again m the measure induced by m on
ΩM,N we obtain that

`

ΩM,N ,m,N ‚ U,M ‚ U
˘

is a measure equivalence coupling
from M to N .

4 Measured groupoids

Since the work of Kida on the measure equivalence rigidity of mapping class groups
[Kid10], proofs of measure equivalence classification and rigidity theorems have often
taken advantage of the language of measured groupoids. In this section, we review
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the relevant notions for the present work and emphasize the relationship to measure
equivalence. In particular, we finish this section by providing a general framework,
phrased in the language of measured groupoids, that encompasses Kida’s strategy, and
will serve as a blueprint in Part II of the present work (Section 4.4). General references
about measured groupoids include [AD13, Section 2.1], [Kid09] or [GH21b, Section 3].

4.1 Measured groupoids

In this section we recall some necessary material about measured groupoids and give
numerous examples coming from the framework of groups acting on measure spaces.

A Borel groupoid is a standard Borel space G endowed with two Borel maps s, r :

G Ñ X towards a standard Borel space X and equipped with a measurable (partially
defined) composition law, a measurable inverse map, and a unit element for all x P X

denoted by ex. We call X the base space of G and if g P G we call spgq the source and
rpgq the range of g. Two elements g,h P G are composable (i.e. one can form the product
gh) if and only if rphq “ spgq. Let B1, B2 Ď G, we will denote by B1B2 the set

B1B2 “ tb1b2 : b1 P B1,b2 P B2, rpb2q “ spb1qu .

All Borel groupoids considered in this article are discrete, that is to say there are at most
countably many elements with a given source or range.

Example 4.1. Let G be a countable group acting on a standard probability space pX,µq.
Then G ˆ X has a natural structure of Borel groupoid over X. The associated source
and range maps are then defined by spg, xq “ x and rpg, xq “ g ¨x, the unit elements are
given by ex :“ peG, xq and the inverse map by pg, xq´1 :“ pg´1, g ¨ xq. We denote this
groupoid by G˙X.

Let U Ď X be a Borel subset. The restriction of G to U is defined as

G|U :“ tg P G : spgq, rpgq P Uu ,

which is naturally a Borel groupoid over the base space U .
A Borel subset B Ď G is called a bisection if s|B and r|B are Borel isomorphisms to

Borel subsets spBq, rpBq Ď X respectively.
In the sequel of the paper we will work with measured groupoids, defined as follows.

A measured groupoid over a standard measure space pX,µq is a discrete Borel groupoid
G over X for which the measure µ is quasi-invariant in the following sense: for every
bisection B Ď G, one has µprpBqq “ 0 if and only if µpspBqq “ 0.

The example of interest for us is when G acts measure preservingly on a probability
space X: the groupoid G˙X defined in Example 4.1 is then a measured groupoid.

We mention that there is a natural notion of measured subgroupoid of G, as well as
of groupoid isomorphism and refer to [GH21b, Section 3] for more details.

Let us now illustrate how to construct measured groupoids from measure or orbit
equivalence couplings.

Example 4.2. • If G and H are orbit equivalent over some probability space pX,µq,
then the corresponding measured groupoids G˙X and H ˙X are isomorphic. In
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the following, when G and H are orbit equivalent, we will therefore identify G˙X

and H ˙X to the same measured groupoid.
• If two countable groups G and H are measure equivalent over some measure space

pΩ,mq, one can choose the fundamental domains XG and XH such that mpXG X

XHq ą 0. For such a choice, let X :“ XG X XH and consider pG ˙ XHq|X and
pH ˙XGq|X . Remark that the orbit equivalence relations on X induced by the G-
action on XH and H-action on XG coincide. In fact the two measured groupoids
are isomorphic, via the identification pg, xq ÞÑ

`

cpg, xq, x
˘

, where c : GˆXH Ñ H

is the associated measure equivalence cocycle.

4.1.1 Finite index and infinite type groupoids

The index of a measured subgroupoid was defined by Kida [Kid14, Section 3.2], gener-
alizing a notion of Feldman–Sutherland–Zimmer for equivalence relations [FSZ89]. Let
H Ď G be a measured subgroupoid and define the equivalence relation „H on G as
g1 „H g2 if and only if g2g´1

1 P H.
• One says that H has finite index in G if for a.e. x P X there are only finitely many

equivalence classes modulo „H on s´1pxq.
• One says that G is of infinite type if there does not exist any positive measure Borel

subset U Ď X such that the trivial subgroupoid has finite index in G|U , that is to
say if for every Borel subset U Ď X of positive measure and a.e. x P U there are
infinitely many g P G|U such that spgq “ x.

4.1.2 Stably something groupoids

In the present paper we will often work with properties verified up to some subdivision
of the base space. If A denotes some adjective, we will say that the groupoid is stably A
if there exist a conull Borel subset X˚ Ď X and a partition X˚ “ \iPIXi into at most
countably many Borel subsets such that G|Xi

is A. For example:
• We say that G is stably trivial if there exist a conull Borel subset X˚ Ď X and

a partition X˚ “ \iPIXi into at most countably many Borel subsets such that
G|Xi

“ tex : x P Xiu for every i P I.
• Let H,H1 be two measured subgroupoids of G. We say that H is stably contained

in H1 (resp. stably equal to H1) if there exist a conull Borel subset X˚ Ď X and
a partition X˚ “ \iPIXi into at most countably many Borel subsets such that
H|Xi

Ď H1
|Xi

(resp. H|Xi
“ H1

|Xi
) for all i P I.

We will also work with the notion of stably normalized subgroupoid (see Section 4.2.1).

4.1.3 Cocycles

We now introduce the notion of cocycle for measured groupoids. In order to avoid
confusion with measure and orbit equivalence cocycles defined above, we will denote by
c the latter and by ρ a cocycle defined on a groupoid. The link between the different
notions is made in the examples below.

Let G be a measured groupoid over some standard measure space X and G be a
countable group. A map ρ : G Ñ G is called a cocycle if there exists a conull Borel
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subset X˚ Ď X such that for all g1,g2 P G|X˚ such that spg1q “ rpg2q, it verifies
ρpg1g2q “ ρpg1qρpg2q. Up to taking a conull subset, we can (and will) always assume
that the equality holds everywhere.

Example 4.3. • Let G and X be as in Example 4.1. The groupoid G ˙ X comes
with a cocycle ρ : G˙X Ñ G defined as ρpg, xq “ g. We call it the natural cocycle
associated to the action.

• Let G andH be two groups that are orbit equivalent over some probability spaceX.
Recall that we have an orbit equivalence cocycle c : G ˆ X Ñ H where cpg, xq is
defined as the (unique) element of H such that cpg, xq ¨ x “ g ¨ x. Therefore
this map c induces a cocycle ρ from the groupoid G “ G ˙ X to the group H,
defined by ρpg, xq “ cpg, xq. Note that since G ˙ X and H ˙ X are isomorphic, if
c1 : H ˆX Ñ G denotes the other cocycle associated to the orbit equivalence, one
can also define a cocycle ρ1 : G Ñ G by letting ρ1ph, xq “ c1ph, xq.

• Similarly, assume that G and H are two measure equivalent groups over some
measure space Ω and X is as in the second point of Example 4.2. One can thus
consider G :“ pG ˙ XHq|X and define a cocycle ρ : G Ñ H by letting ρpg, xq :“

cpg, xq where cpg, xq denotes here the measure equivalence cocycle associated to the
coupling pΩ,m,XG, XHq.

Remark 4.4. For future use, notice that the assumption made in Lemma 3.3 can be
reformulated in terms of measured subgroupoids. Indeed, let G be the measured groupoid
on XG XXH naturally associated to the measure equivalence coupling (as in the second
point of Example 4.2), and let ρG : G Ñ G and ρH : G Ñ H be the natural cocycles.
Then our assumption on the cocycles c1 and c2 in Lemma 3.3 is equivalent to requiring
that ρ´1

G pMq|U “ ρ´1
H pNq|U .

The kernel of ρ : G Ñ G is the set of all g P G such that ρpgq “ eG. We say that
ρ has trivial kernel if ρ´1peGq only consists of units of G. A cocycle ρ is called nowhere
trivial if there does not exist any Borel subset U Ď X of positive measure such that
ρpG|U q “ teGu. The cocycle ρ is called stably trivial if there exist a conull Borel subset
X˚ Ď X and a Borel partition X˚ “ \iPIXi into at most countably many Borel subsets
such that ρ

`

G|Xi

˘

“ teGu for all i P I.

Equivariant maps Let ρ : G Ñ G be a cocycle and assume that the group G acts on
a standard Borel space ∆ by Borel automorphisms. One says that a map Φ : X Ñ ∆ is
pG, ρq-equivariant if there exists a conull Borel subset X˚ Ď X such that for all g P G|X˚

one has
Φ prpgqq “ ρpgqΦ pspgqq .

Example 4.5. Let G be a countable group acting measure-preservingly on a standard
measure space X. Denote by G :“ G ˙ X the associated groupoid and ρ : G Ñ G the
natural cocycle. If G acts by measurable automorphisms on a standard Borel space ∆,
then any G-equivariant map from X to ∆ is pG, ρq-equivariant.

40



4.2 Normalization and amenable groupoids

A crucial tool in our proofs is the study of amenable subgroupoids and their normaliz-
ers (see for example Section 6.2.2). We recall in this section the main definitions and
properties needed regarding the aforementioned two notions.

4.2.1 Normalization

A notion of normal subgroupoid of a measured groupoid was formalized by Kida [Kid10,
Section 2.4], building upon a similar notion for measured equivalence relations due to
Feldman–Sutherland–Zimmer [FSZ89]. We recall here the reformulation given in [GH21b,
Section 3.2].

Let H be a measured subgroupoid of G. Given a Borel subset B Ď G, one says
that H is B-invariant if there exists a conull Borel subset X˚ Ď X such that for all
g1,g2 P B X G|X˚ and all h P G|X˚ verifying sphq “ spg1q and rphq “ spg2q, one has
h P H if and only if g2hg´1

1 P H.
Given two measured subgroupoids H,N , one says that H is normalized by N if there

exists a covering of N by countably many Borel subsets Bn Ď G so that H is Bn-invariant
for all n P N.

Example 4.6. Let ρ : G Ñ G be a cocycle towards a countable group G. If H and
N are two subgroups of G such that H is normalized by N then ρ´1pHq is normalized
by ρ´1pNq.

Note that similarly as in Section 4.1.2, one can define the notion of stably normalized
subgroupoids.

4.2.2 Amenability

Generalizing Zimmer’s notion of amenability of a group action [Zim78], Kida introduced
the notion of amenable measured groupoid. We refer to [Kid09, Section 4] for the formal
definition and only recall here the properties needed for our proofs. As an example, if
pX,µq is a standard probability space equipped with a measure-preserving action of a
countable group G, then the groupoid G˙X is amenable if and only if the G-action on
X is amenable in the sense of Zimmer.

Lemma 4.7 (see [GH21b, Corollary 3.39]). Let G be a measured groupoid, and G be an
amenable countable group. If there exists a cocycle G Ñ G with trivial kernel, then G is
amenable.

In the following, if K is a compact metrizable space we denote by ProbpKq the space
of Borel probability measures on K equipped with the weak-˚ topology.

Proposition 4.8 ([Kid09, Proposition 4.14]). Let G be an amenable measured groupoid
over some base space X and ρ : G Ñ G be a cocycle toward G a countable group. Assume
that G acts by homeomorphisms on a compact metrizable space K. Then there exists a
pG, ρq-invariant Borel map from X to ProbpKq.

One says that G is everywhere non-amenable if for every Borel subset U Ď X of
positive measure, the restriction G|U is not amenable.
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4.3 Action-like cocycles

We will work with the following definition.

Definition 4.9 (Action-like cocycle). Let G be a measured groupoid over a standard
probability space, and let G be a countable group. A cocycle ρ : G Ñ G is action-like if

1. ρ has trivial kernel;
2. whenever H1 Ď H2 is an infinite index inclusion of subgroups of G, for every

positive measure Borel subset U Ď X, the subgroupoid ρ´1pH1q|U does not have
finite index in ρ´1pH2q|U ;

3. for every nonamenable subgroup H Ď G, the groupoid ρ´1pHq is everywhere non-
amenable.

Remark 4.10. We warn the reader that, although we are using the same terminology, our
notion is slightly different from the one in [HH22b, page 53], where the third requirement
was dropped – it is also slightly more restrictive than the notion of action-type cocycle
from [GH21b, Definition 3.20].

Remark 4.11. We observe that if ρ : G Ñ G is action-like, then for every positive
measure Borel subset U Ď X, the restriction ρ : G|U Ñ G is again action-like. Also,
if H Ď G is a subgroup, then the restricted cocycle ρ´1pHq Ñ H, viewed as a cocycle
towards H, is action-like.

Building on Example 4.3, the main example of importance to us is the following.

Lemma 4.12. Let pX,µq be a standard probability space, equipped with a measure-
preserving action of a countable group G. Let G “ G˙X be the corresponding measured
groupoid.

Then the natural cocycle ρ : G Ñ G is action-like.

Proof. The first two items of the definition are checked in [HH22b, Lemma B.3] (we
emphasize here, as recalled in Remark 4.10, that the notion of an action-like cocycle used
in [HH22b] only had the first two items from Definition 4.9). We now prove that if H Ď G

is a nonamenable subgroup, then ρ´1pHq is everywhere nonamenable. So let U Ď X be a
positive measure Borel subset, and assume that ρ´1pHq|U is amenable. Letting H ¨U be
the saturation of U under the H-action, it follows from [Kid09, Theorem 4.16(iii)] that
ρ´1pHq|H¨U is amenable. But since H ¨ U is an H-invariant positive measure subset on
which H acts in a measure-preserving way, then [Zim84, Proposition 4.3.3] implies that
H is amenable, which is a contradiction.

We will often use the following observation.

Lemma 4.13. Let G be a measured groupoid, let G be a countable group, and let
ρ : G Ñ G be an action-like cocycle. Let H,H 1 be two subgroups of G. If ρ´1pHq is
stably contained in ρ´1pH 1q, then H has a finite index subgroup contained in H 1.

Proof. Let U Ď X be a positive measure Borel subset such that ρ´1pHq|U Ď ρ´1pH 1q|U .
Then ρ´1pH X H 1q|U “ ρ´1pHq|U , and it follows from the definition of an action-like
cocycle that H XH 1 has finite index in H.
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As a consequence, when an action-like cocycle takes its values in a graph product
G, one can relate the inclusion of two parabolic subgroups of G (see Section 2.2 for the
definition) with the inclusion of groupoids.

Lemma 4.14. Let G be a graph product of countably infinite groups over a finite simple
graph Γ. Let G be a measured groupoid over a standard probability space X, equipped
with an action-like cocycle ρ : G Ñ G, and let U Ď X be a positive measure Borel subset.
Let P1, P2 Ď G be two parabolic subgroups.

If ρ´1pP1q|U Ď ρ´1pP2q|U , then P1 Ď P2.

Proof. As ρ´1pP1q|U Ď ρ´1pP2q|U , Lemma 4.13 (applied to the groupoid G|U ) shows
that P1 has a finite-index subgroup contained in P2. The conclusion then follows from
Lemma 2.5, page 21.

4.3.1 Support

In this section specifically, we consider measured groupoids equipped with cocycles to-
wards a graph product, and review the notion of support introduced in [HH22a, Sec-
tion 3.3]. It was defined in a more general context than graph products in [HH22a], but
we will specify to this setting since this will be the only one of interest to us in the present
paper.

Tight support Let G be a graph product of countable groups over a finite simple
graph. Recall that PG denotes the set of parabolic subgroups of G. Let G be a measured
groupoid over a standard probability space X, and let ρ : G Ñ G be a cocycle. Following
[HH22a, Section 3.3], given a parabolic subgroup P P PG, we say that pG, ρq is tightly
P -supported if

1. there exists a conull Borel subset X˚ Ď X such that ρpG|X˚q Ď P , and
2. for every proper parabolic subgroup Q Ĺ P , there does not exist any positive

measure Borel subset U Ď X such that ρpG|U q Ď Q.
Given a pair pG, ρq, if there exists some parabolic subgroup P P PG such that pG, ρq

is tightly P -supported then such a P is unique. Notice also that if pG, ρq is tightly
P -supported, then for every positive measure Borel subset U Ď X, the pair pG|U , ρq is
tightly P -supported. The following lemma provides examples of tightly supported pairs.

Lemma 4.15. Let G be a graph product of countably infinite groups over a finite simple
graph. Let G be a measured groupoid over a standard probability space, equipped with
an action-like cocycle ρ : G Ñ G. Let P Ď G be a parabolic subgroup.

Then pρ´1pP q, ρq is tightly P -supported.

Proof. The first part of the definition obviously holds. So it is enough to prove that if
Q Ĺ P is a parabolic subgroup, and U Ď X is a positive measure Borel subset, we have
ρ´1pP q|U Ę ρ´1pQq|U . This is a consequence of Lemma 4.14.

The next lemma formalizes the fact that up to a countable partition of the base
space, we can work with tightly supported pairs. It follows from [HH22a, Lemma 3.7],
by noticing that the collection PG of parabolic subgroups of G is admissible in the sense
of [HH22a] (it is countable, stable under conjugation, intersections, and every descending
chain of parabolic subgroups is finite).
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Lemma 4.16 ([HH22a, Lemma 3.7]). Let G be a graph product of countably infinite
groups over a finite simple graph. Let G be a measured groupoid over a standard prob-
ability space X, and let ρ : G Ñ G be a cocycle.

Then there exist a partition X “ \nXn into at most countably many Borel subsets,
and for every n, a parabolic subgroup Pn Ď G, such that pG|Xn

, ρq is tightly Pn-supported.

Tight support and normalizers We will often make use of the following lemma from
[HH22a].

Lemma 4.17 ([HH22a, Lemma 3.8]). Let G be a graph product of countably infinite
groups over a finite simple graph. Let G be a measured groupoid over a standard prob-
ability space X, and let ρ : G Ñ G be a cocycle. Let A,H be measured subgroupoids of
G, with A normalized by H.

If pA, ρq is tightly P -supported for some parabolic subgroup P Ď G, then there exists
a conull Borel subset X˚ Ď X such that ρpH|X˚q Ď P ˆ PK.

Definition 4.18. Let G be a graph product over a finite simple graph, let G be a
measured groupoid over a standard probability space X, and let ρ : G Ñ G be a cocycle.

We say that pG, ρq is properly PG-supported if there exist a partition X˚ “ \iPIXi of
a conull Borel subset X˚ Ď X into at most countably many Borel subsets, and for every
i P I, a proper parabolic subgroup Pi Ĺ G such that ρ

`

G|Xi

˘

Ď Pi.

We refer to page 18 for the definition of irreducible graph.

Lemma 4.19. Let G be a graph product of countably infinite groups over a finite
irreducible simple graph. Let G be a measured groupoid over a standard probability
space, and let ρ : G Ñ G be a cocycle. Let A,H Ď G be measured subgroupoids, with A
normalized by H.

If pA, ρq is properly PG-supported and ρ|A is nowhere trivial, then pH, ρq is properly
PG-supported.

Proof. Up to a countable Borel partition of X, we can assume that pA, ρq is tightly P -
supported for some proper parabolic subgroup P Ĺ G, and aim to show that there exists
a conull Borel subset X˚ Ď X such that ρpH|X˚q is contained in a proper parabolic
subgroup of G.

As ρ|A is nowhere trivial, we have P ‰ t1u. By Lemma 4.17, there exists a conull
Borel subset X˚ Ď X such that ρpH|X˚q Ď P ˆPK. As G is irreducible and P is neither
equal to t1u nor to G, the parabolic subgroup P ˆ PK is proper, which completes our
proof.

4.4 Kida’s blueprint

In this section, we review Kida’s general strategy towards measure equivalence classi-
fication and rigidity theorems. This originates from his work on mapping class groups
[Kid08a, Kid10] and was also used in subsequent measure equivalence rigidity theorems.
We extract an abstract setting from Kida’s work, that we will follow in Part II. We start
with a very brief review of the mapping class group case that will serve as a motivating
example – we refer to the references below for basic definitions and background, but will
never need anything about mapping class groups in the sequel of the present work.
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Review. Recall that the mapping class group of a finite-type orientable surface Σ is
the group ModpΣq of isotopy classes of orientation-preserving homeomorphisms of Σ. It
acts by automorphisms on the curve graph CpΣq, defined as follows: vertices of CpΣq

are isotopy classes of essential simple closed curves on Σ, and edges correspond to the
existence of disjoint representatives. An important theorem of Ivanov [Iva97] asserts that
the automorphism group of CpΣq is exactly the extended mapping class group Mod˘pΣq,
where orientation-reversing homeomorphisms are allowed.

A key step in Kida’s proof of the measure equivalence rigidity of the mapping class
group ModpΣq of a finite-type surface [Kid10], was to establish that every self-coupling Ω

of ModpΣq, factors through Aut pCpΣqq » Mod˘pΣq. From there, a standard argument
allows to derive the measure equivalence rigidity of ModpΣq, from this rigidity statement
for self-couplings.

Kida’s strategy for proving this statement about self-couplings was in part inspired
by earlier work of Ivanov [Iva97]. Ivanov had proved that the abstract commensurator
of ModpΣq is equal to Mod˘pΣq: this means that every isomorphism between finite-
index subgroups of ModpΣq, is given by the conjugation by an element of Mod˘pΣq.
Ivanov’s proof goes as follows: he showed that, if H1, H2 Ď ModpΣq are two finite-index
subgroups of ModpΣq, then any isomorphism f : H1 Ñ H2 sends curve stabilizers (in
H1) to curve stabilizers (in H2), and sends stabilizers of disjoint curves (up to isotopy) to
the stabilizers of disjoint curves. In other words f induces an automorphism of the curve
graph. Using that AutpCpΣqq » Mod˘pΣq, this precisely says that f is the conjugation
by an element of Mod˘pΣq.

Kida’s strategy can be viewed as a groupoid-theoretic version of Ivanov’s argument.
Given a measured groupoid over a standard probability space with two action-like cocy-
cles towards ModpΣq, he proves that subgroupoids that correspond (in an appropriate
sense) to curve stabilizers for the first cocycle, also correspond to curve stabilizers for
the second cocycle. Through the dictionary between measure equivalence couplings and
measured groupoids, this establishes the desired factorization of self-couplings of ModpΣq.

Kida’s strategy has later been used in several contexts to establish new measure
equivalence rigidity theorems (see for example [CK15, Kid11, HH21, HH20, GH21b]).
We now formulate it in an abstract setting, which will be applied to the extension graph
of the graph product in Part II of the present work.

Preliminary tool: from measured groupoids to couplings.

Lemma 4.20. Let G,H be two countable groups. Let ∆ be a Polish space, equipped
with an action of GˆH by measurable automorphisms. Assume that for any measured
groupoid G over a standard probability space X, and any action-like cocycles ρG : G Ñ G

and ρH : G Ñ H, there exists a pρG, ρHq-equivariant Borel map θ : X Ñ ∆, i.e. such
that (up to restricting G to a conull Borel subset) for every g P G, one has

θprpgqq “ ρHpgqθpspgqqρGpgq´1.

Then for every measure equivalence coupling Ω between G and H, there exists a pGˆHq-
equivariant Borel map Ω Ñ ∆.

As usual, the equivariance of the map Ω Ñ ∆ is understood almost everywhere.
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Proof. The argument of this proof comes from the work of Kida, see the demonstration
of [Kid10, Theorem 5.6].

Recall that we denote by ˚ the actions of G and H on Ω, and by ¨ the induced actions
on the fundamental domains.

Let XG and XH be fundamental domains for the actions of G and H respectively. We
can choose XG and XH such that their intersection X :“ XGXXH verifies pGˆHq˚X “

Ω up to a null set, see e.g. [Kid09, Lemma 2.27]. Note that this last equality implies in
particular that X has positive measure.

Let G be the measured groupoid over X given by the restrictions of the G- and H-
actions on XH and XG respectively, as in the second point of Example 4.2. We thus
have two action-like cocycles ρG : G Ñ G and ρH : G Ñ H (see Example 4.3 for their
definition, and Lemma 4.12 and Remark 4.11 for the fact that they are action-like). So
by assumption, we have a pρG, ρHq-equivariant Borel map θ : X Ñ ∆. We extend it to a
map θ̄ : Ω Ñ ∆ by defining θ̄

`

pg, hq˚x
˘

“ hθpxqg´1, for a.e. x P X and all pg, hq P GˆH.
It only remains to verify that the definition of θ̄ does not depend on the choice of the

representatives g, h and x – its equivariance then follows from its definition. So let us
show that for all g1, g2 P G, all h1, h2 P H and a.e. x1, x2 P X verifying pg1, h1q ˚ x1 “

pg2, h2q ˚ x2, we have h1θpx1qg´1
1 “ h2θpx2qg´1

2 . Since the actions of G and H commute,
our assumption that pg1, h1q ˚ x1 “ pg2, h2q ˚ x2 rewrites as ph´1

2 h1q ˚ pg´1
2 g1q ˚ x1 “ x2.

This translates in terms of actions on the fundamental domains as

ph´1
2 h1q ¨ x1 “ x2 “ pg´1

2 g1q ¨ x1.

The pρG, ρHq-equivariance of θ thus gives θpx2q “ h´1
2 h1θpx1qg´1

1 g2 almost surely, and
hence θ̄ is well defined.

Abstract setting. Let G be a countable group, let CG be a conjugacy-invariant count-
able set of subgroups of G, and let IG be a graph with vertex set CG, such that the
conjugation action of G on CG extends to a graph automorphism of IG.

Remark 4.21. In Kida’s setting, CG is the set of all stabilizers in ModpΣq of isotopy
classes of essential simple closed curves on Σ, and IG is the curve graph –adjacency
corresponds to the disjointness of the curves up to isotopy, or more algebraically to the
fact that the centers of their stabilizers commute. In our setting CG will be the set of
conjugates of vertex groups, and IG will be the extension graph.

Let G be a measured groupoid over a standard probability space X, equipped with a
cocycle ρ : G Ñ G. Let H Ď G be a measured subgroupoid.

We say that pH, ρq is stably CG if there exists a countable Borel partitionX˚ “ \iPIXi

of a conull Borel subset X˚ Ď X into at most countably many Borel subsets, such that
for every i P I, there exists Ci P CG such that H|Xi

“ ρ´1pCiq|Xi
.

Let now H1,H2 be two measured subgroupoids such that both pH1, ρq and pH2, ρq

are stably CG. Then (after refining the two partitions given by the above definition) there
exists a countable Borel partition X˚ “ \iPIXi of a conull Borel subset X˚ Ď X into at
most countably many Borel subsets, such that for every i P I, there exist C1,i, C2,i P CG

such that pH1q|Xi
“ ρ´1pC1,iq|Xi

and pH2q|Xi
“ ρ´1pC2,iq|Xi

.
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We say that pH1, ρq and pH2, ρq are IG-adjacent if the above partition and subgroups
can be chosen such that for every i P I such that Xi has positive measure, the groups
C1,i and C2,i are distinct and adjacent in IG.

Definition 4.22 (ME-witness). Let G,H be two countable groups, with countable sets
of subgroups CG,CH , and graphs IG, IH with vertex sets CG,CH . We say that pIG, IHq

is an ME-witness for G,H if for every measured groupoid G over a standard probability
space X, any two action-like cocycles ρG : G Ñ G and ρH : G Ñ H, and any measured
subgroupoids C1, C2 Ď G, the following two properties hold:

1. pC1, ρGq is stably CG if and only if pC2, ρHq is stably CH , and
2. if pC1, ρGq and pC2, ρGq are stably CG, then they are IG-adjacent if and only if

pC1, ρHq and pC2, ρHq are IH -adjacent.

Remark 4.23. Kida shows that the curve graph is an ME-witness for an appropriate
subgroup of ModpΣq. We will prove in Part II that the extension graphs of graph prod-
ucts of countably infinite groups defined over transvection-free graphs with no partial
conjugations, are also ME-witnesses.

In the following proposition, and throughout the paper, we equip the set IsompIG, IHq

of all graph isomorphisms between IG and IH , with the compact-open topology, or
equivalently the topology of pointwise convergence. The following proposition is inspired
from [Kid10, Section 5].

Proposition 4.24. Let G,H be two countable groups. Let CG,CH be conjugacy-
invariant countable sets of pairwise non-commensurable subgroups, and let IG, IH be
graphs with vertex sets CG,CH , for which the actions of G and H by conjugation extend
to graph automorphisms. Assume that pIG, IHq is an ME-witness for G,H.

Then for every measure equivalence coupling Ω between G and H, there exists a
pGˆHq-equivariant measurable map Ω Ñ IsompIG, IHq.

Proof. In view of Lemma 4.20, it is enough to prove that for every measured groupoid
G over a standard probability space X, and any two action-like cocycles ρG : G Ñ G

and ρH : G Ñ H, there exists a Borel map θ : X Ñ IsompIG, IHq which is pρG, ρHq-
equivariant in the following sense: there exists a conull Borel subset X˚ Ď X such that
for every g P G|X˚ , one has θpyq “ ρHpgqθpxqρGpgq´1, where x “ spgq and y “ rpgq. We
will now prove this fact.
Observation We start by showing that if C1, C2 P CG verify ρ´1

G pC1q|U “ ρ´1
G pC2q|U for

some Borel subset U Ď X of positive measure, then C1 “ C2.
For this, observe that the measured subgroupoid ρ´1

G pC1 X C2q|U is equal to both
ρ´1
G pC1q|U and to ρ´1

G pC2q|U . As ρG is action-like, it follows that C1 X C2 has
finite index in both C1 and C2. Thus C1 and C2 are commensurable, which by
assumption on CG, implies that C1 “ C2, as desired.
The same observation also holds for C 1

1, C
1
2 P CH , with respect to the cocycle ρH .

Definition of θ Fix C P V IG “ CG and let C :“ ρ´1
G pCq. Note that in particular pC, ρGq

is stably CG.
Since pIG, IHq is an ME-witness, pC, ρHq is of type CH . This means that there
exists a partition X˚ “ \iPIXi of a conull Borel subset X˚ Ď X into at most
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countably many Borel subsets, such that for all i P I there exists C 1
i P V IH “ CH

such that C|Xi
“ ρ´1

H pC 1
iq|Xi

(and by the above observation, C 1
i is unique whenever

Xi has positive measure). We then define for a.e. x P X

θpxq : C P V IG ÞÑ C 1
i if x P Xi. (4.1)

We now prove that, up to null sets, our definition of θpxqpCq does not depend on the
choice of partition. So assume that, starting from C, we are given two partitions
as above. Let X˚ “ \iPIXi be a common refinement, with associated subgroups
C 1
1,i and C 1

2,i. By construction, for every i P I, we have ρ´1
H pC 1

1,iq|Xi
“ ρ´1

G pCq|Xi
“

ρ´1
H pC 1

2,iq|Xi
. By the observation made at the beginning of the proof C 1

1,i “ C 1
2,i.

Injectivity of θpxq Let us now show, for a.e. x P X, the injectivity of θpxq. It is
enough to prove that for every positive measure Borel subset U Ď X, and any
two C1, C2 P V IG, if θpxqpC1q “ θpxqpC2q for every x P U , then C1 “ C2. Let
U,C1, C2 be as above. Up to restricting to positive measure Borel subset of U , we
will assume that θpxqpC1q “ θpxqpC2q is constant on U , with value denoted by C 1.
We can assume that the partitions of X given by C1 and C2 coincide and denote
this common partition X˚ “ \iPIXi. Now let i P I such that Ui :“ U X Xi has
positive measure. By our definition of θ, we have

ρ´1
G pC1q|Ui

“ ρ´1
H pC 1q|Ui

“ ρ´1
G pC2q|Ui

.

By the observation made at the beginning of the proof, this implies that C1 “ C2.
Surjectivity of θpxq Take a vertex C 1 in IH . Since pIG, IHq is an ME-witness, there

exist a conull Borel subset X˚ Ď X and a partition X˚ “ \jPJYj into at most
countably many Borel subsets such that for all j P J there exists Cj P V IG such
that ρ´1

H pC 1q|Yj
“ ρ´1

G pCjq|Yj
. Now, for a.e. x P X there exists j P J such that

x belong to Yj . Therefore, by the above definition of θ, it verifies θpxqpCjq “ C 1

almost surely. Hence the surjectivity.
Adjacency We now prove that for a.e. x P X the map θpxq is a graph isomorphism. So

consider C1, C2 P V IG. Up to taking a common refinement of the two partitions,
we can assume that the partitions of (a conull Borel subset of) X given by C1

and C2 coincide. We denote it by X˚ “ \iPIXi. Now let C1 :“ ρ´1
G pC1q and

C2 :“ ρ´1
G pC2q. For i P I, denote by C 1

1,i and C 1
2,i the vertices of IH such that

pC1q|Xi
“ ρ´1

H pC 1
1,iq|Xi

and pC2q|Xi
“ ρ´1

H pC 1
2,iq|Xi

. In other words C 1
1,i “ θpxqpC1q

and C 1
2,i “ θpxqpC2q whenever x P Xi. Since pIG, IHq is an ME-witness, we get

that C 1
1,i and C 1

2,i are distinct and adjacent if and only if C1 and C2 are distinct
and adjacent, which is the desired conclusion.

Equivariance of θ First for all g P G and all h P H, let

Bg,h :“ tg P G | ρGpgq “ g, ρHpgq “ hu ,

and remark that G “ \gPG,hPHBg,h. Now consider g P G and h P H and denote
B :“ Bg,h. Now define U :“ spBq and V :“ rpBq, which are Borel subsets of X
(see [Kec95, Theorem 18.10]). Since ρG is action-like, the map f :“ r ˝ s´1 is a
Borel isomorphism from U to V . To prove the equivariance on Bg,h, we need to
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show that θprpgqq “ ρHpgqθpspgqqρGpgq´1, that is to say for a.e. x P U and for all
C P V IG

θ
`

fpxq
˘

pgCg´1q “ h
´

θpxqpCq

¯

h´1. (4.2)

We now fix C P V IG. Recall that the definition of θ does not depend on the
choice of partition. So we can partition U “ \iPIUi and V “ \iPIVi into Borel
subsets, such that for all i P I, we have fpUiq “ Vi, and the maps x ÞÑ θpxqpCq

and x ÞÑ θpfpxqqpgCg´1q are constant a.e. on Ui. We denote by C 1
U,i, C

1
V,i P V IH

their respective values. Hence by definition of θ, we have

ρ´1
G pCq|Ui

“ ρ´1
H pC 1

U,iq|Ui
and ρ´1

G pgCg´1q|Vi
“ ρ´1

H pC 1
V,iq|Vi

. (4.3)

Now, to prove eq. (4.2) we need to show that C 1
V,i “ hC 1

U,ih
´1 for all i. Using the

definition of Bg,h for the first and third equalities and eq. (4.3) for the second one,
we have

ρ´1
G

`

gCg´1
˘

|Vi
“ Bρ´1

G pCq|Ui
B´1 “ Bρ´1

H pC 1
U,iq|Ui

B´1

“ ρ´1
H

`

hC 1
U,ih

´1
˘

|Vi
.

Combining the above two equations, we deduce that ρ´1
H pC 1

V,iq|Vi
“ ρ´1

H phC 1
U,ih

´1q|Vi
.

The first observation of the proof thus yields C 1
V,i “ hC 1

U,ih
´1 as desired. Hence

the equivariance.

g, h

U
Ui

ρG(↷), ρH(↷)

V

Vi

ρG(↷) = gρG(↷)g−1,

ρH(↷) = hρH(↷)h−1

Elements from Bg,h

Element from ρ−1
G (C)|Ui

= ρ−1
H

(
C ′

U,i

)
|Ui

Element from ρ−1
G

(
gCg−1

)
|Vi

= ρ−1
H

(
C ′

V,i

)
|Vi

Figure 8: Illustration for the proof of the equivariance of θ
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Part II

Measure equivalence classification of graph
products
The goal of this part is to prove the following theorem, which recalls Theorem 1.2 from
the introduction.

Theorem 1.2. Let ΓG,ΓH be two finite simple graphs, not reduced to one vertex, with
no transvection and no partial conjugation. Let G,H be graph products of countably
infinite groups over ΓG,ΓH , respectively. Then the following assertions are equivalent.

1. The groups G and H are measure equivalent.
2. The groups G and H are orbit equivalent.
3. There exists a graph isomorphism σ : ΓG Ñ ΓH such that for every v P V ΓG, the

groups Gv and Hσpvq are orbit equivalent.

Strategy of the proof

Let us describe the idea of the proof. The implication 3 ñ 2 was proved in [HH22a] and
the implication 2 ñ 1 is obvious. We explain the implication 1 ñ 2, and give a hint
about 2 ñ 3.

So let G and H be as in the theorem, and assume that G and H are measure equiv-
alent. Let Ω be a measure equivalence coupling between G and H, and let G be a mea-
sured groupoid associated to Ω as in Example 4.2, coming with two action-like cocycles
ρG : G Ñ G and ρH : G Ñ H.

General idea and main tools The proof that G and H are orbit equivalent is de-
composed in two main steps.

• In the first step of the proof, we work with the extension graphs Γe
G and Γe

H ,
associated to G and H. Following Kida’s blueprint recalled in Section 4.4, our goal
in this step is to show that pΓe

G,Γ
e
Hq is an ME-witness between G and H in the

sense of Definition 4.22.
Recall that vertices of Γe

G,Γ
e
H are the conjugates of the vertex groups Gv, Hw.

Thus, the key point is to show that a subgroupoid V Ď G verifies V “ ρ´1
G pGvq

for some v P V ΓG if and only if (up to a countable partition of the base space)
there exist w P V ΓH and h P H such that V “ ρ´1

H phHwh
´1q. This property is

what we formalize under the name of Vertex Recognition Property in Definition 5.1
below. Such a subgroupoid V is called of vertex type, with respect to either ρG or
ρH (see Section 5.1 for the formal definition). The proof of this Vertex Recognition
Property goes through a characterization of subgroupoids of vertex type which is
independent from the cocycle – in other words, we show that there exists v P V ΓG

such that V “ ρ´1
G pGvq if and only if V verifies some purely groupoid theoretic

conditions. This is done in Sections 7 and 8; we will say more about this below.
• In the second step of the proof, we use the actions of G,H on their right-angled

buildings DG,DH (see Section 2.3 for the definition). These are used to build a
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fundamental domain of G and H on Ω (showing that G and H are orbit equivalent),
and also induce orbit equivalence couplings at the level of the vertex groups, in the
following way.
First, through Proposition 4.24, page 47, the previous step gives us a measurable
pG ˆ Hq-equivariant map Ω Ñ IsompΓe

G,Γ
e
Hq, where G,H act by pre- and post-

composition on IsompΓe
G,Γ

e
Hq. In particular Γe

G and Γe
H are isomorphic. This

automatically implies that ΓG and ΓH are isomorphic, using that ΓG and ΓH have
no transvection and no partial conjugation [Hua17].
Now, in view of the comparison between IsompΓe

G,Γ
e
Hq and IsompDG,DHq made

in Proposition 2.15, page 25, we deduce a measurable pGˆHq-equivariant map Θ

from Ω to IsompDG,DHq.
Notice that G,H act transitively on the sets of rank 0 vertices of DG,DH . Thus,
the subset Y Ď IsompDG,DHq consisting of all isomorphisms that send teGu to
teHu (viewed as rank 0 vertices) is a fundamental domain for both the G- and the
H-action on IsompDG,DHq. So Θ´1pY q is a common fundamental domain for the
G- and H-actions on Ω. This shows that G and H are orbit equivalent.
We finally say a word about the implication 2 ñ 3. Starting with an isomorphism
σ1 : ΓG Ñ ΓH , the idea is to identify v and σ1pvq to rank 1 vertices of DG,DH ,
and let Ω1

v :“ Θ´1ptf |fpvq “ σ1pvquq. We show that there exists a choice of σ1 for
which Ω1

v has positive measure for all v P V ΓG. For this choice, the set Ω1
v (which

is pGv ˆHσ1pvqq-invariant) is in fact the desired orbit equivalence coupling between
Gv and Hσ1pvq. We refer to Proposition 5.10, page 57 for the details.

More on the Vertex Recognition Property: A zoom-in process As we explained
in the description of the first step of the proof, in order to prove the Vertex Recognition
Property, we need to give a characterization of subgroupoids of G of vertex type that
is independent from the cocycle. However, since we do not have any hypothesis on the
vertex groups – besides the fact that they are countably infinite – we cannot hope to
obtain a characterization via their intrinsic properties. Instead, we rely on how they
behave inside the bigger groupoid G, to get the needed characterization.

The central combinatorial idea behind our proof is a zoom-in process: starting fromG,
vertex groups are obtained by successively passing to maximal (parabolic) product sub-
groups, and then restricting to factors. More precisely, given a vertex group Gv, we can
find two finite sequences pFjqj and pPjqj of parabolics subgroups of G such that

• G “ F0 Ě P1 Ě F1 Ě ¨ ¨ ¨ Ě Pn Ě Fn “ Gv;
• And Pj`1 is a maximal product inside Fj ;
• And Fj is a factor of Pj (and Fn is just the clique factor of Pn).

We refer to Lemma 6.6, page 65 for a precise statement. Conversely, we manage to
use this zoom-in process as a starting point towards an algebraic characterization of
(conjugates of) vertex groups.

One important feature here is that the properties we use in the process (being a
maximal product, being a factor) can in fact be completely characterized just in terms
of amenability of certain subgroups, and inclusion or normalization of one subgroup by
another – this allows for a translation to the groupoid-theoretic setting, using the notions
of amenability and normality recalled in Section 4. More precisely, we characterize –
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independently from the cocycle ρG – subgroupoids of the form P “ ρ´1
G pP q for P some

maximal product in G, using properties of their behavior inside of G. Likewise, we then
characterize subgroupoids of the form F “ ρ´1

G pF q where F is a factor of P . Iterating this
process on the sequences of parabolics given by the above zoom-in process, we are then
able to characterize vertex type groupoids and show our Vertex Recognition Property.

The details of the arguments used to “recognize” maximal products and factors are
explained in the introductory part of Section 7, to which the reader is refered. Readers
less familiar with measured groupoids can also read appendix A where we prove the
analogue of Theorem 1.2 with regard to isomorphism classification. The proof in this
appendix can serve as a guideline (written in the group theoretic framework) through
Section 7.

Structure of Part II

Our proof of Theorem 1.2 occupies Sections 5 to 8 – Section 9 is not needed for the
main theorem, and is only a slight variation over the Vertex Recognition Property, in
preparation for Part III of the present work. Examples illustrating Theorem 1.2 and
variations obtained along the way, are provided in Section 10.

In Section 5, we formulate the Vertex Recognition Property, and explain how to prove
Theorem 1.2 assuming this property has been established. In other words, Section 5 car-
ries Step 2 from the above proof outline, which exploits the right-angled buildings of the
graph products. Section 5 also contains the proofs of the commensurability classification
theorem (Theorem 1.6), as well as the application to fundamental groups of associated
von Neumann algebras (Corollary 5.15, page 61), both derived from the statement in
measure equivalence.

The next three sections are devoted to the proof of the Vertex Recognition Property.
Section 6 contains preparatory tools of two sorts. First, it contains some combinatorial
lemmas, namely:

• we establish the combinatorial lemma that provides the zoom-in process described
above (Section 6.1.3);

• we show in Section 6.1.1 that if Γ is transvection-free and has no partial conjugation,
then either Γ splits as a join (andG splits as a product), or else Γ is strongly reduced
in the sense that it provides a minimal decomposition of G as a graph product.
Our proof of the Vertex Recognition Property will be split into this two cases in
later sections.

Section 6 also contains some groupoid-theoretic tools in preparation for later sections.
Our proof now follows the dichotomy provided by the second combinatorial lemma.

Namely, in Section 7, we establish the Vertex Recognition Property when the defining
graph is strongly reduced. And in Section 8, we extend this to include graph products
over graphs that split as a join.

Finally Section 10 provides some examples, illustrating the main results and the
different cases treated in the present part.
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5 From vertex recognition to rigidity

In the following section we formalize the aforementioned Vertex Recognition Property
and show how to use it to obtain our main classification theorem (Theorem 1.2). We
start by applying Kida’s blueprint (detailed in Section 4.4) to factorize our coupling
through the extension graphs (see Section 5.2) and prove our main theorem in Section 5.3.
We then turn in Section 5.4 to applications of the Vertex Recognition Property to the
classifications up to commensurability and isomorphisms and to the study of fundamental
groups of equivalence relations and associated von Neumann algebras.

5.1 The Vertex Recognition Property

Let G be a graph product. Let G be a measured groupoid over a standard probability
space X, equipped with a cocycle ρ : G Ñ G, and let V Ď G be a measured subgroupoid.
We say that pV, ρq is of vertex type if there exists a countable Borel partitionX˚ “ \iPIXi

of a conull Borel subset X˚ Ď X, and for every i P I, a parabolic subgroup Pi Ď G that
is conjugate to a vertex group, such that V|Xi

“ ρ´1pPiq|Xi
.

A crucial tool in our proof of Theorem 1.2 is a recognition technique phrased in the
language of measured groupoids.

Definition 5.1 (Vertex Recognition Property). A class C of graph products satisfies the
Vertex Recognition Property if for every G,H P C, every measured groupoid G over a
standard probability space, equipped with action-like cocycles ρG : G Ñ G and ρH : G Ñ

H, and every measured subgroupoid V Ď G, the pair pV, ρGq is of vertex type if and only
if pV, ρHq is of vertex type.

Remark 5.2. Note that the Vertex Recognition Property for the class C implies that
for every G P C, every automorphism φ of G sends every vertex group to a conjugate of
a vertex group: indeed, this is proved by taking G “ H, G “ G, ρG “ id and ρH “ φ.
In fact our notion is a groupoid-theoretic extension of this algebraic property.

The Vertex Recognition Property holds in the context of interest to us.

Proposition 5.3. The class of all graph products of countably infinite groups over finite
simple graphs not reduced to one vertex, which are transvection-free and have no partial
conjugation, has the Vertex Recognition Property.

The proof of Proposition 5.3 is postponed to Sections 7 (where it is proved in the
irreducible case) and 8 (where it is proved in the reducible case). In the present section,
we explain how we derive our classification theorem (Theorem 1.2) from the Vertex
Recognition Property. In other words, we carry out the second point from the strategy
of the proof described at the beginning of Part II of the present work.

With the language and notations from Section 4.4 (Kida’s blueprint), we will let CG

be the set of all conjugates of vertex groups of G, and let IG “ Γe
G be the extension

graph of G, a graph acted upon by G whose vertex set is precisely CG. In this language,
a subgroupoid of vertex type is exactly a subgroupoid which is stably CG. The first step
in our proof of Theorem 1.2, carried in Section 5.2, consists in showing that pIG, IHq

is an ME-witness for G,H (see page 47 for the definition). This requires showing that
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adjacency in the extension graph is visible at the groupoid level. The second step,
carried in Section 5.3, is where we depart from Kida’s strategy for measure equivalence
classification: we will use the right-angled buildings of the graph products as a tool for
keeping track of volumes and passing from measure equivalence to orbit equivalence.

5.2 Factoring the self-coupling

The purpose of this section is to apply Kida’s blueprint (Section 4.4). The first step is to
obtain a characterization of adjacency in the extension graph Γe

G (i.e. commutation) in
terms of measured groupoids. More precisely, given two groupoids we are able to recog-
nize when their image by a cocycle will give adjacent parabolic subgroups independently
from the cocycle.

Lemma 5.4. Let G be a graph product of countably infinite groups over a finite simple
graph. Let G be a measured groupoid over a standard probability space X, and let
ρ : G Ñ G be an action-like cocycle. Let P,Q be two parabolic subgroups that are
conjugate to vertex groups. Let P “ ρ´1pP q and Q “ ρ´1pQq. The following assertions
are equivalent.

1. The groups P and Q are distinct and commute.
2. The groupoid Q normalizes P and is different from P.
3. There exists a positive measure Borel subset U Ď X such that Q|U normalizes P|U ,

and Q|U ‰ P|U .

Proof. The assertion 1 ñ 2 follows from Example 4.6, page 41 (for the fact that Q
normalizes P), and from Lemma 4.14, page 43 (for the fact that Q ‰ P). The assertion
2 ñ 3 is clear. For 3 ñ 1, notice first that pQ, ρq is tightly Q-supported (Lemma 4.15),
and therefore pQ|U , ρq is tightly Q-supported. As Q|U normalizes P|U , Lemma 4.17
implies that (up to restricting to a conull Borel subset) Q|U Ď ρ´1pP ˆ PKq|U . It thus
follows that Q Ď P ˆ PK. As Q is conjugate to a vertex group, this implies that Q is
either equal to P or commutes with P . The fact that Q|U ‰ P|U implies that P ‰ Q,
using Lemma 4.14.

For the following lemma, we recall that IsompΓe
G,Γ

e
Hq is equipped with the topology of

pointwise convergence, and with the action of GˆH given by pre- and post-composition.

Lemma 5.5. Let C be a class of graph products that satisfies the Vertex Recognition
Property. Let G,H P C.

For every measure equivalence coupling Ω between G and H, there exists a pGˆHq-
equivariant Borel map Ω Ñ IsompΓe

G,Γ
e
Hq. (In particular, if G and H are measure

equivalent, then Γe
G and Γe

H are isomorphic.)

Proof. Let CG be the set of conjugates of vertex groups of G, and let IG “ Γe
G be the

extension graph of G. Define CH and IH in the same way. The Vertex Recognition
Property, together with the recognition of adjacency given by Lemma 5.4, ensure that
pIG, IHq is an ME-witness for G,H (see Definition 4.22). The conclusion thus follows
from Proposition 4.24.
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In the sequel, it will be useful to have a version of the above lemma at the level of the
right-angled buildings of the graph products (see Section 2.3 for definitions). Similarly
to IsompΓe

G,Γ
e
Hq, we will always equip IsompDG,DHq with the compact-open topology,

and with the action of GˆH by pre- and post-composition.

Corollary 5.6. Let C be a class of graph products that satisfies the Vertex Recognition
Property. Let G,H P C.

For every measure equivalence coupling Ω between G and H, there exists a pGˆHq-
equivariant Borel map Ω Ñ IsompDG,DHq.

Proof. This is a consequence of Lemma 5.5, and the existence of a pG ˆ Hq-equivariant
Borel map IsompΓe

G,Γ
e
Hq Ñ IsompDG,DHq (Proposition 2.15).

We now deduce another consequence of Lemma 5.4. We mention that this will not be
used to prove Theorem 1.2, but will allow us to obtain classification results beyond the
case covered by the latter theorem (see for example Section 10) as well as quantitative
statements (see Section 12).

Corollary 5.7. Let C be a class of graph products that satisfies the Vertex Recognition
Property. Let G,H P C defined over ΓG and ΓH respectively.

If G and H are measure equivalent, then there exists a graph homomorphism σ :

ΓG Ñ ΓH such that for all v P V ΓG, the group Gv is measure equivalent to Hσpvq.

The proof uses the Vertex Recognition Property to define the wanted map σ, and
Lemma 5.4 to show that the latter is a graph homomorphism.

Proof. Let Ω be a measure equivalence coupling between G and H. As in Examples 4.2
and 4.3, let X Ď Ω be a Borel subset of finite positive measure, and G be a measured
groupoid over X, coming with action-like cocycles ρG : G Ñ G and ρH : G Ñ H.

• Let us first show that there exists a Borel subset U Ď X of positive measure such
that for all v P V ΓG there exist hv P H and σpvq P V ΓH such that

ρ´1
G pGvq

|U “ ρ´1
H

`

hvHσpvqh
´1
v

˘

|U
.

Since C has the Vertex Recognition Property, for all v P V ΓG there exist a count-
able Borel partition X˚pvq “ \iPIpvqXipvq of a conull Borel subset X˚pvq Ď X

(depending a priori on v), and for every i P Ipvq, a parabolic subgroup Pipvq Ď H

that is conjugate to a vertex group, such that

ρ´1
G pGvq

|Xipvq
“ ρ´1

H pPipvqq|Xipvq . (5.1)

Since V ΓG is finite, up to taking the common refinement of all the partitions
pXipvqqi and the intersection of all the subsets X˚pvq, we can obtain a countable
Borel partition X˚ “ \iPIXi of a conull Borel subset X˚ such that eq. (5.1) is
verified and that does not depend on v. Remark that since X˚ has full measure,
there thus exists i P I such that µpXiq ą 0. For such an i P I, for all v P V ΓG there
exist (by eq. (5.1)) an element hv P H and σpvq P V ΓH such that

ρ´1
G pGvq

|Xi
“ ρ´1

H

`

hvHσpvqh
´1
v

˘

|Xi
. (5.2)
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Taking U “ Xi thus leads to the wanted assertion.
• The above eq. (5.1) moreover implies that Gv and hvHσpvqh

´1
v are measure equiv-

alent for all v P V ΓG in view of Lemma 3.3, page 35 and Remark 4.4, page 40. We
can thus define a measure equivalence between Gv and Hσpvq for all v P V ΓG.

• Let us now prove that σ is a graph homomorphism.
If v, w P V ΓG are adjacent in ΓG, then Gv and Gw are distinct and commute and
therefore by Lemma 5.4 and eq. (5.2), hvHσpvqh

´1
v and hwHσpwqh

´1
w are also distinct

and commute. In particular Lemma 2.8, page 22 implies that σpvq and σpwq are
adjacent in ΓG. Hence σ is a graph homomorphism.

Remark 5.8. The class of groups covered by Corollary 5.7 is larger than those covered
by our main theorem (Theorem 1.2): indeed, it applies to all (direct products of) graph
products of countably infinite groups over transvection-free strongly reduced3 graphs (not
reduced to a vertex), without the necessity to require that the graphs have no partial
conjugation (see Proposition 8.1, page 90).

However, the conclusion is weaker in two ways. First, the homomorphism σ need
not be an isomorphism. Second, we only get a measure equivalence between the vertex
groups, not an orbit equivalence.

In fact, the conclusion of Corollary 5.7 cannot be strengthened (even if we had as-
sumed G and H to be orbit equivalent to start with). Here is an example, illustrated in
Figure 9. The groups G1 and G2 are two index 2 subgroups of G. Indeed G1 is isomorphic
to the kernel of the homomorphism G Ñ Z{2Z, sending the first generator a of Gv » F2

to 1 and the second generator b to 0, and sending all other vertex groups to t0u. And
G2 is isomorphic to the kernel of the homomorphism G Ñ Z{2Z sending the generator
of Gw » Z to 1, and sending all other vertex groups to t0u. That G1 and G2 are indeed
as described can be checked, for instance, by using the Reidemeister–Schreier method to
obtain a presentation of a finite-index subgroup of G, see e.g. [LS77, Proposition II.4.1].

As a consequence of the second point of Lemma 3.2, page 33, being subgroups of the
same finite index in G, the groups G1 and G2 are orbit equivalent. And they satisfy the
conclusion of Corollary 5.7, however the homomorphism σ that appear cannot be taken
to be an isomorphism, and the vertex groups F2 and F3 are measure equivalent, but not
orbit equivalent [Gab00].

In Example 10.2, we will further illustrate Corollary 5.7 by obtaining new examples
of right-angled Artin groups that can be distinguished in measure equivalence.

5.3 Proof of the measure equivalence classification theorem

We now turn to the proof of Theorem 1.2 and start with the following statement.

Proposition 5.9. Let G and H be graph products of countably infinite vertex groups
over finite simple graphs with no transvection and no partial conjugation, not reduced
to one vertex.

Then every measure equivalence coupling Ω between G and H is an orbit equivalence
coupling between G and H, i.e. G and H have a common fundamental domain on Ω.

3see Definition 6.1, page 62.

56



F2 = Gv

Z
Gw = Z

Z
Z

G

Z

Z

F3

Z

ZZ

Z

G1

Z

Z

Z

Z

F2F2

Z

G2

Figure 9: Groups from Remark 5.8

Proof. First note that by Proposition 5.3, the groups G and H belong to a same class C

that verifies the Vertex Recognition Property.
By Corollary 5.6, there exists a pGˆHq-equivariant Borel map Ω Ñ IsompDG,DHq.
Recall from Corollary 2.14 that every isomorphism from DG to DH sends rank 0

vertices to rank 0 vertices. Additionally the respective actions of G and H on rank 0

vertices of DG and DH are transitive. Therefore, identifying the neutral elements eG and
eH with the associated rank 0 vertices of DG and DH , we deduce that

Y :“ tf P IsompDG,DHq : fpeGq “ eHu

is a fundamental domain for both the G- and the H-actions on IsompDG,DHq. Hence,
by equivariance of Θ, the set X :“ Θ´1pY q is a common Borel fundamental domain for
the actions of G and H on Ω. This shows that Ω is an orbit equivalence coupling.

We now prove the following statement which shows the implication 1 ñ 3 of our main
theorem.

Proposition 5.10. Let G,H be graph products of countably infinite vertex groups over
finite simple graphs ΓG,ΓH with no transvection and no partial conjugation, not reduced
to one vertex. Let pΩ,mq be a measure equivalence coupling between G and H.

Then there exists a graph isomorphism σ : ΓG Ñ ΓH such that for every v P V ΓG,
there exists a pGv ˆHσpvqq-invariant Borel subset Ωv Ď Ω, which is an orbit equivalence
coupling between Gv and Hσpvq.

Remark 5.11. We will see that the coupling we construct satisfies mpgΩv XΩvq “ 0 for
every g P pGzGvq Y pHzHσpvqq. In particular, every Borel fundamental domain for the
Gv-action (resp. Hσpvq-action) on Ωv is contained in a Borel fundamental domain for the
G-action (resp. H-action) on Ω.

Proof. Let Ω be a measure equivalence coupling between G and H. Proposition 5.9
implies that Ω is in fact an orbit equivalence coupling. As G and H are measure equiv-
alent, the extension graphs Γe

G and Γe
H are isomorphic (Lemma 5.5). As the graphs ΓG

and ΓH are transvection-free and have no partial conjugations, it follows from [Hua17,
Corollary 4.16 and Lemma 4.17] that ΓG and ΓH are isomorphic – so IsompΓG,ΓHq is
non-empty.
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As in the previous proof, we identify the neutral elements eG, eH with rank 0 vertices
of DG,DH , and recall that the set

Y :“ tf P IsompDG,DHq : fpeGq “ eHu

is a fundamental domain for both the G- and the H-action on IsompDG,DHq. We also
identify every vertex v P V ΓG (resp. w P V ΓH) with the rank 1 vertex of DG (resp.
DH) corresponding to the coset Gv (resp. Hw). Now, for all σ P IsompΓG,ΓHq and all
v P V ΓG let

Y v
σ :“ tf P IsompDG,DHq : fpvq “ σpvq, fpeGq “ eHu ,

Isomv ÞÑσpvqpDG,DHq :“ tf P IsompDG,DHq : fpvq “ σpvqu ,

Ωv
σ :“ Θ´1

`

Isomv ÞÑσpvqpDG,DHq
˘

,

Xv
σ :“ Θ´1pY v

σ q.

We claim that there exists σ0 P IsompΓG,ΓHq such that for all v P V ΓG, one has
mpXv

σ0
q ą 0. Indeed, for σ P IsompΓG,ΓHq, let

Yσ :“ tf P IsompDG,DHq : fpvq “ σpvq, @v P V ΓGu .

Observe that Y “ \σYσ. Indeed, we have \σYσ Ď Y because eG (resp. eH) is the unique
rank 0 vertex adjacent to all rank 1 vertices corresponding to cosets of the form Gv

(resp. Hw). For the reverse inclusion, notice that any isomorphism f P IsompDG,DHq

induces a bijection σ from the set of rank 1 vertices adjacent to eG, to the set of rank 1

vertices adjacent to fpeGq. Now if f belongs to Y , namely fpeGq “ eH , we view σ as a
bijection from V ΓG to V ΓH . Observe that this bijection preserves adjacency and non-
adjacency: this follows from the fact that f preserves ranks of vertices (Corollary 2.14),
after observing that two rank one vertices v1, v2 correspond to adjacent vertices of ΓG

if and only if they are adjacent to a common rank 2 vertex in DG. This proves that
Y “ \σYσ.

Since Y is a fundamental domain for the G- and H-actions on IsompDG,DHq and Θ

is equivariant, the Borel set Θ´1pY q is a fundamental domain for the G- and H-actions
on Ω. Therefore, there exists σ0 P IsompΓG,ΓHq such that m

`

Θ´1pYσ0q
˘

ą 0. Noting
that for all v P V ΓG we have Yσ0 Ă Y v

σ0
, we obtain that m

`

Xv
σ0

˘

ą 0 for all v P V ΓG,
which proves our claim.

Notice that for every v P V ΓG, the set Ωv
σ0

is invariant under Gv ˆ Hσ0pvq. Let us
now prove that Xv

σ0
is a common fundamental domain for the actions of Gv and Hσ0pvq

on Ωv :“ Ωv
σ0

. By equivariance of Θ, it is enough to verify that Y v
σ0

is a fundamental
domain for both actions on Isomv ÞÑσ0pvqpDG,DHq. First, since the action of H on the
set of rank 0 vertices of DH is free, the Hσ0pvq-translates of Y v

σ0
are pairwise disjoint (the

translate of Y v
σ0

by an element h consists of isomorphisms f P IsompDG,DHq sending
eG to h). And likewise for their Gv-translates. Second, pick f P Isomv ÞÑσ0pvqpDG,DHq,
then fpvq “ σ0pvq. Since eG and v are adjacent (as vertices of DG), so are fpeGq and
fpvq “ σ0pvq. Therefore fpeGq being of rank 0, it corresponds to an element – denoted
by h – of Hσ0pvq (see Figure 10, page 59). Hence h´1 ¨ f belongs to Y v

σ0
and Y v

σ0
is thus a

58



e

v
σ0(v)

Centers of copies of ΓH
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Figure 10: Illustration of the end of the proof of Proposition 5.10 for ΓG and ΓH pentagons

fundamental domain for the action of Hσ0pvq. Similarly, for the Gv-action, since eH and
σ0pvq are adjacent so are f´1peHq and f´1pσ0pvqq “ v. Therefore f´1peHq is an element
of Gv (see again Figure 10) and as above, we get that Y v

σ0
is a fundamental domain for

the Gv-action.
Thus, for all v P V ΓG, the subspace Ωv is an orbit equivalence coupling between Gv

and Hσ0pvq (and by construction it also satisfies the requirement from Remark 5.11).

We can finally complete the proof of our main measure equivalence classification
theorem.

Proof of Theorem 1.2. The implication 2 ñ 1 is immediate and 3 ñ 2 comes from
[HH22a, Proposition 4.2]. Finally 1 ñ 3 is the contents of Proposition 5.10.

5.4 Applications: Commensurability and von Neumann algebras

We now prove Theorem 1.6 regarding the commensurability classification. We also give
applications to fundamental groups and von Neumann algebras.

5.4.1 Application to commensurability

By restricting to discrete measure equivalence couplings (i.e. Ω is countable), we complete
our proof of the commensurability classification theorem that we recall below.

Theorem 1.6. Let ΓG,ΓH be two finite simple graphs, not reduced to one vertex, with
no transvection and no partial conjugation. Let G,H be graph products of countably
infinite groups over ΓG,ΓH , respectively. Then the following assertions are equivalent.

1. The groups G and H are commensurable.
2. The groups G and H are strongly commensurable.
3. There exists a graph isomorphism σ : ΓG Ñ ΓH such that for every v P V ΓG, the

groups Gv and Hσpvq are strongly commensurable.

Proof. The implication 2 ñ 1 is obvious, and the implication 3 ñ 2 was proved by
Januszkiewicz–Świa̧tkowski [JS01, Theorem 1]. For 1 ñ 3, since G and H are com-
mensurable, there exists a discrete measure equivalence coupling Ω between G and H

(Lemma 3.2). Proposition 5.10 thus yields a graph isomorphism σ : ΓG Ñ ΓH such
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that for every v P V ΓG, there exists a pGv ˆ Hσpvqq-invariant subset Ωv Ď Ω which is
a (discrete) orbit equivalence coupling between Gv and Hσpvq, i.e. Gv and Hσpvq have a
common (finite) fundamental domain. This exactly says that Gv and Hσpvq are strongly
commensurable in view of Lemma 3.2.

Remark 5.12. Similarly as in Corollary 5.7 we can also show that if G and H are
commensurable and belong to a same class of graph products having the Vertex Recog-
nition Property, then there exists a graph homomorphism σ : ΓG Ñ ΓH such that Gv is
commensurable to Hσpvq for all v P V ΓG.

Remark 5.13. By restricting to countable couplings Ω on which the actions of G and H
are free and transitive, we can derive that the same conclusion as in Theorem 1.6 holds af-
ter replacing “commensurable” and “strongly commensurable” by “isomorphic”. However,
for isomorphisms, the statement can be made more general, in particular vertex groups
do not need to be assumed countably infinite, and we can consider more general classes
of graphs ΓG,ΓH . For this reason, we postpone the proof of the analogous isomorphic
classification theorem to the appendix of this work (Corollary A.2).

Remark 5.14. Another algebraic consequence of Proposition 5.9 is the following. Let G
be a graph product with countably infinite vertex groups over a finite simple graph with
no transvection and no partial conjugation (and not reduced to one vertex). Then any
two isomorphic finite-index subgroups of G have the same index. Indeed, if G1 and G2

are two isomorphic finite-index subgroups, then for every i P t1, 2u, the coupling between
G and Gi by left-right multiplication has coupling index rG : Gis. By composition of
couplings, one can construct a self measure equivalence coupling of G whose coupling
index equals rG : G2s{rG : G1s, see e.g. Item c on page 300 of [Fur11]. Proposition 5.9
therefore implies that rG : G1s “ rG : G2s.

This phenomenon (any two isomorphic finite index subgroups have the same index)
was called finite index rigidity by Lazarovich, who established it for all non-elementary
hyperbolic groups [Laz23]. Finite index rigidity also occurs for all groups having at least
one positive ℓ2-Betti number, since these are multiplicative with the index. In the case
of graph products, ℓ2-Betti numbers were computed by Davis–Okun [DO12], so in many
cases the statement was known (though our work does cover new cases).

5.4.2 Fundamental groups and von Neumann algebras

Recall that to every free, ergodic, probability measure-preserving action G ñ X of a
countable group G on a standard probability space X, one associates a von Neumann
algebra LpG ñ Xq, in fact a II1 factor, via Murray and von Neumann’s group measure
space construction [MvN36].

The fundamental group of an ergodic measured equivalence relation R over a standard
probability space X (resp. a II1 factor M) is the subgroup of R˚

` consisting of all t ą 0

such that the amplification Rt (resp. M t) is isomorphic to R (resp. M). In particular
t ă 1 belongs to the fundamental group of R if for any Borel subset U Ď X of measure t,
the restriction R|U is isomorphic to R (up to rescaling the measure). And if LpRq is the
II1 factor associated to R, then t belongs to the fundamental group of LpRq if for any U
as above, LpR|U q is isomorphic to LpRq.

60



This notion was introduced by Murray and von Neumann in [MvN43] as an invariant
to distinguish between II1 factors, and they proved that the fundamental group of the
hyperfinite II1 factor is R˚

`, but besides this example no computations were available
for an extended period of time. Connes famously proved that the fundamental group
of any II1 factor with Property (T) is countable [Con80]. It is only much later than
the first example of a II1 factor with trivial fundamental group was exhibited by Popa
[Pop06a], solving a long-standing open problem of Kadison, in the framework of his
deformation/rigidity theory.

Theorem 1.2, combined with a Cartan rigidity theorem established for graph products
by Chifan and Kunnawalkam Elayavalli [CKE21, Theorem 1.3] in the framework of Popa’s
deformation/rigidity theory, yields the following corollary.

Corollary 5.15. Let G be a graph product of countably infinite vertex groups over a
finite simple graph Γ with no transvection and no partial conjugation. Let G ñ X be
a free, ergodic, measure-preserving action of G by Borel automorphisms on a standard
probability space X. Let RpG ñ Xq be the associated orbit equivalence relation, and
LpG ñ Xq be the associated von Neumann algebra.

Then RpG ñ Xq and LpG ñ Xq have trivial fundamental groups.

Proof. Let R “ RpG ñ Xq. We first prove that the fundamental group of R is trivial.
So let t ď 1 such that R and Rt are isomorphic. This yields a stable orbit equivalence
with compression constant t between two free, ergodic, measure-preserving actions of
G on standard probability spaces. By [Fur99b, Theorem 3.3], this in turn gives a self
measure equivalence coupling Ω of G such that the ratio of the fundamental domains of
the two actions of G is equal to t. Proposition 5.9 implies that t “ 1 shows that the
fundamental group of RpG ñ Xq is trivial.

We now prove that the fundamental group of LpG ñ Xq “ LpRq is trivial. Let
t ď 1, and assume that LpRqt “ LpRtq is isomorphic to LpRq. Let U Ď X be a Borel
subset of measure t, so that Rt is isomorphic to the restriction of R to U . By [CKE21,
Theorem 1.3], up to unitary conjugacy, L8pXq is the unique Cartan subalgebra of LpRq.
Therefore any isomorphism from LpRq to LpRtq can be unitarily conjugated so as to
send L8pXq to L8pUq. It thus follows from [FM77] that R and Rt are isomorphic, and
by the above t “ 1.

6 Combinatorial and groupoid-theoretic tools

The proof of the Vertex Recognition Property (Proposition 5.3) occupies the next two
sections. This section contains preparatory tools.

6.1 Combinatorial tools

This subsection contains several combinatorial tools that will be crucial in the proof of
the Vertex Recognition Property. First, in Section 6.1.1, we introduce the notion of a
strongly reduced graph, and show that every finite simple graph with no transvection
and no partial conjugation is either strongly reduced or splits non-trivially as a join
(Lemma 6.3 below). This will allow us to decompose the proof of the Vertex Recognition
Property into these two cases, that will be treated separately in Sections 7 and 8 below.
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Second, in Section 6.1.3, we explain how to recognize conjugates of untransvectable
vertex groups inside a graph product, by iteratively taking maximal direct products and
passing to factors. This is the contents of Lemma 6.6 below. This lemma will be a starting
point and a guide in the next two sections: proving the Vertex Recognition Property will
indeed require establishing a groupoid-theoretic version of Lemma 6.6. Before this, in
Section 6.1.2, we provide general definitions and facts regarding products and factors in
graph products.

6.1.1 Strongly reduced graphs

The following combinatorial condition will be crucial in the present work.

Definition 6.1 (Strongly reduced graph). Let Γ be a finite simple graph. An induced
subgraph Λ Ď Γ is collapsible if for any x, y P V Λ, one has lkpxqXpΓzΛq “ lkpyqXpΓzΛq.
We refer to Figure 11, page 62 for an illustration.

A graph Γ is strongly reduced if it does not contain any proper induced subgraph on
at least two vertices which is collapsible.

Note that if Λ Ď Γ is collapsible, then every graph product over Γ is also a graph
product over the graph obtained from Γ by collapsing Λ to a single vertex vΛ, and joining
vΛ by an edge to every vertex in the common link of all vertices of Λ (see the two graphs
Γ and Γ1 of Example 6.2, page 62). Every graph product over a finite simple graph Γ

which is not reduced to one vertex, can therefore be represented as a graph product over
a strongly reduced finite simple graph Γ not reduced to one vertex.

Example 6.2.
• If Γ is a join then we can collapse it to an edge (which is strongly reduced).
• If Γ is disconnected, then we can collapse it to a disjoint union of two vertices

(which is strongly reduced).
• As a more interesting example, the subgraph Λ of Γ represented in Figure 11 is

collapsible. Indeed the set lkpxq X pΓzΛq – represented by the blue vertices in the
leftmost picture – coincide with lkpyq X pΓzΛq. Collapsing Λ into Λ̄ leads to the
graph Γ1 in the middle of Figure 11. The corresponding strongly reduced finite
graph is the pentagon Γ̄ represented on the right most side.

y

Λ

x

lk(x) ∩ (Γ \ Λ)
= lk(y) ∩ (Γ \ Λ)

Γ

Λ̄

Γ′ Γ̄

Figure 11: Collapsible and strongly reduced graphs (Example 6.2)
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Γ

v

Λ (collapsible)

Γ\star(v)

The graph Γ on the left is irreducible but contains a collapsible subgraph Λ (in orange).
Removing the star of the vertex v (drawn in grey on the right most graph) produces a

graph with two different connected components.

Figure 12: Example of an irreducible graph Γ with partial conjugation

Lemma 6.3. Let Γ be a finite simple graph. If Γ is transvection-free and has no partial
conjugation, then either Γ is strongly reduced or Γ is a join.

The idea behind the lemma is the following: if a finite simple graph Γ is irreducible
and contains a collapsible subgraph Λ, then either Λ is a clique and in this case Γ has
transvections, or Λ is not a clique but in this case, there exists v P V Λ such that Γzstarpvq

is disconnected (see also Figure 12).

Proof. Let us assume that Γ is irreducible and show that Γ is strongly reduced. So
assume towards a contradiction that there exists a proper collapsible subgraph Λ Ď Γ

on at least 2 vertices. Let w P V Λ. We observe that Λ ‰ starpwq. Otherwise, as Λ is
collapsible, for every v P V Λ, we would have lkpvq Ď starpwq, and as |V Λ| ě 2 this would
give a transvection in Γ. We can thus choose u P V Λzstarpwq.

Let us show that there exists a vertex u1 P V ΓzV Λ which is not contained in starpwq.
By collapsibility of Λ we have starpwq Ď Λ ˝ ΛK, therefore Λ Y starpwq “ Λ ˝ ΛK. But
since Λ is proper and Γ assumed to be irreducible, then ΛY starpwq is a proper subgraph
of Γ. Whence the existence of u1, as desired.

We claim that starpwq disconnects u from u1, which will contradict the fact that Γ

has no partial conjugation – and thus complete our proof. Indeed, let u “ u1, . . . , uk “ u1

be a path (i.e. any two consecutive vertices ui, ui`1 are adjacent), and let us prove that
one of the vertices along this path is contained in starpwq. Let i P t1, . . . , k ´ 1u be such
that ui P V Λ and ui`1 R V Λ. Then ui`1 is in lkpuiq, so by collapsibility it is also in
lkpwq, as desired. Hence starpwq disconnects u from u1.

In the sequel, we will use Lemma 6.3 in the form of the following corollary.
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Corollary 6.4. Let Γ be a finite simple graph with no transvection and no partial
conjugation, not reduced to a vertex.

Then Γ splits as Γ “ Γ1 ˝ ¨ ¨ ¨ ˝ Γk (possibly with k “ 1), in such a way that every Γj

is strongly reduced, transvection-free, and not reduced to a vertex.

Proof. Write Γ “ Γ0 ˝ Γ1 ˝ ¨ ¨ ¨ ˝ Γk, where Γ0 is the clique factor of Γ, and each Γj with
j ě 1 has at least two vertices and does not split non-trivially as a join.

Since Γ is transvection-free and not reduced to a vertex, one has Γ0 “ H.
In view of Remark 2.1, for every j P t1, . . . , ku, the graph Γj is transvection-free and

has no partial conjugation. Therefore Lemma 6.3 shows that Γj is strongly reduced,
which completes our proof.

6.1.2 Products and factors

Let G be a graph product of countably infinite vertex groups over a finite simple graph.
A product parabolic subgroup P Ď G is a parabolic subgroup which splits as a direct
product of two non-trivial parabolic subgroups. We say that P is a maximal product
parabolic subgroup if it is maximal for inclusion (among product parabolic subgroups).
We say that P is of isolated clique type if Γ has a connected component C which is a
clique, and P is conjugate to GC .

Lemma 6.5. Let G be a graph product with countably infinite vertex groups over a finite
simple graph Γ. Let P be a maximal product parabolic subgroup, and write P “ P1ˆP2,
where P1 and P2 are non-trivial parabolic subgroups.

Then either P is of isolated clique type, or else P1 or P2 contains a non-abelian free
subgroup.

Proof. We first assume that the type Λ of P is not a clique. We can assume without
loss of generality that the type Λ1 of P1 contains two non-adjacent vertices v, w. Being
infinite, the groups Gv and Gw both contain either an infinite order element, or else a
finite subgroup of order at least 3. The free product Gv ˚ Gw (which has a conjugate
contained in P1) therefore contains a non-abelian free subgroup.

We now assume that the type Λ of P is a clique, and aim to prove that it is isolated.
Otherwise, Λ is a proper subgraph of a connected component of Γ. We can therefore
find v P V Λ such that there exists a vertex v1 P lkpvqzV Λ. Then Gv ˆ GK

v splits as a
product of infinite parabolic subgroups and contains P properly. This contradicts that
P is a maximal product parabolic subgroup.

Given a finite simple graph Γ, and an induced subgraph Λ Ď Γ, we define the clique
factor of Λ as the subgraph spanned by all vertices that are joined by an edge to every
other vertex of Λ. If G is a graph product over Γ, and if P “ gGΛg

´1, we define the
clique factor of P as the parabolic subgroup gGΛ0g

´1, where Λ0 is the clique factor of Λ.
Let P be a parabolic subgroup, and write P “ C0 ˆ F1 ˆ ¨ ¨ ¨ ˆ Fn, where C0 is the

clique factor of P , and no Fj splits as a direct product. We say that a subgroup F Ď Q

is a factor if it is equal to C0 or to one of the subgroups Fj of the above decomposition.
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6.1.3 Recognizing untransvectable vertices

Recall that given a finite simple graph Γ, a vertex v P V Γ is untransvectable if there does
not exist any vertex w P V Γ distinct from v such that lkpvq Ď starpwq. The goal of this
section is to give a combinatorial/algebraic characterization of untransvectable vertices,
which will be our starting point for proving the Vertex Recognition Property in later
sections.

Lemma 6.6. Let Γ be a finite simple graph, and let G be a graph product over Γ. A
vertex v P V Γ is untransvectable if and only if there exists a chain of parabolic subgroups

G “ F0 Ě P1 Ě F1 Ě ¨ ¨ ¨ Ě Pn Ě Fn “ Gv

such that
1. for every j P t1, . . . , nu, Pj is a maximal product parabolic subgroup of Fj´1 and

not of isolated clique type;
2. for every j P t1, . . . , n ´ 1u, the clique factor of Pj is trivial, and Fj is a factor of
Pj , and

3. Fn is the clique factor of Pn.

At first sight, it might not seem intuitive why the conditions given in the lemma
characterize untransvectable vertices and their conjugates. One useful observation is
that if there exist two vertices v, w P V Γ such that lkpvq Ď starpwq, then any maximal
product containing v will also contain w (so our process cannot pinpoint a transvectable
vertex). Before reading the proof, the reader is invited to work out the conditions on an
example, see Example 6.7 below.

Proof. We first assume that v is untransvectable, and construct parabolic subgroups
Pj , Fj as in the statement.

Starting from F0 “ G, our goal is to define inductively two finite sequences of
parabolic subgroups pPjqj “ pGΛj qj and pFjqj “ pGΥj qj , such that if we have defined Pj

and Fj for some j P N then
1. Either Fj “ Gv and we stop.
2. Or else

(a) We can choose Pj`1 a maximal product parabolic subgroup of Fj containing
Gstarpvq X Fj which is not of isolated clique type;

(b) And either Gv is the clique factor of Pj`1 or Pj`1 has trivial clique factor;
(c) And we denote by Fj`1 the factor of Pj`1 containing Gv;
(d) Either Fj`1 “ Gv, or v is untransvectable in Υj`1 and in particular it is not

contained in an isolated clique of Υj`1.
The process has to stop eventually as we are constructing a chain of proper inclusions of
parabolic subgroups (except perhaps F0 “ P1 if F0 splits as a product).

So let j P N and assume that we have defined Fj verifying that v is untransvectable
in Υj . If Fj “ Gv, we stop.

Now assume that Fj ‰ Gv. In particular v is not isolated in Fj , so we can choose a
maximal product parabolic subgroup Pj`1 of Fj that contains Gstarpvq XFj . Without loss
of generality, we will assume that Pj`1 “ GΛj`1 for some induced subgraph Λj`1 Ď Υj .
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Being an untransvectable vertex of Υj , the vertex v cannot be contained in an isolated
clique of Υj , so Pj`1 is not of isolated clique type. Using again that v is untransvectable,
we get that either Pj`1 “ Gstarpvq and Gv is the clique factor of Pj`1 (in which case
we define Fj`1 “ Gv), or else Pj`1 has trivial clique factor. We assume that the latter
holds, and let Fj`1 be the factor of Pj`1 that contains Gv.

Let Υj`1 Ď Λj`1 be the induced subgraph such that Fj`1 “ GΥj`1 . Let ΥK
j`1 be the

orthogonal of Υj`1 inside Λj`1. We are left with showing that v is an untransvectable
vertex of Υj`1. So let w P VΥj`1 be such that lkΥj`1pvq Ď starΥj`1pwq. We aim to
prove that lkΥj pvq Ď starΥj pwq which will imply w “ v. As Gstarpvq X Fj Ď Pj`1, we
have

starΥj pvq :“ starpvq X Υj Ď Λj`1.

Since Λj`1 Ď Υj we thus have starΛj`1pvq “ starΥj pvq. Therefore, using that Pj`1 is a
product, we have

lkΥj pvq “ lkΛj`1pvq “ lkΥj`1pvq ˝ ΥK
j`1.

We deduce that
lkΥj pvq Ď starΥj`1pwq ˝ ΥK

j`1 Ď starΥj pwq.

As v is untransvectable when viewed as a vertex of Υj , it follows that w “ v, as desired.
This finishes our inductive construction, and completes the proof of one implication

of the lemma.

Conversely, let us assume that there exist two sequences of parabolic subgroups pFjqj

and pPjqj as in the statement. Up to a global conjugation, we can assume that all Fj

and Pj are of the form GΥj , GΛj for some induced subgraphs Υj ,Λj Ď Γ.
Let w P V Γ be such that lkpvq Ď starpwq. We aim to prove that w “ v.
We first prove inductively that w P VΥj and w P V Λj`1 for every j P t0, . . . , n´ 1u,

as follows.
• First, w P VΥ0 “ V Γ.
• Assuming that w P VΥj , we prove that w P V Λj`1. Indeed, assume towards a

contradiction that w R V Λj`1. Write

Λj`1 “ Λ1
j`1 ˝ ¨ ¨ ¨ ˝ Λk

j`1

as a maximal join, with v P V Λ1
j`1 (namely, Λ1

j`1 “ Υj`1). Since lkpvq Ď starpwq,
we have

Λ2
j`1 ˝ ¨ ¨ ¨ ˝ Λk

j`1 Ď starpwq.

So let xΛ1
j`1, wy be the subgraph of Υj induced by Λ1

j`1 and w. Then

xΛ1
j`1, wy ˝ Λ2

j`1 ˝ ¨ ¨ ¨ ˝ Λk
j`1

is again a join, which properly contains Pj`1. This contradicts the maximality
of Pj`1.

• Assuming that w P V Λj`1 with j P t0, . . . , n ´ 2u, we prove that w P VΥj`1.
Indeed, write Λj`1 “ Λ1

j`1˝¨ ¨ ¨˝Λk
j`1 as a maximal join, with v P V Λ1

j`1 “ VΥj`1.
By contradiction, if w P V Λi

j`1 with i ě 2, then using that lkpvq Ď starpwq, we see
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that Λi
j`1 Ď starpwq, and therefore Λj`1 Ď starpwq. This contradicts the fact that

Pj`1 has trivial clique factor.
In particular we have proved that w P V Λn. The same argument as in the last point

shows that w belongs to the clique factor of Pn. Since the clique factor of Pn is Gv we
thus obtain that w “ v.

Figure 13: Graph for Example 6.7

Example 6.7. This example illustrates the statement of Lemma 6.6.
Consider Γ to be the graph in Figure 13 and G a graph product over Γ. The only

untransvectable vertex in Γ is the one drawn in dark orange on the leftmost part of the
graph. Let us describe the possible chains of parabolic subgroups in G verifying the
conditions of Lemma 6.6.

Up to conjugation, there are exactly two maximal product parabolic subgroups in G,
so there are a priori two possible choices for P1.

• If P1 is taken to be a maximal product with type encompassed by the brown dots,
then P1 has a clique factor F1 equal to a conjugate of a vertex group. This vertex
group corresponds to the dark orange vertex, which is untransvectable. Hence here
taking F1 “ Fn gives the wanted sequence.

• On the other hand, if P1 is taken to be the maximal product of G with type
encompassed by the orange dashes, then P1 can be decomposed as P1 “ F1 ˆ F 1

1

where F1 is the factor whose type is induced by the three blue vertices and F 1
1 has

type induced by the two (dark and light) orange vertices. Then P1 has trivial clique
factor and neither F1 nor F 1

1 contains a product parabolic subgroup. In particular,
we can not find a maximal product P2 in any of the factors of P1 verifying point 1
of Lemma 6.6.

Hence, up to conjugation, the only possible sequence of parabolic subgroups verifying
the conditions of Lemma 6.6 is G “ F0 Ě P1 Ě F1 “ Fn, where P1 is a maximal product
parabolic subgroup as in the first point.

6.2 Groupoid-theoretic tools

We now establish a few statements regarding how to exploit the amenability of a groupoid
A equipped with a cocycle ρ towards a graph product, and in particular get information
on the normalizer of A. The arguments developed in this section are largely inspired by
work of Adams [Ada94] regarding the indecomposability of equivalence relations gener-
ated by probability measure-preserving actions of Gromov hyperbolic groups. Adams’s
strategy was later developed by Kida in the context of mapping class groups [Kid08a] and
has already found many applications towards measure equivalence classification/rigidity
results in many contexts.
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In Section 6.2.1, we introduce the notion of elementarity of pA, ρq, an analogue for
groupoids to the elementarity of a group action on a tree (i.e. having a fixed point or a
finite orbit at infinity). See e.g. [HH22b, Section 5.2] for a similar treatment in a slightly
different context. This notion will only be used in Section 8.

Section 6.2.2 contains a lemma in a similar spirit, that will only be used in the
proof of Lemma 7.4, and is inspired from the case of right-angled Artin groups [HH22a,
Lemma 3.10].

6.2.1 Elementary groupoids with a cocycle towards a graph product

Let Γ be a finite simple graph. For every v P V Γ, let Tv be the Bass–Serre tree of the
splitting of G as G “ Gstarpvq ˚Glkpvq

GΓztvu, as in Section 2.2.2. We equip B8Tv Y V pTvq

with the observers’ topology, for which connected components of complements of points
in Tv form a subbasis of open sets. For this topology B8Tv Y V pTvq is compact and
metrizable, and B8Tv and V pTvq are Borel subsets. The induced topology on B8Tv is
nothing but the visual topology.

Given a standard Borel space Z, we denote by Pă8pZq the set of all non-empty finite
subsets of Z, equipped with its natural Borel structure. We denote by Pď2pZq the set of
all non-empty subsets of Z of cardinality at most 2.

We also recall from page 29 that pB8Tvqreg is the set of elements in B8Tv having
trivial elliptic stabilizer. We also refer to Definition 4.18, page 44 for the definition of
properly PG-supported pairs.

Definition 6.8 ((Boundary) G-elementary). Let G be a graph product of countably
infinite groups over a finite simple graph Γ, and let G be a measured groupoid over a
standard probability space, equipped with a strict cocycle ρ : G Ñ G.

We say that pG, ρq is boundary G-elementary if for every v P V Γ, there exists a stably
pG, ρq-equivariant Borel map X Ñ Pď2ppB8Tvqregq.

We say that pG, ρq is G-elementary if there exists a Borel partition X “ X1 \ X2

such that pG|X1
, ρq is properly PG-supported, and pG|X2

, ρq is boundary G-elementary.

Remark 6.9. When pG, ρq is G-elementary, there exists a Borel partition X “ X 1
1 \X 1

2

such that pG|X 1
1
, ρq is properly PG-supported and pG|X 1

2
, ρq is tightly G-supported and

boundary G-elementary.

Here is a basic example of a non-elementary pair pG, ρq.

Lemma 6.10. Let G be a graph product of countably infinite groups over a finite simple
graph Γ which is not a clique. Let G be a measured groupoid over a standard probability
space, and let ρ : G Ñ G be an action-like cocycle.

Then pG, ρq is not G-elementary.

Proof. By Lemma 4.15, page 43, pρ´1pGq, ρq is tightly G-supported, thus since G “

ρ´1pGq we obtain that for every positive measure Borel subset U Ď X, the pair pG|U , ρq

is tightly G-supported. It is therefore enough to prove that pG, ρq is not boundary G-
elementary. So assume towards a contradiction that for every v P V Γ, there exists a stably
pG, ρq-equivariant Borel map X Ñ Pď2ppB8Tvqregq. By Lemma 2.20, page 29, the G-
action on pB8Tvqreg is Borel amenable, and therefore so is theG-action on Pď2ppB8Tvqregq.
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As ρ has trivial kernel, it follows from [GH21b, Proposition 3.38] (recasting [Kid08a,
Proposition 4.33]) that ρ´1pGq is amenable. Since Γ is not a clique, G is not amenable,
and we obtain a contradiction to the fact that ρ is action-like (third point of Definition 4.9,
page 42).

In contrast, Lemma 6.11 and Remark 6.12 below will show that any amenable groupoid
is G-elementary, with respect to any cocycle.

Recall that whenever K is a compact metrizable space, we equip ProbpKq with the
weak-˚ topology, coming from the duality with the space of continuous real-valued func-
tions onK given by the Riesz-Markov-Kakutani theorem. The reader is refered to [Kec95,
Chapter 17] for a detailed analysis of the induced Borel structure on ProbpKq, which will
justify the measurability of all maps appearing in the proof of the following lemma.

Lemma 6.11. Let G be a graph product of countably infinite groups over a finite
irreducible simple graph Γ not reduced to a vertex. Let G be a measured groupoid over
a standard probability space X, and let ρ : G Ñ G be a cocycle.

If for all v P V Γ there exists a pG, ρq-equivariant Borel map X Ñ ProbpV pTvqYB8Tvq,
then pG, ρq is G-elementary.

Remark 6.12. In view of Proposition 4.8, page 41 the assumption of the lemma regard-
ing the existence of a pG, ρq-equivariant Borel map X Ñ ProbpV pTvq Y B8Tvq is satisfied
whenever G is amenable.

Proof. Let X1 Ď X be a Borel subset of maximal measure such that pG|X1
, ρq is properly

PG-supported. Let X2 “ XzX1. Then pG|X2
, ρq is tightly G-supported. We will prove

that pG|X2
, ρq is boundary G-elementary. Let v P V Γ.

Step 1 Let us prove that for all positive measure Borel subsets U Ď X2, there does not
exist any pG|U , ρq-equivariant Borel map U Ñ ProbpV pTvqq.

Assume towards a contradiction that there exist a positive measure Borel subset U Ď

X2, and a pG|U , ρq-equivariant Borel map U Ñ ProbpV pTvqq. We first build a pG|U , ρq-
equivariant Borel map from U to V pTvq, the construction is summed up in Figure 14.

As V pTvq is countable, there exists a G-equivariant Borel map ProbpV pTvqq Ñ

Pă8pV pTvqq, sending a probability measure µ to the nonempty finite set consisting of
all vertices with maximal µ-measure. Using that every bounded set of a CATp0q space
has a unique circumcenter [BH99, Proposition II.2.7], we have a G-equivariant map
Pă8pV pTvqq Ñ Tv. As the action of G on Tv is without edge inversion, there is also a
G-equivariant map Tv Ñ V pTvq: one can indeed choose a G-invariant orientation of the
edges of Tv, send every vertex v to itself, and every point in the interior of an edge e to
the origin of e. Altogether, we obtain a Borel pG|U , ρq-equivariant map U Ñ V pTvq.

Let now U 1 Ď U be a positive measure Borel subset where this map is constant (this
exists because V pTvq is countable). As no vertex of Γ is joined to all other vertices, vertex
stabilizers of Tv are proper parabolic subgroups of G (see page 21). Therefore ρpG|U 1q is
contained in a proper parabolic subgroup of G, which contradicts the fact that pG|X2

, ρq

is tightly G-supported. This completes Step 1.

By assumption we have a pG, ρq-equivariant Borel map X Ñ ProbpV pTvq Y B8Tvq.
Therefore, by Step 1, up to replacing X2 by a conull Borel subset, we have a pG|X2

, ρq-
equivariant Borel map ν : X2 Ñ ProbpB8Tvq.
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µ

P

␣

w P V pTvq : µpwq “ maxωPV pTvq µpωq
(

P

circumcenter

P

U V pTvq

U 1 tv0u

Prob pV pTvqq Pă8 pV pTvqq Tv

pG|U , ρq-equiv.
G-equiv.

G-equiv.

G-equiv.

`

G|U , ρ
˘

-equivariant

Figure 14: Construction of the equivariant map from U Ď X2 to V pTvq in Step 1 of the
proof of Lemma 6.11.

Step 2 We prove that for almost every x P X2, the probability measure νpxq gives full
measure to pB8Tvqreg.

Let pB8Tvqpara :“ B8TvzpB8Tvqreg. Recall that there exists a G-equivariant Borel
map θv : pB8Tvqpara Ñ PGzt1u, where PG is the set of parabolic subgroups of G, sending
every ξ P pB8Tvqpara to its elliptic stabilizer (see above Lemma 2.19, page 29). Since Γ

is irreducible we can apply Lemma 2.18, to obtain that θvpξq ‰ G for all ξ.
Assume towards a contradiction that there exists a positive measure Borel subset

U Ď X2 such that νpxqppB8Tvqparaq ą 0 for all x P U . We now restrict each of the
probability measures νpxq to pB8Tvqpara, renormalize it to get a probability measure,
and push it forward through the map θv : pB8Tvqpara Ñ PGzt1, Gu. This yields a Borel
pG|U , ρq-equivariant map U Ñ ProbpPGzt1, Guq. As PG is countable, as above, we deduce
a Borel pG|U , ρq-equivariant map U Ñ Pă8pPGzt1, Guq. Therefore, there exist a positive
measure Borel subset U 1 Ď U and a non-empty finite set Q “ tQ1, . . . , Qku of proper
non-trivial parabolic subgroups of G such that, denoting by H the setwise stabilizer
of Q (for the conjugation action of G on PG), one has ρpG|U 1q Ď H. Let H0 be the
finite-index subgroup of H that fixes each Qi (again, for the conjugation action of H on
PG). Thus H0 normalizes Q1, i.e. H0 Ď Q1 ˆ QK

1 . As Γ is irreducible, Q1 ˆ QK
1 is a

proper parabolic subgroup of G. Lemma 2.4, page 21 thus ensures that H is contained
in a proper parabolic subgroup Q of G. Thus ρpG|U 1q Ď Q, contradicting the fact that
pG|X2

, ρq is tightly G-supported. This completes Step 2.

Step 3 We now prove that for almost every x P X2, the support of νpxq has cardinality
at most 2.

Otherwise, let U Ď X2 be a positive measure Borel subset such that for every x P U ,
the support of νpxq has cardinality at least 3. Then for every x P U , the probability
measure νpxq b νpxq b νpxq on pB8Tvq3 gives positive measure to the subset pB8Tvqp3q

consisting of pairwise distinct triples. After renormalizing these measures, we obtain a
Borel pG|U , ρq-equivariant map U Ñ ProbppB8Tvqp3qq. Pushing this map forward through
the continuous barycenter map pB8Tvqp3q Ñ V pTvq, we derive a Borel pG|U , ρq-equivariant
map U Ñ ProbpV pTvqq, which is a contradiction to Step 1. This completes Step 3.

By considering the support of νpxq, we deduce a Borel pG|X2
, ρq-equivariant map

X2 Ñ Pď2ppB8Tvqregq, as desired.
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Lemma 6.13. Let G be a graph product of countably infinite groups over a finite
irreducible simple graph, not reduced to one vertex. Let G be a measured groupoid over
a standard probability space X, equipped with a cocycle ρ : G Ñ G. Let A Ď G be
a measured subgroupoid, and assume that pA, ρq is boundary G-elementary and tightly
G-supported.

Then there exists an essentially unique stably pA, ρq-equivariant measurable map
θv,max : X Ñ Pď2ppB8Tvqregq such that for every stably pA, ρq-equivariant measurable
map θ : X Ñ Pď2ppB8Tvqregq and almost every x P X, one has θpxq Ď θv,maxpxq.

If in addition H Ď G is a measured subgroupoid that stably normalizes A, then the
map θv,max is also stably pH, ρq-equivariant.

The argument for the existence and essential uniqueness of θv,max comes from the work
of Adams [Ada94, Lemmas 3.2 and 3.3]; we review it here in our setting for convenience,
following the presentation from [GH21b, Lemma 12.12]. The argument for its invariance
under a subgroupoid that stably normalizes A comes from [Ada94, Lemma 3.4], we will
follow [GH21b, Corollary 12.13].

Proof. The essential uniqueness is clear: if θ1v,max and θ2v,max are two such maps, then for
almost every x P X, one has θ1v,maxpxq Ď θ2v,maxpxq and θ2v,maxpxq Ď θ1v,maxpxq.

For the existence, we first notice that if θ, θ1 : X Ñ Pď2pB8Tvqreg are two pG, ρq-
equivariant Borel maps, then for almost every x P X, the subset θpxqYθ1pxq of pB8Tvqreg

has cardinality at most 2. Indeed otherwise, the barycenter argument as in Step 3 of the
previous proof would yield a contradiction to the fact that pG, ρq is tightly G-supported.

Let now U Ď X be a Borel subset of maximal measure such that there exists a
stably pG|U , ρq-equivariant Borel map φ : U Ñ P“2ppB8Tvqregq, where P“2ppB8Tvqregq is
the set of all subsets of pB8Tvqreg of cardinality exactly 2. Furthermore, by boundary
G-elementarity of pA, ρq, there also exists a stably pG|XzU , ρq-equivariant Borel map ψ :

XzU Ñ pB8Tvqreg. We let θv,max be the map that coincides with φ on U and with
ψ on XzU , and we claim that it satisfies the first conclusion of the lemma. Indeed,
let θ : X Ñ Pď2ppB8Tvqregq be a stably pA, ρq-equivariant map. Then θ Y θv,max is
again pA, ρq-equivariant, and therefore θpxq Y θv,maxpxq must have cardinality 2 on U

and cardinality 1 on XzU (almost everywhere). It follows that θpxq Ď θv,maxpxq almost
everywhere.

For future use, we also make the following observation.

Observation For every positive measure Borel subset U Ď X, the map pθv,maxq|U is also
the essentially unique maximal stably pA|U , ρq-equivariant Borel map U Ñ Pď2ppB8Tvqregq.

Let now H Ď G be a measured subgroupoid that stably normalizes A. Using the
above observation, we can (and will) assume up to a countable partition of X that H
normalizes A.

By definition of normalization between measured subgroupoids, we can write H as a
countable union of Borel subsets Bn such that for every n P N,

• Bn induces a Borel isomorphism fn : Un Ñ Vn between its source Un :“ spBnq and
its range Vn :“ rpBnq, and

• for every a P G and every b1,b2 P Bn, if the composition b1ab
´1
2 is well-defined,

then a P A if and only if b1ab
´1
2 P A.
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Up to subdividing Bn if necessary, we will also assume without loss of generality that
the cocycle ρ takes a single value on Bn, say ρpBnq “ tgnu.

Let now n P N be such that Un has positive measure. Then the map

θ1
v,max : Un Ñ Pď2ppB8Tvqregq

x ÞÑ g´1
n θv,maxpfnpxqq

is a maximal stably pA|Un
, ρq-equivariant Borel map. So by the above observation, it

coincides with θv,max on a conull Borel subset of Un. As this is true for every n P N such
that Un has positive measure, and the corresponding sets Bn cover H|X˚ for a conull
Borel subset X˚ Ď X, it follows that the map θv,max is (stably) pH, ρq-equivariant.

Lemma 6.14. Let G be a graph product of countably infinite groups over a finite simple
graph. Let G be a measured groupoid over a standard probability space X, equipped
with a strict cocycle ρ : G Ñ G. Let P Ď G be a parabolic subgroup whose type is
irreducible, and let ρP : G Ñ P be the cocycle obtained by postcomposing ρ by the
natural retraction G Ñ P . Let A,H Ď G be measured groupoids, with A normalized by
H.

If pA, ρP q is P -elementary and pρP q|A is nowhere trivial, then pH, ρP q is P -elementary.

Proof. Since pA, ρP q is P -elementary, there exists a Borel partition X “ X1 \ X2 such
that pA|X1

, ρP q is properly PP -supported and pA|X2
, ρP q is tightly P -supported and

boundary P -elementary (see Remark 6.9).
Since A is normalized by H and the type of P is irreducible, and pρP q|A is nowhere

trivial, Lemma 4.19 ensures that pH|X1
, ρP q is properly PP -supported.

Let Λ Ď Γ be the type of P , and let v P V Λ. Viewing P as a graph product over Λ,
we let TP

v be the splitting of P associated to v (see Section 2.2.2). Let θv,max : X2 Ñ

Pď2ppB8T
P
v qregq be the map given by Lemma 6.13. Since A is normalized by H, the

map θv,max is stably pH|X2
, ρP q-equivariant. This shows that pH|X2

, ρP q is boundary
P -elementary, which concludes our proof.

6.2.2 Exploiting normal amenable subgroupoids

Lemma 6.15. Let G be a graph product of countably infinite groups over a finite simple
graph. Let G be a measured groupoid over a standard probability space X, equipped
with a cocycle ρ : G Ñ G.

Let A,N be measured subgroupoids of G. Let A,N Ď G be parabolic subgroups.
Assume that

• A is amenable and normalized by N , and N is non-amenable,
• pA, ρq is tightly A-supported, and pN , ρq is tightly N -supported, with N Ď A,
• ρ|N has trivial kernel.

Then the clique factor C0 of A is non-amenable, and in fact N X C0 is non-amenable.

Proof. Up to a global conjugation of the cocycle ρ, we will assume without loss of gen-
erality that A “ GΛ for some induced subgraph Λ Ď Γ.

Consider a join decomposition Λ “ Λ0 ˝ Λ1 ˝ ¨ ¨ ¨ ˝ Λn, where Λ0 is the clique factor
of Λ, and Λ1, . . . ,Λn do not admit any non-trivial join decomposition. Remark that for
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A

P = C0 × F1 × · · · × Fn Fj = GΛj

splits
= GstΛj

(v) ∗lkΛj
(v) GΛj\{v}

ρ(tight)
ρj (tight)

Figure 15: Definition of the map ρj

all j ě 1, the graph Λj contains at least 2 vertices (otherwise it could be included in the
clique factor Λ0). This join decomposition of Λ induces a direct product decomposition
A “ C0 ˆ F1 ˆ ¨ ¨ ¨ ˆ Fn. Here C0 is the clique factor of A.

Let j P t1, . . . , nu. Up to replacing X by a conull Borel subset, we can (and will)
assume that ρpAq Ď A. Let ρj : ρ´1pAq Ñ Fj be the cocycle obtained by postcomposing
ρ with the jth projection (see Figure 15). Since N Ď A, the cocycle ρj is defined on
A and on N . Let v P V Λj , and let Tv be the Bass-Serre tree of the splitting of Fj

associated to v. Since A is amenable, there exists an pA, ρjq-equivariant Borel map
ν : X Ñ ProbpB8Tv Y V pTvqq, see Remark 6.12.

Since pA, ρq is tightly A-supported, necessarily pA, ρjq is tightly Fj-supported. There-
fore, Lemma 6.11 ensures that pA, ρjq is boundary Fj-elementary. And Lemma 6.13 en-
sures that there is an essentially unique maximal Borel stably pA, ρjq-equivariant map
θjv,max : X Ñ Pď2ppB8Tvqregq, i.e. such that for any such map θ and almost every x P X,
one has θpxq Ď θjv,maxpxq. Since A is normalized by N , Lemma 6.13 also ensures that
θjv,max is stably pN , ρjq-equivariant.

Combining the maps θjv,max for all j P t1, . . . , nu and all v P V Λj , we get a Borel
stably pN , ρq-equivariant map

X Ñ
ź

j,v

Pď2ppB8Tvqregq (6.1)

By Lemma 2.20, page 29, for every j P t1, . . . , nu, the action of Fj on the non-empty
set pB8Tvqreg is Borel amenable, and therefore so is its action on Pď2ppB8Tvqregq. So the
action of F1 ˆ ¨ ¨ ¨ ˆ Fn on the above product is Borel amenable.

We now prove that N XC0 is not amenable, so assume towards a contradiction that
it is. Then N Ď pN XC0q ˆF1 ˆ ¨ ¨ ¨ ˆFn, and as N XC0 is amenable it follows that the
action of N on the product in eq. (6.1) is again Borel amenable. Since ρ|N has trivial
kernel, [GH21b, Proposition 3.38] (which recasts [Kid08a, Proposition 4.33]) ensures that
N is amenable, a contradiction.

7 The irreducible case

In this section and the next, we prove the key Proposition 5.3 establishing the Vertex
Recognition Property for the class of graph products G with countably infinite vertex
groups over finite simple graphs Γ with no transvection and no partial conjugation. In
the present section, we only consider the case where Γ is irreducible, in other words G
does not split as a direct product non-trivially. And in the next section, we will provide
the extra arguments to allow for Γ to be reducible. When Γ is irreducible, Lemma 6.3
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ensures that Γ is strongly reduced in the sense of Definition 6.1, that is, it is not possible
to obtain a new decomposition of G as a graph product by collapsing a proper subgraph
of Γ. The main goal of the present section is to prove the following proposition.

Proposition 7.1. The class of all graph products of countably infinite groups over
transvection-free strongly reduced finite simple graphs (not reduced to one vertex) sat-
isfies the Vertex Recognition Property.

Note that here we allow graphs to have partial conjugations.

7.1 Overview of the proof

Let G be a graph product of countably infinite vertex groups over a transvection-free
strongly reduced finite simple graph, not reduced to a vertex. Let G be a measured
groupoid over a standard probability space, and let ρ : G Ñ G be an action-like cocycle.
Given a measured subgroupoid H Ď G, our goal is to “recognize” when pH, ρq is of vertex
type (see Section 5.1, page 53) using a property that is purely phrased in terms of the
structure of H, i.e. with no reference to the cocycle ρ. In this way, if G comes equipped
with two action-like cocycles ρG : G Ñ G and ρH : G Ñ H, then subgroupoids of vertex
type with respect to ρG, are also of vertex type with respect to ρH , and vice versa.

The group-theoretic analogue of this problem is to recognize conjugates of vertex
groups of G using a purely group-theoretic property. Here we will formulate our strategy
in the group-theoretic setting; in a sense, most of the technical work in the sequel of
the present section will consist in “translating” this strategy to the groupoid-theoretic
framework. With this in mind, we will formulate our characterization using amenability
and normalization of subgroups, as these notions have their counterparts for groupoids.

Our starting point is the combinatorial statement provided by Lemma 6.6, page 65:
starting from G, vertex groups and their conjugates are obtained by successively passing
to maximal product parabolic subgroups and zooming in their factors (and at the last
step, taking the clique factor). Thus, our goal decomposes into two tasks:

1. Characterize maximal product parabolic subgroups of G.
2. When P is a product parabolic subgroup, characterize either

• the factors of P , if P has trivial clique factor, or
• the clique factor of P , if it is non-trivial.

Task 1: Characterizing maximal products. This task is carried in Section 7.2,
following a strategy that was already used in [HHI23] in the context of right-angled
Artin groups.

The idea is the following. If P “ C0 ˆ F1 ˆ ¨ ¨ ¨ ˆ Fk is a maximal product (where
C0 is the clique factor, and the Fj are irreducible for all j), letting A Ď Fj be an
amenable subgroup and N “ C0 ˆF1 ˆ ¨ ¨ ¨ ˆ F̂j ˆ ¨ ¨ ¨ ˆFk (where we have just removed
the jth factor), then A is normalized by N , and N is normal in P . It turns out that
conversely, maximal product parabolic subgroups ofG are characterized as those maximal
subgroups P of G for which there exists an infinite amenable subgroup A of P , and a
non-amenable subgroup N Ď P , such that A is normalized by N , and N ⊴ P . This
is proved in Lemma 7.4, at the groupoid-theoretic level (Property pPprodq below is the
groupoid-theoretic translation of the above property).
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Task 2: Characterizing (clique) factors. This task is carried in Section 7.3. Let P
be a product parabolic subgroup.

As a warm-up, let us assume that we know in advance that P “ F1 ˆ ¨ ¨ ¨ ˆ Fk has
trivial clique factor. Then the co-factors F1 ˆ ¨ ¨ ¨ ˆ F̂j ˆ ¨ ¨ ¨ ˆ Fk are characterized as
the maximal normal subgroups N ⊴ P that normalize an infinite amenable subgroup
(namely, any A Ď Fj infinite amenable). And the factors Fj are then characterized as
the minimal non-trivial intersections of co-factors.

This approach is in general a bit too naive for two reasons:
• It does not work if the clique factor C0 of P is non-trivial (indeed C0 could contain

a normal infinite amenable subgroup A, and then N “ P in the above would work).
• This would also necessit to be able to characterize in advance the existence or not

of a non-trivial clique factor.
We follow a slightly different approach. This necessits to introduce some extra terminol-
ogy. We write P “ F1 ˆ ¨ ¨ ¨ ˆ Fk, where each Fj is irreducible (in particular the clique
factor has been decomposed as a product of conjugates of vertex groups).

A subgroup S Ď P is special if S ⊴ P and NGpSq Ę NGpP q. One should typically
think that certain subproducts of P (i.e. products of only some of the subgroups Fj)
could be special. See Figure 16, page 76 for an illustration, where the special subroups
are exactly the orange vertex groups in the clique factor. In fact in general, if the type of
the clique factor is a complete graph on at least two vertices, then the subgroups Fj whose
type is reduced to one vertex are automatically special, using that Γ is transvection-free.

Now we say that an infinite subgroup B Ď P is appropriate if it satisfies the following
two properties:

• NGpBq Ę NGpP q;
• if B is contained in a special subgroup S ⊴ P , then NGpBq Ę NGpSq.

We make two important observations:
• For every j P t1, . . . , ku, there exists an appropriate subgroup B Ď Fj , which

can be taken to be a conjugate of a vertex group. This is a consequence of our
crucial assumption that Γ is strongly reduced: we can find B whose normalizer is
not contained in Fj ˆ FK

j , so regardless of whether Fj is special or not, the above
conditions are satisfied. See Figure 16, page 76 for an illustration, where the brown
vertex groups are appropriate.

• On the other hand, the clique factor C0 does not contain any appropriate subgroup:
indeed, if B Ď C0 satisfies NGpBq Ę P ˆ PK, then the smallest subclique C 1

0 Ď C0

containing B also satisfies NGpC 1
0q Ę P ˆ PK. So C 1

0 is special, and NGpBq Ď

NGpC 1
0q.

Armed with these observations, we now deduce that clique-inclusive cofactors of P (i.e.
subgroups of the form C0 ˆ F1 ˆ ¨ ¨ ¨ ˆ F̂j ˆ ¨ ¨ ¨ ˆ Fk) are characterized as follows: they
are the maximal subgroups N ⊴P that normalize an appropriate infinite subgroup of P .

And the clique factor is then characterized as the intersection of all clique-inclusive
cofactors. (If C0 “ t1u, then factors are characterized as the minimal non-trivial inter-
section of clique-inclusive cofactors.)

Conclusion. We finish this overview by mentioning that in Section 7.4, we complete
our proof of Proposition 7.1 by combining the combinatorial zooming lemma (Lemma 6.6)
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Type of P

v3

v2 v1

◦ Λ2 ◦ Λ3

C0 = F1 × F2 × F2 F4 = GΛ2 F5 = GΛ3

Figure 16: The orange vertex groups are special in P , and the brown vertex groups are
appropriate.

with the previously obtained characterizations of maximal product parabolic subgroups
and their factors.

Recall that appendix A, page 143 provides a group theoretic analogue of Proposi-
tion 7.1 and can be read as a warm up for the proof the latter proposition.

7.2 Recognizing maximal products

Let now G be a measured groupoid over a standard probability space X, equipped with
an action-like cocycle ρ : G Ñ G. Let H be a measured subgroupoid of G. We say that
pH, ρq is of parabolic type if there exist a partition X˚ “ \iPIXi of a conull Borel subset
X˚ Ď X into at most countably many Borel subsets, and for every i P I, a parabolic
subgroup Pi Ď G such that H|Xi

“ ρ´1pPiq|Xi
. We say that pH, ρq is of product type

(resp. of maximal product type, resp. of clique type, resp. of isolated clique type if in the
above, one can take Pi to be a product parabolic subgroup (resp. a maximal product
parabolic subgroup, resp. a parabolic subgroup whose type is a clique, resp. a parabolic
subgroup whose type is an isolated clique) for every i P I. We say that pG, ρq is nowhere
of clique type (resp. nowhere of isolated clique type) if there does not exist any positive
measure Borel subset U Ď X such that pG|U , ρq is of clique type (resp. of isolated clique
type).

Our goal is now to give a partial characterization of pairs pP, ρq of maximal product
type with no reference to the cocycle ρ (see Remark 7.5 below for why we only reach a
partial characterization). For this we introduce the following property.

Definition 7.2 (Property pPprodq). Let G be a measured groupoid over a standard
probability space, and let P be a measured subgroupoid of G. We say that the pair
pG,Pq satisfies Property pPprodq if it verifies the following assertions.
pPprodq1 There exist measured subgroupoids A,N Ď P such that

(a) A is amenable and of infinite type, and is stably normalized by N ;
(b) N is everywhere non-amenable, and is stably normalized by P;

pPprodq2 Whenever P 1 is a measured subgroupoid of G that satisfies Property pPprodq1,
and such that P is stably contained in P 1, then P and P 1 are stably equal.

Remark 7.3. We mention the following crucial stabilities for Property pPprodq.
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1. If pG,Pq satisfies Property pPprodq, then for every positive measure Borel subset
U Ď X, the pair pG|U ,P|U q also satisfies Property pPprodq.

2. If there exists a Borel partition X˚ “ \iPIXi of a conull Borel subset X˚ Ď X

into at most countably many Borel subsets, such that for every i P I, the pair
pG|Xi

,P|Xi
q satisfies Property pPprodq, then pG,Pq satisfies Property pPprodq.

These stabilities will allow us to take restrictions and work up to a countable Borel
partition in the proofs below. All other properties that will appear later in this sec-
tion (Properties pPspecq, pPcofactq, pPfactq, pPvertq) and the next two also satisfy the same
stabilities.

Property pPprodq is the groupoid-theoretic translation of the following idea: if P “

F1 ˆ ¨ ¨ ¨ ˆ Fk is a maximal direct product in G, then (unless possibly if this product
comes from a clique and no factor contains an infinite amenable subgroup) there exists
an infinite amenable subgroup A in some Fi, normalized by N “ F1 ˆ ¨ ¨ ¨ ˆ F̂j ˆ ¨ ¨ ¨ ˆFk,
which is itself normalized by P . It turns out that conversely, maximal subgroups of G
with this property are either product parabolic subgroups, or else they could be contained
in a parabolic subgroup whose type is an isolated clique. The following lemma, which is
inspired from [HHI23, Lemma 5.4], establishes this fact at the groupoid-theoretic level.

Lemma 7.4. Let G be a graph product of countably infinite groups over a finite simple
graph Γ. Let G be a measured groupoid over a standard probability space X, equipped
with an action-like cocycle ρ : G Ñ G. Let P Ď G be a measured subgroupoid. Then

1. If pP, ρq is of maximal product type and nowhere of isolated clique type, then pG,Pq

satisfies Property pPprodq.
2. If pG,Pq satisfies Property pPprodq, then there exists a Borel partition X “ X1\X2

such that pP|X1 , ρq is of maximal product type, and P|X2 is stably contained in a
subgroupoid Q of G|X2 such that pQ, ρq is of isolated clique type.

Remark 7.5. When Γ does not contain any isolated clique, then (as in [HHI23]) the
above lemma gives a characterization of pairs pP, ρq of maximal product type that is
independent of the choice of an action-like cocycle ρ : G Ñ G. But when Γ has isolated
cliques, whether or not subgroupoids of isolated clique type satisfy pPprodq depends on
the vertex groups. This is why there is an asymmetry in the statement of the lemma.

In particular, we mention that with our definitions, it is unclear to us whether or
not a subgroupoid of the form ρ´1pCq, where C is a parabolic subgroup associated to
an isolated clique on several vertices, with nonamenable vertex groups, always satisfies
Property pPprodq. This is the case as soon as one of the vertex groups contains an infinite
amenable subgroup A, by taking A “ ρ´1pAq and N “ ρ´1pNq, where N is the direct
product of the other vertex groups of the clique. The difficulty comes from the case
where the vertex groups are torsion groups, e.g. free Burnside groups. This uncertainty
required us to make a few adjustments in the statements and in the arguments.

Proof. Step 1 Let us first prove that if pP, ρq is of maximal product type and nowhere
of isolated clique type, then pG,Pq satisfies Property pPprodq1.

Up to passing to a conull Borel subset ofX and performing a countable Borel partition
of X, we can assume that P “ ρ´1pP q for some maximal product parabolic subgroup
P not of isolated clique type. Write P “ P1 ˆ P2 as a product of two infinite parabolic
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subgroups. Up to changing the roles of P1 and P2, Lemma 6.5, page 64 lets us assume
that P2 contains a non-abelian free subgroup. If P1 is amenable, then the conclusion
follows by letting A “ ρ´1pP1q and N “ ρ´1pP2q: indeed

• A is amenable because A is and ρ has trivial kernel (Lemma 4.7, page 41), of
infinite type because A is infinite and ρ is action-like, and (stably) normalized by
N because A is normalized by P2 (Example 4.6, page 41).

• N is everywhere non-amenable because P2 is non-amenable and ρ is action-like,
and N is (stably) normalized by P because N is normalized by P (Example 4.6).

Otherwise, if P1 is non-amenable, let A Ď P2 be an infinite cyclic subgroup; then the
conclusion follows by letting A “ ρ´1pAq and N “ ρ´1pP1q.

Step 2 Let us prove that if P satisfies pPprodq1, then there exist a countable partition
X˚ “ \iPIXi of a conull Borel subset X˚ Ď X into at most countably many Borel subsets
Xi, and for every i P I, a parabolic subgroup Qi which is either a product or of isolated
clique type, such that P|Xi

Ď ρ´1pQiq|Xi
.

Let A,N Ď P be measured subgroupoids given by pPprodq1. Up to replacing X by a
conull Borel subset and taking a countable Borel partition, we will assume that

• A is normalized by N , and N is normalized by P;
• pA, ρq is tightly A-supported for some parabolic subgroup A Ď G (Lemma 4.16,

page 44) – notice that A ‰ t1u because A is of infinite type and ρ has trivial kernel;
• pN , ρq is tightly N -supported for some parabolic subgroup N Ď G (Lemma 4.16) –

notice that N is non-amenable because N is everywhere non-amenable and ρ has
trivial kernel, see Lemma 4.7, page 41;

• N Ď ρ´1pA ˆ AKq and P Ď ρ´1pN ˆ NKq using the invariance of the support by
the normalizer (Lemma 4.17).

Notice in particular that N Ď A ˆ AK, by definition of the support. Now there are two
cases.

• Case 1: Either N splits as a direct product of two infinite parabolic subgroups, or
NK ‰ t1u. In this case Q :“ N ˆNK is a product parabolic subgroup, we are done
since P Ď ρ´1pQq.

• Case 2: N does not split as a direct product of two infinite parabolic subgroups,
and NK “ t1u. Then P Ď ρ´1pNq, and we will now show that in this case N is
of isolated clique type, which will conclude. As N Ď A ˆ AK, we deduce using
Lemma 2.7, page 22 that N “ pN XAq ˆ pN XAKq. But we assumed that N does
not split as a direct product, so either N Ď A or N Ď AK. If the latter holds we
have t1u Ĺ A Ď NK which contradicts our assumption that NK is trivial. Hence
N Ď A, and AK “ t1u because NK “ t1u. Lemma 6.15, page 72 (applied to the
amenable groupoid A, which is normalized by the non-amenable groupoid N ) thus
ensures that the clique factor A0 of A is non-amenable, and N X A0 ‰ t1u. As
N Ď A, as N X A0 ‰ t1u, as above using again Lemma 2.7, page 22, and that N
does not split as a direct product we obtain that N is equal to a conjugate of a
vertex group. Since NK “ t1u, this vertex group is isolated. This completes the
proof in Case 2.

Step 3 We now prove that if pP, ρq is of maximal product type, then pG,Pq satisfies
Property pPprodq2: this will complete the proof of the first part of the lemma.
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Let P 1 be a measured subgroupoid of G that satisfies Property pPprodq1, such that
P is stably contained in P 1. By Step 2, we can find a countable partition X˚ “ \iPIXi

of a conull Borel subset X˚ Ď X into at most countably many Borel subsets Xi, and
for every i P I, a parabolic subgroup Qi which is either a product or of isolated clique
type, such that P 1

|Xi
Ď ρ´1pQiq|Xi

. Without loss of generality, we will assume that
all subsets Xi have positive measure. Since P is stably contained in P 1, up to passing
again to a conull Borel subset and performing a countable partition, we will assume that
P|Xi

Ď ρ´1pQiq|Xi
. Since pP, ρq is of maximal product type, up to a further partition

again, we have P|Xi
“ ρ´1pPiq|Xi

for some maximal product parabolic subgroup Pi. It
thus follows from Lemma 4.14, page 43 that Pi Ď Qi. We now observe that in fact
Pi “ Qi. Indeed, either Qi is a product and then this follows from the maximality of
Pi. Or Qi is of isolated clique type and contains the product parabolic subgroup Pi,
then the corresponding clique is not reduced to a point; so Qi is a product and as above
Pi “ Qi. It follows from the above that P 1 is stably contained in P, showing that P
satisfies Property pPprodq2.

Step 4 We finally prove the second assertion of the lemma.

So assume that pG,Pq satisfies Property pPprodq. By Step 2, there exist a countable
partition X˚ “ \iPIXi of a conull Borel subset X˚ Ď X into at most countably many
Borel subsets Xi, and for every i P I, a parabolic subgroup Qi which is either of product
type or of isolated clique type, such that P|Xi

Ď ρ´1pQiq|Xi
. Up to increasing Qi, we will

assume that Qi is either a maximal product or of isolated clique type (in particular Qi is
not a proper subgroup of a parabolic subgroup of isolated clique type). Let I2 Ď I be the
subset consisting of all i such that Qi is of isolated clique type, and let I1 “ IzI2. Let X1

(resp. X2) be the union of all Xi with i P I1 (resp. with i P I2). Let us now prove that
P|Xi

is actually (stably) equal to ρ´1pQiq|Xi
for all i P I1. So let P 1 be a subgroupoid

of G such that for every i P I1, one has P 1
|Xi

“ ρ´1pQiq|Xi
, with P 1

|X2 “ P|X2 . Then P
is stably contained in P 1. In addition P 1 satisfies Property pPprodq1: this uses Step 1 of
this proof for P 1

|X1 , and the fact that P satisfies Property pPprodq for P 1
|X2 . So pPprodq2

for pG,Pq implies that P and P 1 are stably equal. In particular the second assertion of
the lemma follows with Q a groupoid verifying Q|Xi

:“ ρ´1pQiq|Xi
for every i P I2.

7.3 Recognizing factors in products

Special subproducts. Let P “ F1 ˆ ¨ ¨ ¨ ˆFn be a product parabolic subgroup, where
the subgroups Fj with j ě 1 are parabolic subgroups that do not further split as direct
products of parabolic subgroups (in particular the clique factor of P is fully decomposed).
A subproduct is a subgroup of P equal to the product of finitely many (possibly only
one) factors Fj . A subproduct S of P is special within G if NGpSq Ľ NGpP q, that is to
say S ˆ SK Ľ P ˆ PK.

Let now G be a measured groupoid over a standard probability space X, and let
ρ : G Ñ G be an action-like cocycle. Let P be a measured subgroupoid such that
pP, ρq is of product type. Let X˚ “ \iPIXi be a partition of a conull Borel subset
X˚ Ď X, and for every i P I, Pi be a parabolic subgroup of G of product type, such
that P|Xi

“ ρ´1pPiq|Xi
. Let S be a measured subgroupoid of P. We say that pS, ρq is

of special subproduct type within pP, ρq if, up to passing to a further conull Borel subset
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and refining the above partition, for every i P I, there exists a special subproduct Si of
Pi such that S|Xi

“ ρ´1pSiq|Xi
. We observe that this definition does not depend on the

decomposition of X we chose.
We highlight the following property, which translates the notion of a special subprod-

uct at the groupoid-theoretic level.

Definition 7.6 (Property pPspecq). Let G be a measured groupoid over a standard prob-
ability space X, and let S Ď P be two measured subgroupoids of G. We say that the
triple pG,P,Sq satisfies Property pPspecq if the following two properties hold.
pPspecq1 The subgroupoid S is stably normal in P.
pPspecq2 There exists a measured subgroupoid N Ď G that stably normalizes S, such

that for every measured subgroupoid N 1 of G that stably normalizes P, and every
Borel subset U Ď X of positive measure, one has N|U Ę N 1

|U .

Lemma 7.7. Let G be a graph product of countably infinite groups over a finite simple
graph Γ. Let G be a measured groupoid over a standard probability space X, equipped
with an action-like cocycle ρ : G Ñ G. Let S Ď P Ď G be measured subgroupoids, with
pP, ρq of product type.

1. If pS, ρq is of special subproduct type within pP, ρq, then pG,P,Sq satisfies Prop-
erty pPspecq.

2. If pG,P,Sq satisfies Property pPspecq, then there exist a countable Borel parti-
tion X˚ “ \iPIXi of a conull Borel subset X˚ Ď X, and for every i P I, a
product parabolic subgroup Pi, and a special subproduct Si Ď Pi, such that
P|Xi

“ ρ´1pPiq|Xi
and pS|Xi

, ρq is tightly Si-supported.

Remark that in our definition of pPspecq – in contrast with pPprodq – we do not have
any maximality condition. This explains the asymmetry in the above lemma.

Proof. Without loss of generality, we can assume that P “ ρ´1pP q for some product
parabolic subgroup P Ď G.

We first prove Assertion 1, so assume that pS, ρq is of special subproduct type within
pP, ρq. That pG,P,Sq satisfies pPspecq1 follows from the fact that subproducts are normal
in the ambient product, and Example 4.6, page 41. We now prove that it satisfies pPspecq2.
Up to passing to a conull Borel subset and taking a countable partition of X, we will
assume that S “ ρ´1pSq for some special subproduct S Ď P . Let N “ ρ´1pS ˆ SKq,
which normalizes S. Let N 1 be a measured subgroupoid of G that stably normalizes
P. Let U Ď X be a positive measure Borel subset. Since pP, ρq is tightly P -supported
(Lemma 4.15, page 43) and stably normalized by N 1, Lemma 4.17, page 44 ensures that
there exists a positive measure Borel subset V Ď U such that N 1

|V Ď ρ´1pPˆPKq|V . Since
S is a special subproduct, we have S ˆ SK Ę P ˆ PK. It thus follows from Lemma 4.14,
page 43 that N|V Ę N 1

|V ; in particular N|U Ę N 1
|U , so pPspecq2 holds.

We now prove the second assertion, so assume that pG,P,Sq satisfies Property pPspecq.
Without loss of generality, we can assume that pS, ρq is tightly S-supported for some
parabolic subgroup S Ď P . Since S is stably normal in P (by pPspecq1), Lemma 4.17,
page 44, ensures that P “ ρ´1pP q is stably contained in ρ´1pS ˆ SKq, and Lemma 4.14,
page 43 ensures that P Ď S ˆ SK. Therefore S is a subproduct of P (see Lemma 2.7).
Let N be a measured groupoid as in pPspecq2. Let N 1 “ ρ´1pP ˆPKq, which normalizes
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P. Since N stably normalizes S, by Lemma 4.17, there exists a positive measure Borel
subset U Ď X such that N|U Ď ρ´1pS ˆ SKq|U . It follows from pPspecq2 that S ˆ SK is
not contained in P ˆ PK. So S is a special subproduct, which completes the proof.

Clique-inclusive co-factors. Let P be a parabolic subgroup of product type. Write
P “ C0 ˆ F1 ˆ ¨ ¨ ¨ ˆ Fk as a direct product of parabolic subgroups, where the Fj

do not further split as a direct product of proper parabolic subgroups and C0 denotes
the clique factor of P . A clique-inclusive co-factor of P is a subgroup of the form
C0 ˆ F1 ˆ ¨ ¨ ¨ ˆ F̂j ˆ ¨ ¨ ¨ ˆ Fk for some j P t1, . . . , ku. By convention, if P “ C0, there is
no clique-inclusive co-factor.

Let now G be a measured groupoid over a standard probability space X, and let
ρ : G Ñ G be an action-like cocycle. Let P be a measured subgroupoid such that pP, ρq

is of product type. Let X˚ “ \iPIXi be a partition of a conull Borel subset X˚ Ď X, and
for every i P I, Pi be a product parabolic subgroup of G, such that P|Xi

“ ρ´1pPiq|Xi
.

Let Q be a measured subgroupoid of P. We say that pQ, ρq is of clique-inclusive co-
factor type within pP, ρq if, up to passing to a further conull Borel subset and refining
the above partition, for every i P I, there exists a clique-inclusive co-factor Qi of Pi such
that Q|Xi

“ ρ´1pQiq|Xi
.

We now aim to give a characterization of subgroupoids of clique-inclusive co-factor
type. For this, we highlight the following property, an informal explanation is given
below it.

Definition 7.8 (Property pPcofactq). Let G be a measured groupoid over a standard
probability space X. Let Q Ď P be measured subgroupoids of G. We say that the triple
pG,P,Qq satisfies Property pPcofactq if the following three properties hold.
pPcofactq1 The groupoid Q is stably normal in P.
pPcofactq2 There exists a measured subgroupoid B Ď P of infinite type such that

(a) the groupoid B is stably normalized by a measured subgroupoid N of G such
that

i. whenever N 1 is a measured subgroupoid of G that stably normalizes P,
for every positive measure Borel subset U Ď X, one has N|U Ę N 1

|U ;
ii. for every positive measure Borel subset U Ď X, if B|U is contained in a

measured subgroupoid S of P|U such that pG|U ,P|U ,Sq satisfies Property
pPspecq, and if N 1 is a measured subgroupoid of G|U that stably normal-
izes S, then for every positive measure Borel subset V Ď U , one has
N|V Ę N 1

|V ;
(b) the groupoid Q stably normalizes B.

pPcofactq3 Whenever Q1 is a measured subgroupoid of P such that pG,P,Q1q satisfies
Properties pPcofactq1 and pPcofactq2, and such that Q is stably contained in Q1, then
Q and Q1 are stably equal.

The idea behind Property pPcofactq is the following. Let P “ F1ˆ¨ ¨ ¨ˆFn be a product
parabolic subgroup, and for simplicity let us assume that its clique factor is trivial. Let
j P t1, . . . , nu. The group Q “ F1 ˆ ¨ ¨ ¨ ˆ F̂j ˆ ¨ ¨ ¨ ˆ Fn is normal in P , as in pPcofactq1.
Under our assumption that the defining graph Γ is strongly reduced, the subgraph Λj that
gives the type of Fj is not collapsible. We can therefore find B Ď Fj , conjugate to a vertex
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Figure 17: Objects appearing in Step 1 of the proof of Lemma 7.9

group, whose normalizer is not contained in the normalizer of Fj . In particular NGpBq is
not contained in NGpP q (as expressed in its groupoid-theoretic form by pPcofactq2pa.iq).
And if Fj is contained in a special subproduct S, then NGpBq is also not contained in
NGpSq (as expressed in its groupoid-theoretic form by pPcofactq2pa.iiq). Finally notice
that B is normalized by Q, as in pPcofactq2pbq. Conversely, we will prove (in a groupoid-
theoretic context) that these properties are enough to ensure that a subgroup(oid) is
contained in one of co-factor type. And the maximality property pPcofactq3 is here to
ensure that we get the full co-factor, not just a proper subgroup(oid). (In the case
where the clique factor of P is non-trivial, the above remains true, except that it now
only provides a characterization of the co-factors which are clique-inclusive.) This is the
contents of our next lemma, which as explained above crucially uses the assumption that
the underlying graph Γ is strongly reduced.

Lemma 7.9. Let G be a graph product of countably infinite groups over a strongly
reduced finite simple graph Γ. Let G be a measured groupoid over a standard probability
space X, equipped with an action-like cocycle ρ : G Ñ G. Let Q Ď P Ď G be measured
subgroupoids, with pP, ρq of product type and nowhere of clique type.

Then pQ, ρq is of clique-inclusive co-factor type within pP, ρq if and only if pG,P,Qq

satisfies Property pPcofactq.

We summarize in Figure 17 the objects appearing in the proof and the link between
them.

Proof. Step 1 Let us prove that if pQ, ρq is of clique-inclusive co-factor type within
pP, ρq, then pG,P,Qq satisfies pPcofactq1 and pPcofactq2.

Notice that if pQ, ρq is of clique-inclusive co-factor type within pP, ρq, then pG,P,Qq

satisfies pPcofactq1, because any co-factor is normal in the ambient product (see Exam-
ple 4.6). We now prove that pG,P,Qq also satisfies Property pPcofactq2.

Up to replacing X by a conull Borel subset and partitioning it into countably many
Borel subsets, we can (and will) assume that P “ ρ´1pP q and Q “ ρ´1pQq, where
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• P “ C0 ˆ F1 ˆ ¨ ¨ ¨ ˆ Fk is a product parabolic subgroup, with (possibly trivial)
clique factor C0, with k ě 1, and no Fi decomposes further as a direct product;

• And Q “ C0 ˆ F1 ˆ ¨ ¨ ¨ ˆ F̂j ˆ ¨ ¨ ¨ ˆ Fk for some j P t1, . . . , ku.
We now fix j P t1, . . . , ku given by the description of Q. Up to a global conjugation,

we will also assume that P “ GΛ and Q “ GΥ for some induced subgraphs Υ Ď Λ Ď Γ.
We let Λj Ď Λ be the subgraph such that Fj “ GΛj – notice that Λj is not reduced to a
point. We recall from Lemma 4.15, page 43 that pP, ρq is tightly P -supported.

Since Γ is strongly reduced, the subgraph Λj (which is not reduced to a point) is not
collapsible. Therefore, there exists a vertex v P V Λj which is joined to a vertex w R V Λj ,
such that w is not joined to all vertices of Λj . Notice in particular that

Gw Ď GK
v and Gw Ę Fj ˆ FK

j and Gw Ę P ˆ PK. (7.1)

Let B “ ρ´1pGvq. Then B is contained in P, is of infinite type (because Gv is infinite
and ρ is action-like) and is normalized by Q (because Gv is normalized by Q, and using
Example 4.6). This proves pPcofactq2pbq.

We now prove pPcofactq2paq. Let N “ ρ´1pGv ˆGK
v q, which normalizes B.

To check pPcofactq2pa.iq, let N 1 be a measured subgroupoid of G that stably normal-
izes P. Without loss of generality, we will assume that N 1 normalizes P. Since pP, ρq

is tightly P -supported, Lemma 4.17, page 44 ensures that N 1 Ď ρ´1pP ˆ PKq (up to
restricting to a conull Borel subset). And eq. (7.1) implies that Gv ˆ GK

v Ę P ˆ PK.
Lemma 4.14, page 43, thus ensures that for every positive measure Borel subset U Ď X,
one has N|U Ę N 1

|U , as desired.
To check pPcofactq2pa.iiq, let U,S,N 1, V be as in the statement. Let W Ď V be

a positive measure Borel subset such that N 1
|W normalizes S|W . Since pG|W ,P|W ,S|W q

satisfies Property pPspecq, the second point of Lemma 7.7 ensures that, up to replacing W
by a positive measure subset, pS|W , ρq is tightly S-supported for some special subproduct
S of P . Since by assumption B|W “ ρ´1pGvq|W is contained in S|W , it follows from
Lemma 4.14, page 43 that Gv Ď S. So Fj Ď S since S is a subproduct. By Lemma 4.17,
up to replacing W by a conull Borel subset, we have N 1

|W Ď ρ´1pS ˆ SKq|W , which
in turn is contained in ρ´1pFj ˆ FK

j q|W . The first two inclusions of eq. (7.1) give that
Gv ˆGK

v Ę Fj ˆFK
j , so Lemma 4.14 implies that N|W Ę N 1

|W . And therefore N|V Ę N 1
|V ,

as desired.

Step 2 We now assume that pG,P,Qq satisfies Properties pPcofactq1 and pPcofactq2,
and we prove that there exists a measured subgroupoid Q1 of G such that pQ1, ρq is of
clique-inclusive co-factor type within pP, ρq, and Q is stably contained in Q1.

Let B,N be as in pPcofactq2. Again, up to passing to a conull Borel subset of X
and partitioning it into at most countably many Borel subsets, we will assume that
P “ ρ´1pP q where P “ F1 ˆ ¨ ¨ ¨ ˆ Fn is a product parabolic subgroup of G, where the
Fi are chosen not to split further (in particular the clique subgroup of P is decomposed
as the product of its vertex groups). We will further assume that B is normalized by N
and Q, and that Q is normal in P. Using Lemma 4.16, we can (and will) also assume
that pB, ρq is tightly B-supported for some parabolic subgroup B Ď P , and that pQ, ρq

is tightly Q-supported for some parabolic subgroup Q Ď P .
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Since B is normalized by N , Lemma 4.17 ensures (up to restricting to a conull Borel
subset) that N Ď ρ´1pB ˆBKq. For j P t1, . . . , nu, let Bj “ B X Fj .

We claim that there exists j P t1, . . . , nu such that Bj ‰ t1u and Bj ‰ Fj . Indeed,
otherwise B would be a subproduct. But in this case, if B was a nonspecial subproduct,
then BˆBK Ď P ˆPK, so N Ď ρ´1pBˆBKq Ď ρ´1pP ˆPKq. Since N 1 :“ ρ´1pP ˆPKq

normalizes P, this gives a contradiction to Property pPcofactq2pa.iq. If B was special,
then pG,P, ρ´1pBqq would satisfy Property pPspecq (Lemma 7.7), and the inclusion N Ď

ρ´1pBˆBKq would give a contradiction to Property pPcofactq2pa.iiq, applied this time to
N 1 :“ ρ´1pB ˆBKq. Hence our claim.

Let j P t1, . . . , nu be as above. The above claim shows that Fj contains Bj as a
proper parabolic subgroup, so necessarily Fj is not conjugate to a vertex group. Since B is
normalized by Q, we have Q Ď ρ´1pBˆBKq (Lemma 4.17), so Q Ď BˆBK. In particular
QXFj is contained in Bj ˆBK

j . So Q Ď F1ˆ¨ ¨ ¨ˆFj´1ˆppBj ˆBK
j qXFjqˆFj`1ˆ¨ ¨ ¨ˆFn.

Since Q is normal in P “ ρ´1pP q and pQ, ρq is tightly Q-supported, we have P Ď QˆQK,
and we deduce that Q Ď F1 ˆ ¨ ¨ ¨ ˆ F̂j ˆ ¨ ¨ ¨ ˆ Fn. Let Q1 “ ρ´1pF1 ˆ ¨ ¨ ¨ ˆ F̂j ˆ ¨ ¨ ¨ ˆ Fnq.
Since Fj is not conjugate to a vertex group, the subgroup F1 ˆ ¨ ¨ ¨ ˆ F̂j ˆ ¨ ¨ ¨ ˆ Fn is a
clique-inclusive co-factor, and therefore pQ1, ρq is of clique-inclusive co-factor type within
pP, ρq. So Step 1 of this proof shows that Q1 satisfies Properties pPcofactq1 and pPcofactq2.
Moreover Q Ď Q1 (up to a conull Borel subset). Hence the wanted assertion.

Step 3 We now assume that pG,P,Qq satisfies Property pPcofactq, and prove that pQ, ρq

is of clique-inclusive co-factor type within pP, ρq.

Step 2 gives a measured subgroupoid Q1 of G such that pQ1, ρq is of clique-inclusive
type within pP, ρq, and Q is stably contained in Q1. Step 1 then ensures that pG,P,Q1q

satisfies pPcofactq1 and pPcofactq2. And Assertion pPcofactq3 then implies that Q is stably
equal to Q1, showing that pQ, ρq is of clique-inclusive co-factor type within pP, ρq.

Step 4 We are left with showing that if pQ, ρq is of clique-inclusive co-factor type within
pP, ρq, then pG,P,Qq satisfies pPcofactq3.

So assume that Q “ ρ´1pQq for some clique-inclusive co-factor Q of P , and let Q1 be
a measured subgroupoid of P such that pG,P,Q1q satisfies pPcofactq1 and pPcofactq2, such
that Q is stably contained in Q1. By Step 2 applied to the triple pG,P,Q1q, up to a conull
Borel subset and a countable partition of the base space, Q1 is contained in ρ´1pQ1q for
some clique-inclusive co-factor Q1 of P . Lemma 4.14 implies that Q Ď Q1, and since Q
and Q1 are two co-factors of P it follows that Q “ Q1, which concludes our proof.

Factors. Let G be a measured groupoid over a standard probability space X, and let
ρ : G Ñ G be an action-like cocycle. Let P be a measured subgroupoid of G such that
pP, ρq is of parabolic type. Let X˚ “ \iPIXi be a partition of a conull Borel subset
X˚ Ď X into at most countably many Borel subsets, and for every i P I, let Pi be a
parabolic subgroup of G, such that P|Xi

“ ρ´1pPiq|Xi
. Let F be a measured subgroupoid

of P. We say that pF , ρq is of factor type within pP, ρq if, up to passing to a further conull
Borel subset and refining the above partition, for every i P I, there exists a factor Fi of
Pi such that F|Xi

“ ρ´1pFiq|Xi
. We say that pF , ρq is of clique factor type within pP, ρq

if additionally, for every i P I such that Xi has positive measure, Fi is the clique factor
of Pi.
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We now aim to characterize these notions using a purely groupoid-theoretic property,
which is as follows.

Definition 7.10 (Property pPfactq). Let G be a measured groupoid over a standard
probability space X. Let F Ď P be measured subgroupoids of G. We say that the triple
pG,P,Fq satisfies Property pPfactq if the following three properties hold.
pPfactq1 F is of infinite type.
pPfactq2 There exist n ě 1 and measured subgroupoids Q1, . . . ,Qn of P such that

pG,P,Qjq satisfies Property pPcofactq for every j P t1, . . . , nu, and a countable
Borel partition X˚ “ \iPIXi of a conull Borel subset X˚ Ď X such that for every
i P I, one has F|Xi

“ pQ1 X ¨ ¨ ¨ X Qnq|Xi
.

pPfactq3 For every measured subgroupoid Q of P such that pG,P,Qq satisfies Prop-
erty pPcofactq, and every positive measure Borel subset U Ď X, there exists a
positive measure Borel subset V Ď U such that either F|V Ď Q|V or pF X Qq|V is
trivial.

The idea behind Property pPfactq is the following. If P “ F1 ˆ ¨ ¨ ¨ ˆ Fn is a product
parabolic subgroup with trivial clique factor, then the factors Fj are characterized as the
intersections of co-factors (translated in pPfactq2) which are infinite (as in pPfactq1) and
minimal (minimality is the aim of pPfactq3). And if P has a non-trivial clique factor, then
all clique-inclusive co-factors contain it, and therefore the clique factor is characterized
as being the intersection of all clique-inclusive co-factors. The following lemma expresses
this idea at the groupoid-theoretic level.

Lemma 7.11. Let G be a graph product of countably infinite groups over a strongly
reduced finite simple graph Γ. Let G be a measured groupoid over a standard probability
space X, equipped with an action-like cocycle ρ : G Ñ G. Let P Ď G be a product
parabolic subgroup with clique factor C0, with P ‰ C0, and let P “ ρ´1pP q. Let F Ď P
be a measured subgroupoid.

1. If C0 “ t1u, then pF , ρq is of factor type within pP, ρq if and only if pG,P,Fq

satisfies Property pPfactq.
2. If C0 ‰ t1u, then pF , ρq is of clique factor type within pP, ρq if and only if pG,P,Fq

satisfies Property pPfactq.

Proof. We first assume that C0 “ t1u and that pF , ρq is of factor type within pP, ρq.
Write P “ F1 ˆ ¨ ¨ ¨ ˆ Fn, where the factors Fj do not further decompose as products.
Up to a conull Borel subset and a countable partition, and a permutation of the factors
Fj , we will assume that F “ ρ´1pF1q. In particular F is of infinite type because F1 is
infinite and ρ is action-like, and hence pPfactq1 is verified. Now, for every j P t2, . . . , ku,
let Qj “ F1 ˆ ¨ ¨ ¨ ˆ F̂j ˆ ¨ ¨ ¨ ˆ Fk, and let Qj “ ρ´1pQjq. Lemma 7.9, page 82 ensures
that pG,P,Qjq satisfies Property pPcofactq. In addition F “ Q2 X ¨ ¨ ¨ X Qk, showing
that pPfactq2 holds. Finally, let Q be a measured subgroupoid of P such that pG,P,Qq

satisfies pPcofactq. By Lemma 7.9, there exist a positive measure Borel subset U Ď X and
a clique-inclusive co-factor Q Ď P such that Q|U “ ρ´1pQq|U . Either Q “ F2 ˆ ¨ ¨ ¨ ˆFn,
in which case pF X Qq|U is trivial, or else F1 Ď Q, in which case F|U Ď Q|U . This shows
that pPfactq3 holds.
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We now assume that C0 ‰ t1u and that pF , ρq is of clique factor type within pP, ρq.
Write P “ C0 ˆF1 ˆ ¨ ¨ ¨ ˆFk, where the Fj do not further decompose as direct products.
Up to a conull Borel subset and a countable partition, we will assume that F “ ρ´1pC0q.
In particular F is of infinite type because C0 is infinite and ρ is action-like, showing that
pPfactq1 holds. For every j P t1, . . . , ku, let Qj “ C0 ˆ F1 ˆ ¨ ¨ ¨ ˆ F̂j ˆ ¨ ¨ ¨ ˆ Fk, and
let Qj “ ρ´1pQjq. Lemma 7.9 ensures that pG,P,Qjq satisfies Property pPcofactq. In
addition F “ Q1 X ¨ ¨ ¨ X Qk, showing that pPfactq2 holds. Finally, let Q be a measured
subgroupoid of P such that pG,P,Qq satisfies pPcofactq. By Lemma 7.9, for every positive
measure Borel subset U Ď X there exist a positive measure Borel subset V Ď U and a
clique-inclusive co-factorQ Ď P such that Q|V “ ρ´1pQq|V . Then C0 Ď Q, so F|V Ď Q|V ,
showing that pPfactq3 holds.

Conversely, let us now assume that pG,P,Fq satisfies Property pPfactq. Let Q1, . . . ,Qn

be measured subgroupoids of P as in pPfactq2. Up to a conull Borel subset and a
countable partition, we will assume that F “ Q1 X ¨ ¨ ¨ X Qn, and, using Lemma 7.9,
that Qj “ ρ´1pQjq for some clique-inclusive co-factor Qj . Thus F “ ρ´1pF q, where
F “ Q1 X ¨ ¨ ¨ X Qn is a subproduct of P . Then F is non-trivial as F is of infinite type
by pPfactq1 while ρ has trivial kernel, and F contains C0. To conclude the proof, there
only remains to show that

• if C0 “ t1u, then F does not split as a product of at least two factors;
• if C0 ‰ t1u, then F does not split as a product of C0 and at least another factor.

But in both cases, if it did, then we could find a clique-inclusive co-factor Q such that
F XQ is an infinite proper parabolic subgroup of F (in particular F Ę Q). We now reach
a contradiction to pPfactq3 by letting Q “ ρ´1pQq: indeed for every positive measure Borel
subset U Ď X, Lemma 4.14 shows that F|U Ę Q|U , while the fact that F XQ is infinite
and ρ is action-like ensures that pF X Qq|U is non-trivial. This completes our proof.

7.4 Proof of the Vertex Recognition Property

We finally introduce the property that will enable us to characterize subgroupoids of
vertex type4 with no reference to an action-like cocycle, under the condition that the
defining graph of G is transvection-free and strongly reduced. We first state the property,
and then comment it below – it is inspired from Lemma 6.6.

Definition 7.12 (Property pPvertq). Let G be a measured groupoid over a standard
probability space X, and let V be a measured subgroupoid of G. We say that the pair
pG,Vq satisfies Property pPvertq if V is of infinite type and the following four properties
hold.
pPvertq1 There exists a countable Borel partition X˚ “ \iPIXi of a conull Borel subset

X˚ Ď X such that for every i P I, there exist measured subgroupoids

G|Xi
“ F0 Ě P1 Ě F1 Ě P2 Ě F2 Ě ¨ ¨ ¨ Ě Pn Ě Fn “ V|Xi

of G|Xi
(with n ě 1) such that

(a) for every j P t1, . . . , nu, the pair pFj´1,Pjq satisfies Property pPprodq;
(b) for every j P t1, . . . , nu, the triple pG,Pj ,Fjq satisfies Property pPfactq.

4Recall that groupoids of vertex type are defined in Section 5.1, page 53
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pPvertq2 For every measured subgroupoid W of G of infinite type which is stably contained
in V, and every measured subgroupoid H Ď G, if W is stably normalized by H,
then V is stably normalized by H.

pPvertq3 There exists a measured subgroupoid N of G that stably normalizes V, such that
for every measured subgroupoid V 1 of G such that pG,V 1q satisfies Properties pPvertq1

and pPvertq2, every measured subgroupoid N 1 of G that stably normalizes V 1, and
every positive measure Borel subset U Ď X, there exists a positive measure Borel
subset V Ď U such that either N|V “ N 1

|V or N|V Ę N 1
|V .

pPvertq4 Whenever V 1 is a measured subgroupoid of G such that pG,V 1q satisfies Prop-
erties pPvertq1, pPvertq2 and pPvertq3, if V is stably contained in V 1, then they are
stably equal.

A few comments regarding the meaning of this property are in order. Property pPvertq1

is a groupoid translation of the contents of Lemma 6.6, page 65, saying informally that
vertex groups can be obtained by successively passing to maximal product parabolic sub-
groups and their factors. However, if we only considered Property pPvertq1 and end this
process too early, we could end up with a subgroupoid “of parabolic type”, i.e. of the form
ρ´1pBq for some parabolic subgroup B Ď G (possibly after taking a conull subset and a
countable Borel partition), where B could be larger than a vertex group. Also, because
of the slight asymmetry in our lemma that deals with subgroupoids of maximal product
type (Lemma 7.4, page 77), we could possibly end up with a subgroupoid contained in
one “of clique type” (possibly, a subgroupoid strictly contained in one of vertex type),
with no precise control. The role of Properties pPvertq2, pPvertq3 and pPvertq4 is to exclude
these extra possibilities, as we now explain.

Under our assumption that the defining graph Γ is strongly reduced, a parabolic
subgroup B that is not conjugate to a vertex group, always contains a proper (parabolic)
subgroup A Ď B with NGpAq Ę NGpBq. On the other hand a vertex group does not.
Property pPvertq2 is the groupoid translation of this fact, which will allow us to exclude
subgroupoids of parabolic type but not of vertex type.

Assuming that Γ is transvection-free, if B is a proper subgroup of a clique subgroup C,
then the normalizer of B is strictly contained in the normalizer of any vertex subgroup
of C. On the other hand, the normalizer of a vertex group is not strictly contained in the
normalizer of any other vertex group. A groupoid version of this distinction is exploited
in Property pPvertq3, to exclude subgroupoids contained in one “of clique type” but not
contained in one of vertex type.

Finally, a maximality assumption is exploited in Property pPvertq4 to exclude proper
subgroupoids of subgroupoids of vertex type.

Having explained the general idea behind it, we can now turn to the proof of our
main lemma, from which the Vertex Recognition Property (see Definition 5.1) follows.

Lemma 7.13. Let G be a graph product of countably infinite groups over a strongly
reduced transvection-free finite simple graph Γ not reduced to a vertex. Let G be a
measured groupoid over a standard probability space X, equipped with an action-like
cocycle ρ : G Ñ G. Let V Ď G be a measured subgroupoid.

Then pV, ρq is of vertex type if and only if pG,Vq satisfies Property pPvertq.

Proof. The proof has four steps.
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Step 1. Let us show that if pV, ρq is of vertex type, then V is of infinite type and
pG,Vq satisfies pPvertq1 and pPvertq2.

Since ρ is action-like and pV, ρq is of vertex type, and since vertex groups are infinite,
V is of infinite type. Up to passing to a conull Borel subset, taking a countable partition,
and conjugating the cocycle, we can assume that V “ ρ´1pGvq for some vertex v P V Γ.
The vertex v is untransvectable because Γ is transvection-free.

For pPvertq1, by Lemma 6.6, page 65, there exists a chain of parabolic subgroups

G “ F0 Ě P1 Ě F1 Ě P2 Ě F2 Ě ¨ ¨ ¨ Ě Pn Ě Fn “ Gv

such that
1. for every j P t1, . . . , nu, Pj is a maximal product parabolic subgroup of Fj´1 which

is not of isolated clique type, and
2. for every j P t1, . . . , n ´ 1u, the clique factor of Pj is trivial, and Fj is a factor of
Pj , and

3. Fn is the clique factor of Pn.
For every j P t1, . . . , nu, let Pj “ ρ´1pPjq, and let Fj “ ρ´1pFjq. These come equipped
with action-like cocycles to Pj , Fj , respectively. Notice that for every j P t1, . . . , nu,
the pair pPj , ρq is nowhere of isolated clique type. By the first assertion of Lemma 7.4,
page 77, for every j P t1, . . . , nu, the pair pFj´1,Pjq satisfies Property pPprodq. By
Lemma 7.11, using that Γ is strongly reduced, for every j P t1, . . . , nu, the triple
pG,Pj ,Fjq satisfies Property pPfactq.

For pPvertq2, let W be a measured subgroupoid of infinite type which is stably con-
tained in V, and let H Ď G be a measured subgroupoid that stably normalizes W. Up
to a countable partition of the base space, we will assume that W Ď V and that H nor-
malizes W. Then pW, ρq is tightly Gv-supported, so Lemma 4.17, page 44, ensures (up
to restricting to a conull Borel subset) that H Ď ρ´1pGv ˆGK

v q. Therefore H normalizes
V “ ρ´1pGvq, as desired.

Step 2. Let us show that if pG,Vq satisfies Properties pPvertq1 and pPvertq2, then
there exist a countable Borel partition X˚ “ \iPIXi of a conull Borel subset X˚ Ď X,
and for every i P I, a parabolic subgroup Ci that is conjugate to GΥi , for some non-empty
complete subgraph Υi Ď Γ (possibly reduced to one vertex), such that V|Xi

Ď ρ´1pCiq|Xi
.

Up to a countable partition, we can assume that there exist subgroupoids

G “ F0 Ě P1 Ě F1 Ě P2 Ě F2 Ě ¨ ¨ ¨ Ě Pn Ě Fn “ V

as in pPvertq1. By inductively applying Lemmas 7.4 and 7.11, we show that for every
i P t1, . . . , nu, up to passing to a conull Borel subset and taking a countable partition,

• Either Pi “ ρ´1pPiq for some maximal product parabolic subgroup Pi whose type
is not a clique, and Fi “ ρ´1pFiq for some factor Fi of Pi;

• Or Pi Ď ρ´1pCq for some parabolic subgroup C that is conjugate to GΥ for some
non-empty complete subgraph Υ Ď Γ.

In particular, either V “ ρ´1pBq for some proper parabolic subgroup B, or else V Ď

ρ´1pCq for some parabolic group C that is conjugate to GΥ for some non-empty complete
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subgraph Υ Ď Γ. To show the wanted assertion, it suffices to exclude the case where
V “ ρ´1pBq for a parabolic subgroup B whose type is an induced subgraph Λ Ď Γ

that contains at least 2 vertices. Up to conjugating the cocycle we will assume that
V “ ρ´1pGΛq and aim for a contradiction. Since Γ is strongly reduced, there exists a
vertex w P V Λ such that Gw ˆ GK

w Ę GΛ ˆ GK
Λ, as otherwise the subgraph Λ would

be collapsible. We will now use Property pPvertq2 to reach a contradiction. For this,
let W “ ρ´1pGwq. Then W is contained in V, and W is of infinite type because Gw is
infinite and ρ is action-like. Let H “ ρ´1pGw ˆGK

wq, which normalizes W (Example 4.6,
page 41). So Property pPvertq2 implies that V is stably normalized by H. As pV, ρq

is tightly GΛ-supported (Lemma 4.15, page 43), it follows from Lemma 4.17, page 44
that H Ď ρ´1pGΛ ˆ GK

Λq. But since Gw ˆ GK
w Ę GΛ ˆ GK

Λ, this is a contradiction to
Lemma 4.14, page 43. This contradiction completes our proof of Step 2.

Step 3. Let us show that if pV, ρq is of vertex type, then pG,Vq satisfies Prop-
erty pPvertq3.

Again we assume that V “ ρ´1pGvq for some v P V Γ. Let N “ ρ´1pGv ˆ GK
v q,

which normalizes V (Example 4.6, page 41). Let V 1 be a measured subgroupoid of G
that satisfies pPvertq1 and pPvertq2, let N 1 be a measured subgroupoid of G that stably
normalizes V 1 and let U Ď X be a positive measure Borel subset. By Lemma 4.16,
page 44, we can find a positive measure Borel subset V Ď U such that pV 1

|V , ρq is tightly
C-supported for some parabolic subgroup C Ď G. Up to partitioning, we can (and will)
also assume that N 1

|V normalizes V 1
|V . By the previous step, C is conjugate to GΥ for

some non-empty complete subgraph Υ Ď Γ. Since v is untransvectable, it follows from
Lemma 2.9, page 23, that either C “ Gv, or else Gv ˆ GK

v Ę C ˆ CK. If C “ Gv, then
Lemma 4.17, page 44 ensures that N 1

|V Ď N|V (up to a null set), and we are done. If
Gv ˆGK

v Ę C ˆ CK, then Lemma 4.14, page 43 ensures that N|V Ę ρ´1pC ˆ CKq|V . As
N 1

|V normalizes V 1
|V , we also have N 1

|V Ď ρ´1pC ˆ CKq|V (Lemma 4.17, page 44). So we
deduce that N|V Ę N 1

|V , and again Property pPvertq3 holds.

Step 4. Let us finally show that if pG,Vq satisfies Properties pPvertq1, pPvertq2

and pPvertq3, then there exist a countable Borel partition X˚ “ \iPIXi of a conull
Borel subset X˚ Ď X, and for every i P I, a parabolic subgroup Ai that is conjugate to
a vertex subgroup, such that V|Xi

Ď ρ´1pAiq|Xi
.

Otherwise, in view of Step 2 (and Lemma 4.16, page 44), there would exist a pos-
itive measure Borel subset U Ď X such that pV|U , ρq is tightly C-supported for some
parabolic subgroup C conjugate to GΥ, where Υ Ď Γ is a complete subgraph of size
at least 2. Let N be a measured subgroupoid given by pPvertq3. Since N stably nor-
malizes V, Lemma 4.17, page 44, ensures that, up to replacing U by a positive measure
subset, we have N|U Ď ρ´1pC ˆ CKq|U . Let A Ď C be a parabolic subgroup that is
equal to a conjugate of a vertex group. Let V 1 be a measured subgroupoid of G such
that V 1

|U “ ρ´1pAq|U , and V 1
|XzU “ V|XzU . Using Step 1, we see that pG,V 1q satis-

fies Properties pPvertq1 and pPvertq2. Let N 1 be such that N 1
|U “ ρ´1pA ˆ AKq|U , and

N 1
|XzU “ N|XzU . Then N 1 stably normalizes V 1. As every vertex of Γ is untransvectable,

the inclusion C ˆ CK Ď A ˆ AK is strict. Lemma 4.14, page 43 thus implies that
N|V Ĺ N 1

|V for every positive measure Borel subset V Ď U , contradicting pPvertq3.
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Conclusion. If pV, ρq is of vertex type, then pPvertq1, pPvertq2 and pPvertq3 are verified
by Steps 1 and 3. Finally, take V 1 verifying the hypothesis of pPvertq4. By Step 4, up to
taking a conull Borel subset and a countable partition, there exists a subgroup A Ď G

that is conjugate to a vertex group, such that V 1 Ď ρ´1pAq. Up to refining the partition,
we also assume that V “ ρ´1pBq for some subgroup B Ď G that is conjugate to a vertex
group. Since V is stably contained in V 1, we deduce that ρ´1pBq is stably contained in
ρ´1pAq. By Lemma 4.14, page 43, this implies that B Ď A, and in fact A “ B since they
are both conjugate to vertex groups. Hence pG,Vq satisfies pPvertq.

Conversely, if pG,Vq verifies pPvertq then using the maximality assumption provided
by Property pPvertq4 and the above Step 4, we get that pV, ρq is of vertex type.

We are now in position to complete our proof of Proposition 7.1.

Proof. Let G,H be two graph products of countably infinite groups over transvection-
free strongly reduced finite simple graphs. Let G be a measured groupoid over a standard
probability space, equipped with action-like cocycles ρG : G Ñ G and ρH : G Ñ H. Let
V Ď G be a measured subgroupoid, and assume that the pair pV, ρGq is of vertex type;
we aim to prove that pV, ρHq is of vertex type.

By Lemma 7.13, applied to the cocycle ρG, the pair pG,Vq satisfies Property pPvertq.
And by Lemma 7.13, applied to the cocycle ρH , the pair pV, ρHq is of vertex type, as
desired.

8 The reducible case and proof of Proposition 5.3

In this section, we complete our proof of Proposition 5.3, by treating the case of reducible
graph products.

8.1 Goal of the section

The main result of this section is the following proposition, which extends Proposition 7.1
to the case of direct products.

Proposition 8.1. The class of graph products of countably infinite groups over finite
simple graphs Γ that splits as a join Γ “ Γ1 ˝ ¨ ¨ ¨ ˝ Γk (with k ě 1) of transvection-
free strongly reduced graphs Γj on at least 2 vertices, satisfies the Vertex Recognition
Property.

In view of Corollary 6.4, this covers all graph products over transvection-free graphs
with no partial conjugation, and therefore Proposition 5.3 follows from Proposition 8.1.
In the previous section, we have treated the case where k “ 1, we now need to tackle the
reducible case.

8.2 Proof of the Vertex Recognition Property

Given a graph product G that splits as a direct product with trivial clique factor, the
following property will enable us to recognize the co-factors of the product, at a groupoid-
theoretic level.

90



Definition 8.2 (Property pP1
cofactq). Let G be a measured groupoid over a standard

probability space, and let Q be a measured subgroupoid of G. We say that pG,Qq

satisfies Property pP1
cofactq if the following two properties hold.

pP1
cofactq1 The groupoid Q is of infinite type and stably normal in G, and it stably nor-

malizes an amenable measured subgroupoid A of G of infinite type.
pP1

cofactq2 Whenever Q1 is a measured subgroupoid of G such that pG,Q1q satisfies Prop-
erty pP1

cofactq1, and such that Q is stably contained in Q1, then Q and Q1 are stably
equal.

The idea behind Property pP1
cofactq is the following. Assume that a graph product

G splits non-trivially as a product G “ F1 ˆ ¨ ¨ ¨ ˆ Fk, with trivial clique factor. Then
each Qj “ F1 ˆ ¨ ¨ ¨ ˆ F̂j ˆ ¨ ¨ ¨ ˆ Fk is normal in G and normalizes an infinite amenable
subgroup A Ď Fj . Conversely, any maximal subgroup of G with these properties is a
co-factor. The following lemma is the groupoid-theoretic version of this fact (since all
clique factors are trivial in this section, for simplicity, we will talk about “subgroupoids
of co-factor type” as a shortcut for “subgroupoids of clique-inclusive co-factor type”).

Lemma 8.3. Let G be a graph product over a finite simple graph Γ with countably
infinite vertex groups and trivial clique factor. Let G be a measured groupoid over a
standard probability space X, equipped with an action-like cocycle ρ : G Ñ G. Let
Q Ď G be a measured subgroupoid.

Then pG,Qq satisfies Property pP1
cofactq if and only if G is reducible and pQ, ρq is of

co-factor type within pG, ρq.

Proof. Let G “ F1 ˆ ¨ ¨ ¨ ˆFk be the decomposition of G into its irreducible components
(possibly with k “ 1).

Step 1 We first assume that G is reducible (i.e. k ě 2) and that pQ, ρq is of co-factor
type within pG, ρq, and prove that pG,Qq satisfies pP1

cofactq1.

Up to a conull Borel subset and a countable partition, we will assume that Q “

ρ´1pQq, where Q “ F1 ˆ ¨ ¨ ¨ ˆ F̂j ˆ ¨ ¨ ¨ ˆFk for some j P t1, . . . , ku. Then Q is of infinite
type (because Q is infinite and ρ is action-like) and normalized by G (because Q is normal
in G). Let A Ď Fj be an infinite amenable subgroup: this always exists, because the
type of Fj (i.e. the underlying subgraph of Γ) contains at least 2 vertices. The conclusion
follows by letting A “ ρ´1pAq.

Step 2 Let us prove that if pG,Qq satisfies pP1
cofactq1 then G is reducible (i.e. k ě 2)

and Q is stably contained in a subgroupoid Q1 of G such that pQ1, ρq is of co-factor type
within pG, ρq.

Let A be given by pP1
cofactq1. Without loss of generality, we will assume that A is

normalized by Q. For every j P t1, . . . , ku, let ρj : G Ñ Fj be the cocycle obtained by
post-composing ρ by the projection G Ñ Fj . Up to a countable Borel partition of X, we
will assume that pA, ρq is tightly A-supported for some parabolic subgroup A Ď G (and
A ‰ t1u because A is of infinite type).
‚ Let j P t1, . . . , ku be such that AXFj ‰ t1u (such a j exists by Lemma 2.7, page 22). In
particular pρjq|A is nowhere trivial (by the second point of the definition of tight support,
page 43).
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‚ Let us prove that pρjq|Q is stably trivial.
So assume towards a contradiction that pρjq|Q is not stably trivial.

• We first show that there exists a Borel subset V of positive measure such that ρj
is nowhere trivial on Q|V .
Let U Ď X be a Borel subset of maximal measure such that ρj is stably trivial
on Q|U . Our assumption ensures that V “ XzU has positive measure. And ρj is
nowhere trivial on Q|V .

• We now show that pρ´1pFjq|V , ρjq is Fj-elementary (in the sense of Definition 6.8).
Lemma 6.11, page 69 and Remark 6.12, page 69 ensure that pA, ρjq is Fj-elementary.
Applying Lemma 6.14, page 72 twice then shows that pQ, ρjq and pG|V , ρjq are Fj-
elementary. In particular pρ´1pFjq|V , ρjq is Fj-elementary.

• Since ρj : ρ´1pFjq|V Ñ Fj is action-like and the type of Fj is not a clique, it
contradicts Lemma 6.10, page 68.
This contradiction shows that pρjq|Q is stably trivial.

‚ Let us show that G is reducible.
Assume that G is irreducible, namely that k “ 1. Then ρ1 “ ρ and since ρ has trivial
kernel, the previous point implies that Q is stably trivial. This contradicts the fact that
Q is of infinite type (by pP1

cofactq1).
‚ Taking Q :“ F1 ˆ ¨ ¨ ¨ ˆ F̂j ˆ ¨ ¨ ¨Fk and Q1 :“ ρ´1pQq gives the wanted conclusion for
Step 2.

Conclusion If G is reducible and pQ, ρq is of co-factor type within pG, ρq, then
it verifies pP1

cofactq1 by Step 1. To check pP1
cofactq2 take Q1 such that pG,Q1q satisfies

pP1
cofactq1 with Q stably contained in Q1. By Step 2, there exists Q2 such that Q1 is also

stably contained in Q2 and pQ2, ρq is of co-factor type within pG, ρq. Since an inclusion of
co-factors is always an equality, we deduce that Q and Q2 are stably equal, in particular
Q and Q1 are stably equal.

Now assume that pG,Qq satisfies pP1
cofactq. By Step 2, G is reducible, and there exists

Q1 such that Q is stably contained in Q1 and pQ1, ρq is of co-factor type within pG, ρq.
By Step 1, pG,Q1q verifies pP1

cofactq1 and thus pP1
cofactq2 for pG,Qq gives that Q and Q1

are stably equal. In particular pQ, ρq is of co-factor type within pG, ρq.

We now consider the following property which is a very slight variation over Prop-
erty pPfactq from the previous section (Definition 7.10), with pP1

cofactq instead of pPcofactq.

Definition 8.4 (Property pP1
factq). Let G be a measured groupoid over a standard prob-

ability space X. Let F Ď G be a measured subgroupoid. We say that the pair pG,Fq

satisfies Property pP1
factq if the following three properties hold.

pP1
factq1 The subgroupoid F is of infinite type.

pP1
factq2 There exist measured subgroupoids Q1, . . . ,Qn of G, with n ě 1, and such

that pG,Qjq satisfies Property pP1
cofactq for every j P t1, . . . , nu, and there exists a

countable Borel partition X˚ “ \iPIXi of a conull Borel subset X˚ Ď X such that
for every i P I, one has F|Xi

“ pQ1 X ¨ ¨ ¨ X Qnq|Xi
.

pP1
factq3 For every subgroupoid Q of G such that pG,Qq satisfies Property pP1

cofactq, and
every positive measure Borel subset U Ď X, there exists a positive measure Borel
subset V Ď U such that either F|V Ď Q|V or pF X Qq|V is trivial.
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Replacing the use of Lemma 7.9, page 82 by Lemma 8.3 in the proof of the first point
of Lemma 7.11, page 85 we obtain the following statement.

Lemma 8.5. Let G be a reducible graph product of countably infinite groups over a
finite simple graph Γ with trivial clique factor. Let G be a measured groupoid over a
standard probability space X, equipped with an action-like cocycle ρ : G Ñ G. Let
F Ď G be a measured subgroupoid.

Then pF , ρq is of factor type within pG, ρq if and only if pG,Fq satisfies Property pP1
factq.

For the following statement, we refer to Definition 7.12, page 86 from the previous
section for the definition of Property pPvertq.

Lemma 8.6. Let G be a reducible graph product of countably infinite groups over a finite
simple graph Γ with no transvection and no partial conjugation. Let G be a measured
groupoid over a standard probability space X, and let ρ : G Ñ G be an action-like
cocycle. Let V Ď G be a measured subgroupoid.

Then pV, ρq is of vertex type if and only if there exist a measured subgroupoid F Ď G
such that pG,Fq satisfies Property pP1

factq, and a countable Borel partition X˚ “ \iPIXi

of a conull Borel subset X˚ Ď X such that for every i P I, one has V|Xi
Ď F|Xi

, and the
pair pF|Xi

,V|Xi
q satisfies Property pPvertq.

Proof. Let Γ “ Γ1 ˝ ¨ ¨ ¨ ˝ Γk be the decomposition of Γ as a join of irreducible subgraphs
(well-defined up to permutation of the factors), and let G “ F1 ˆ ¨ ¨ ¨ ˆ Fk be the corre-
sponding decomposition of G as a direct product (since G is reducible, k ě 2). Notice
that as Γ is transvection-free, no Γi is reduced to a point, in other words G has trivial
clique factor.

We first assume that pV, ρq is of vertex type. Up to a countable partition of the base
space X, and up to conjugating the cocycle, we will assume that V “ ρ´1pGvq for some
v P V Γ. Let j P t1, . . . , ku be such that v P V Γj . Let F “ ρ´1pFjq. By Lemma 8.5,
page 93 the pair pG,Fq satisfies Property pP1

factq. In addition, Γj has no transvection and
no partial conjugation (Remark 2.1, page 18), so it is strongly reduced by Lemma 6.3,
page 63. It thus follows from Lemma 7.13, page 87 (applied to the groupoid F and to the
cocycle ρ, viewed as an action-like cocycle F Ñ Fj), that pF ,Vq satisfies Property pPvertq.

Conversely, assume that there exist a subgroupoid F as in the lemma – up to reasoning
on each subset of the partition, we will assume that pF ,Vq satisfies Property pPvertq.
Since pG,Fq satisfies Property pP1

factq, Lemma 8.5 ensures that, up to a countable Borel
partition of X and passing to a conull Borel subset, we have F “ ρ´1pFjq for some
j P t1, . . . , ku. Since Γj is transvection-free and strongly reduced, and pF ,Vq satisfies
Property pPvertq, it follows from Lemma 7.13, page 87 that pV, ρq is of vertex type, as
desired.

We are now in position to complete the proof of the main proposition of the section.

Proof of Proposition 8.1. Let G and H be two graph products of countably infinite
groups over finite simple graphs that split (possibly trivially) as joins of strongly re-
duced transvection-free finite simple graphs on at least 2 vertices.
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Let G be a measured groupoid equipped with two action-like cocycles ρG : G Ñ G

and ρH : G Ñ H.
Let us first show that G is reducible if and only if H is.

If G is reducible there exists a subgroupoid Q in G such that pQ, ρGq is of co-factor type
within pG, ρGq. By Lemma 8.3, page 91, the pair pG,Qq verifies pP1

cofactq and therefore
H is also reducible.

If G is reducible, the conclusion of Proposition 8.1, page 90 is now an immediate
consequence of Lemma 8.6, page 93, as we have characterized subgroupoids of G of vertex
type with respect to some action-like cocycle ρ, using a groupoid-theoretic property that
does not refer to the cocycle ρ.

And if G is irreducible, the conclusion of Proposition 8.1, page 90 follows from
Lemma 7.13, page 87.

Proof of Proposition 5.3. By Corollary 6.4, if a finite simple graph Γ is transvection-free
and has no partial conjugation, then Γ splits as Γ “ Γ1 ˝ ¨ ¨ ¨ ˝ Γk (possibly with k “ 1),
in such a way that every Γj is transvection-free, strongly reduced, and has at least two
vertices. Proposition 5.3 thus follows from Proposition 8.1.

This completes the proof of the main theorem of Part II (Theorem 1.2, page 7).

9 Amenable vertex groups and untransvectable vertices

9.1 Main result

The contents of this section is not needed for the main theorems of Part II, but will be used
in Section 13. In this section specifically, we will consider graph products where all vertex
groups are amenable. In this case, more can be said without assuming that the graph
has no transvection and no partial conjugation. Namely, given a subgroupoid G over a
standard probability space X equipped with an action-like cocycle ρ : G Ñ G, we can
still recognize subgroupoids that correspond to parabolic subgroups of untransvectable
vertex type, in the following sense.

Let Γ be a finite simple graph. Recall that a vertex v P V Γ is untransvectable if there
does not exist any vertex w P V Γ distinct from v and such that lkpvq Ď starpwq. A
parabolic subgroup P Ď G is of untransvectable vertex type if it is conjugate to Gv for
some untransvectable vertex v.

Given G and ρ as above, and a measured subgroupoid H Ď G, we say that pH, ρq is
of untransvectable vertex type if there exist a conull Borel subset X˚ Ď X, a partition
X˚ “ \iPIXi into at most countably many Borel subsets, and for every i P I, a parabolic
subgroup Pi of untransvectable vertex type such that for every i P I, one has H|Xi

“

ρ´1pPiq|Xi
.

We say that a finite simple graph Γ is clique-reduced if there do not exist distinct
vertices v, w P V Γ with starpvq “ starpwq. Equivalently Γ is clique-reduced if and only
if there does not exist any collapsible clique (in the sense of Definition 6.1, page 62) on
at least 2 vertices in Γ.

The main result of this section is the following proposition.
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Proposition 9.1. Let G,H be two graph products over clique-reduced finite simple
graphs with countably infinite amenable vertex groups. Let G be a measured groupoid
over a standard probability space, equipped with two action-like cocycles ρG : G Ñ G

and ρH : G Ñ H. Let V Ď G be a measured subgroupoid.
Then, the pair pV, ρGq is of untransvectable vertex type if and only if the pair pV, ρHq

is of untransvectable vertex type.

Remark 9.2. The assumption that the two graphs are clique-reduced is necessary. Oth-
erwise, here is a counterexample. Let G be the graph product over the graph Γ̄ from
Figure 11, page 62, with vertex groups tGvuv isomorphic to Z2. Then G is also isomor-
phic to the graph product H over the graph Γ (from the same figure) with vertex groups
isomorphic to Z. We fix an isomorphism θ : H Ñ G sending vertex groups inside vertex
groups. Let G be a measured groupoid with an action-like cocycle ρG : G Ñ G, and let
ρH “ ρG (through the chosen isomorphism H Ñ G). If v P V Γ̄, then pρ´1

G pGvq, ρGq is of
untransvectable vertex type, while pρ´1

G pGvq, ρHq is not.

Our motivation behind proving Proposition 9.1 is that it is a useful in the measure
equivalence classification of right-angled Artin groups. In fact, as recorded in Corol-
lary 9.4 below, it provides finer information than [HH22a], which only dealt with right-
angled Artin groups with finite outer automorphism groups. Among concrete applica-
tions, let us mention the following.

• Corollary 9.4 below will be used in Section 10 to provide new concrete examples of
right-angled Artin groups that can be distinguished from the viewpoint of measure
equivalence.

• In Part III of the present work, Proposition 9.1 will enable us to obtain quantitative
estimates and solve the inverse problem in quantitative orbit equivalence for a large
family of right-angled Artin groups.

• In ongoing work of Huang and the second-named author (which has largely mo-
tivated the present section), the authors expect to use the results obtained here
towards finer results in measure equivalence classification of the right-angled Artin
groups.

To state our main corollary, we make the following definition.

Definition 9.3 (Untransvectable extension graph). Let G be a graph product over a
finite simple graph Γ. The untransvectable extension graph is the subgraph Γue

G Ď Γe
G

spanned by all vertices corresponding to parabolic subgroups of untransvectable vertex
type.

Notice that Γue
G is a G-invariant subgraph of Γe

G, for the G-action on Γe
G coming

from the G-action by conjugation on itself. We warn the reader that Γue
G might be

disconnected, and might be empty.
We also refer to Definition 4.22, page 47 for the definition of an ME-witness.

Corollary 9.4. Let G and H be two graph products over finite simple graphs ΓG,ΓH ,
with countably infinite amenable vertex groups.

Then pΓue
G ,Γ

ue
H q is an ME-witness for G,H. In particular, if G and H are measure

equivalent, then Γue
G and Γue

H are isomorphic.
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Proof. Let G be a measured groupoid over a standard probability space, and let ρG :

G Ñ G and ρH : G Ñ H be two action-like cocycles. Notice that pG, ρGq is stably Γue
G

in the sense of Section 4.4 if and only if it is of untransvectable vertex type. Therefore,
the first point of Definition 4.22 is exactly the contents of Proposition 9.1, page 95. And
the second point of Definition 4.22 is a consequence of Lemma 5.4, page 54, which char-
acterizes adjacency in the (untransvectable) extension graph with no reference to the
action-like cocycle. Finally, the additional part of the corollary follows from Proposi-
tion 4.24, page 47.

In particular, Corollary 9.4 establishes the untransvectable extension graph as a new
invariant in the measure equivalence classification of right-angled Artin groups. Notice
that when ΓG and ΓH are transvection-free, then Γue

G “ Γe
G and Γue

H “ Γe
H , and Corol-

lary 9.4 recovers [HH22a, Theorem 2]. Let us mention that, although we believe that the
techniques from [HH22a] could have been extended to prove the results from the present
section, we decided to use a different path, more in the spirit of the previous sections of
the present work.

9.2 Detecting clique subgroups

We make the following definition.

Definition 9.5 (Property pPcliqueq). Let P be a measured groupoid over a standard
probability space. Let C Ď P be a measured subgroupoid. We say that pP, Cq satisfies
Property pPcliqueq if the following two properties hold.
pPcliqueq1 The subgroupoid C is amenable, of infinite type, and stably normal in P.
pPcliqueq2 If C1 is a measured subgroupoid of P such that pP, C1q satisfies Property pPcliqueq1,

then C1 is stably contained in C.

Lemma 9.6. Let G be a graph product of countably infinite amenable groups over a
finite simple graph Γ. Let G be a measured groupoid over a standard probability space,
equipped with an action-like cocycle ρ : G Ñ G. Let P Ď G be a product parabolic
subgroup, and let P “ ρ´1pP q.

Let C Ď P be the clique factor of P .
• If C “ t1u then no measured subgroupoid C of P is such that pP, Cq satisfies

Property pPcliqueq.
• If C is non-trivial then a measured subgroupoid C Ď P is such that pP, Cq satisfies

Property pPcliqueq if and only if C is stably equal to ρ´1pCq.

Proof. We first assume that C “ t1u, and assume towards a contradiction that there
exists a measured subgroupoid C Ď P such that pP, Cq satisfies Property pPcliqueq. Then
pP,Pq satisfies Property pP1

cofactq (recall Definition 8.2, page 91). So Lemma 8.3, page 91
applies and shows that P is stably equal to ρ´1pQq for some cofactor Q Ď P . This is a
contradiction to Lemma 4.14, page 43 using that ρ is action-like.

We now assume that C ‰ t1u.
• We first show that ρ´1pCq satisfies Property pPcliqueq.

The subgroup C is infinite and amenable because vertex groups are infinite and
amenable. Let C “ ρ´1pCq. Then C is amenable because C is amenable and ρ has
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trivial kernel (Lemma 4.7, page 41), of infinite type because C is infinite and ρ is
action-like, and normal in P because C is normal in P (Example 4.6, page 41). So
pP, Cq satisfies Property pPcliqueq1.
To check Property pPcliqueq2, let C1 Ď P be an amenable subgroupoid of infinite
type which is stably normal in P. We aim to prove that C1 is stably contained
in C. Without loss of generality, we will assume that C1 is normalized by P. We
write P “ C ˆ F1 ˆ ¨ ¨ ¨ ˆ Fk, where the subgroups Fj do not further split as a
direct product. For every j P t1, . . . , ku, let ρj : P Ñ Fj be the cocycle obtained
by post-composing ρ by the projection G Ñ Fj . Up to a countable Borel partition
of X, we will assume using Lemma 4.16, page 44 that pC1, ρq is tightly A-supported
for some parabolic subgroup A Ď P . We aim to prove that A Ď C. So assume
by contradiction that this is not the case. Using Lemma 2.7, page 22 we can find
j P t1, . . . , ku such that A X Fj ‰ t1u. In particular pρjq|C1 is nowhere trivial.
Since C1 is amenable, Lemma 6.11, page 69 and Remark 6.12, page 69 ensure that
pC1, ρjq is Fj-elementary. Lemma 6.14, page 72 therefore implies that pP, ρjq is
also Fj-elementary. In particular pρ´1pFjq, ρjq is Fj-elementary, which contradicts
Lemma 6.10, page 68 (since Fj is not a clique). Therefore A X Fj “ t1u for all j
and thus A Ď C as wanted.

• The stability of Property pPcliqueq under restriction and stabilization implies that
any subgroupoid stably equal to ρ´1pCq, satisfies itself Property pPcliqueq.

• Now if C satisfies Property pPcliqueq, we showed in the first point that it is stably
contained in ρ´1pCq. By the maximality property pPcliqueq2 it is therefore stably
equal to ρ´1pCq.

9.3 Proof of Proposition 9.1

When all vertex groups are amenable, subgroupoids of isolated clique type are amenable,
and therefore they do not satisfy Property pPprodq from Definition 7.2, page 76.
Lemma 7.4, page 77 thus reformulates as follows in this case.

Lemma 9.7. Let G be a graph product of countably infinite amenable groups over a
finite simple graph Γ. Let G be a measured groupoid over a standard probability space X,
equipped with an action-like cocycle ρ : G Ñ G. Let P Ď G be a measured subgroupoid.

Then pP, ρq is of maximal product type and nowhere of isolated clique type if and
only if pG,Pq satisfies Property pPprodq.

We now introduce the following variation over Property pPvertq (Definition 7.12).

Definition 9.8 (Property pP1
vertq). Let G be a measured groupoid over a standard prob-

ability space X, and let V be a measured subgroupoid of G. We say that the pair pG,Vq

satisfies Property pP1
vertq if the following two properties hold.

pP1
vertq1 There exists a countable Borel partition X˚ “ \iPIXi of a conull Borel subset

X˚ Ď X such that for every i P I, there exist measured subgroupoids

G|Xi
“ F0 Ě P1 Ě F1 Ě P2 Ě F2 Ě ¨ ¨ ¨ Ě Pn Ě Cn “ V|Xi

of G|Xi
such that

97



1. for every j P t1, . . . , nu, the pair pFj´1,Pjq satisfies Property pPprodq (see
Definition 7.2, page 76);

2. for every j P t1, . . . , n ´ 1u, the pair pPj ,Fjq satisfies Property pP1
factq (see

Definition 8.4, page 92);
3. for every j P t1, . . . , n ´ 1u and every positive measure Borel subset U Ď Xi,

there does not exist any subgroupoid C of pPjq|U such that ppPjq|U , Cq satisfies
Property pPcliqueq (see Definition 9.5, page 96);

4. the pair pPn, Cnq satisfies Property pPcliqueq.
pP1

vertq2 For every measured subgroupoid W of G of infinite type which is stably contained
in V, and every measured subgroupoid H Ď G, if W is stably normalized by H,
then V is stably normalized by H.

Lemma 9.9. Let G be a graph product of countably infinite amenable groups over a
clique-reduced finite simple graph Γ. Let G be a measured groupoid over a standard
probability space X, equipped with an action-like cocycle ρ : G Ñ G. Let V Ď G be a
measured subgroupoid.

Then pV, ρq is of untransvectable vertex type if and only if pG,Vq satisfies Prop-
erty pP1

vertq.

Proof. We first assume that pV, ρq is of untransvectable vertex type, and prove that pG,Vq

satisfies Property pP1
vertq.

Up to passing to a conull Borel subset of X, taking a countable partition, and conju-
gating the cocycle, we will assume that V “ ρ´1pGvq, where v P V Γ is untransvectable.

We start with pP1
vertq1. Let

G “ F0 Ě P1 Ě F1 Ě ¨ ¨ ¨ Ě Pn Ě Cn “ Gv

be parabolic subgroups provided by Lemma 6.6, page 65 (here we write Fn “ Cn). For
every j P t1, . . . , nu, let Pj “ ρ´1pPjq and Fj´1 “ ρ´1pFj´1q, and let Cn “ ρ´1pCnq.
Since Pj is a maximal product parabolic subgroup of Fj´1 and is not of isolated clique
type, Lemma 7.4, page 77 ensures that pFj´1,Pjq satisfies Property pPprodq for every
j P t1, . . . , nu. Since Pj has trivial clique factor for every j P t1, . . . , n ´ 1u, and Fj is a
factor of Pj , Lemma 8.5, page 93 applies and shows that pPj ,Fjq satisfies Property pP1

factq.
Since Cn is the clique factor of Pn, Lemma 9.6, page 96 ensures that pPn, Cnq satisfies
Property pPcliqueq. On the other hand, for every j P t1, . . . , n ´ 1u, since Pj has trivial
clique factor, Lemma 9.6 ensures that for every positive measure Borel subset U Ď X,
there does not exist any measured subgroupoid C of pPjq|U such that ppPjq|U , Cq satisfies
Property pPcliqueq. This proves Property pP1

vertq1.
We now prove that pG,Vq satisfies Property pP1

vertq2. Let W and H be as in pP1
vertq2.

Since W is of infinite type and stably contained in V, up to a countable Borel partition
of a conull Borel subset of X, we will assume that pW, ρq is tightly Gv-supported. As
W is stably normalized by H, Lemma 4.17, page 44 allows us to further assume that
H Ď ρ´1pGv ˆ GK

v q. But since Gv is normal in Gv ˆ GK
v , it follows that V is (stably)

normalized by H (Example 4.6, page 41), as desired.

Conversely, let us assume that pG,Vq satisfies Property pP1
vertq, and prove that pV, ρq

is of untransvectable vertex type.
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Up to a countable partition, we can assume that there exist measured subgroupoids

G “ F0 Ě P1 Ě F1 Ě P2 Ě F2 Ě ¨ ¨ ¨ Ě Pn Ě Cn “ V

as in pP1
vertq1. Using Lemmas 8.5, 9.6 and 9.7, up to a further partition, we can assume

that there exists a chain of parabolic subgroups

G “ F0 Ě P1 Ě F1 Ě ¨ ¨ ¨ Ě Pn Ě Cn

such that
1. for every j P t1, . . . , nu, one has Pj “ ρ´1pPjq, and Fj´1 “ ρ´1pFj´1q, and Cn “

ρ´1pCnq, and
2. for every j P t1, . . . , nu, Pj is a maximal product parabolic subgroup of Fj´1 and

not of isolated clique type (Lemma 9.7, page 97 using the first assertion of pP1
vertq1),

3. for every j P t1, . . . , n´ 1u, the clique factor of Pj is trivial (Lemma 9.6, using the
third assertion of pP1

vertq1), and Fj is a factor of Pj (Lemma 8.5, page 93 using the
second assertion of pP1

vertq1), and
4. Cn is the clique factor of Pn (Lemma 9.6, page 96 using the fourth assertion of

pP1
vertq1).

We now claim that Cn is conjugate to Gv for some v P V Γ. This will be enough to
conclude our proof, as Lemma 6.6, page 65 then implies that v is untransvectable.

We are thus left with proving the above claim. Assume that Cn is conjugate to GΥ,
for a clique subgraph Υ Ď Γ which contains at least two vertices. Up to conjugating
the cocycle, we will assume without loss of generality that Cn “ GΥ. Since Γ is clique-
reduced, we can find a vertex w P VΥ such that lkpwq Ę Υ ˝ ΥK. We now aim for a
contradiction using Property pP1

vertq2. So let W “ ρ´1pGwq, and let H “ ρ´1pGw ˆGK
wq.

Then W Ď V, and W is normalized by H (Example 4.6, page 41). Property pP1
vertq2 im-

plies that V is stably normalized by H. Since pV, ρq is tightly GΥ-supported (Lemma 4.15,
page 43), Lemma 4.17 enables us to find a positive measure Borel subset U Ď X such that
H|U Ď ρ´1pGΥ ˆGK

Υq. It follows from Lemma 4.14, page 43 that Gw ˆGK
w Ď GΥ ˆGK

Υ,
which contradicts our choice of w. This contradiction completes our proof.

We are now in position to complete the proof of the main proposition of this section.

Proof of Proposition 9.1. Assume that pV, ρGq is of untransvectable vertex type. By
Lemma 9.9 applied to the cocycle ρG, the pair pG,Vq satisfies Property pP1

vertq. And
Lemma 9.9 applied to the cocycle ρH then proves that pV, ρHq is of untransvectable
vertex type. By symmetry the other implication also holds.

10 Examples

To conclude this part, we provide some examples illustrating the different cases treated in
the past sections. All the graph products presented in this section are in fact right-angled
Artin groups (though they are sometimes viewed as graph products with non-cyclic vertex
groups). So our work provides new cases of the measure equivalence classification of right-
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angled Artin groups, beyond those treated in [HH22a]. On the other hand, some cases
remain open, such as right-angled Artin groups defined over trees.

Example 10.1. The following example is an illustration of Theorem 1.2.
The two graph products defined in Figure 18 are not measure equivalent.
Indeed, the graph (namely the pentagon) is transvection-free and has no partial

conjugation. Therefore Theorem 1.2 applies: if G and H were measure equivalent, then
we would have a graph isomorphism sending the vertex group F2 to an orbit equivalent
vertex group in H. Such a vertex group does not exist in H. Therefore G and H cannot
be measure equivalent.

Z

F2

Z

Z
Z

G

Z

F3

Z

Z
Z

H

Figure 18: Groups from Example 10.1

Example 10.2. The following example is an illustration of Corollary 5.7.
Let G and H be as in Figure 19 (the two leftmost graphs). If G and H were measure

equivalent, then we would have a graph homomorphism σ : ΓG Ñ ΓH such that Gv is
measure equivalent to Hσpvq for all v P V ΓG. In particular σ must send blue vertices to
blue vertices. In particular, by looking at the restriction of σ to the leftmost pentagon
in ΓG (all of whose vertices are blue), there would exist a graph homomorphism from a
pentagon to a segment of length 3, which is not the case. Therefore G and H are not
measure equivalent.

F2

Z
Z

Z
Z

H

Z

Z

Z

Z

F2Z

Z

G

Z

Z

Z

Z

F2F3

Z

G′

Figure 19: Graphs and groups from Example 10.2 and Remark 10.3

Remark 10.3. We do not know however whether or not the groupsH andG1 are measure
equivalent. There do exist graph homomorphisms ΓG Ñ ΓH and ΓH Ñ ΓG, such that a
vertex and its image always carry measure equivalent vertex groups, so Corollary 5.7 does
not provide any obstruction. In fact, if the brown vertex group was isomorphic to F2,
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then G1 would be isomorphic to an index 2 subgroup of H (whence measure equivalent
to H). However, with the brown vertex group isomorphic to F3, we have no reason to
expect that the groups G1 and H should be measure equivalent.

Example 10.4. The following example is an illustration of Proposition 9.1.
Let G and H be the two groups defined in the left half of Figure 20, page 101. Then

G and H are not measure equivalent.
Indeed, first remark that in Figure 20 all untransvectable vertices are drawn in orange.

Second, note that H can be rewritten as a right-angled Artin group over the graph drawn
at the top of the right half of Figure 20 (in particular, with this decomposition all vertex
groups are now amenable). In the latter graph, all vertices are transvectable. If G and
H were measure equivalent then we could apply Proposition 9.1, page 95 and get the
existence of an untransvectable vertex in the rightmost graph defining H. Hence G and
H can not be measure equivalent. For the same reason, the groups H and H 1 are not
measure equivalent.

In fact, as a consequence of Corollary 9.4, we can also prove that G and H 1 are not
measure equivalent. Indeed, the untransvectable extension graph Γe

H 1 (see Definition 9.3)
is totally disconnected: its vertices represent the conjugates of the leftmost orange vertex
group and of the rightmost orange vertex group, and no two distinct conjugates of these
vertex groups commute. On the other hand Γe

G contains an edge, because all orange
vertex groups are untransvectable.

One could provide many variations over the above example. But many cases remain
open: the most basic ones is that our methods do not allow to decide whether or not
right-angled Artin groups defined over trees of diameter at least 3 are measure equivalent
or not.

Z Z Z Z Z

G

Z ZF2 F2 F2

H

also decomposes
as:

Z

Z

Z

Z

Z

Z

Z Z

Z Z F2 Z Z

H ′

also decomposes
as:

Z

Z

Z Z Z Z

Figure 20: Groups from Example 10.4
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Part III

Quantitative aspects and the inverse
problem for RAAGs
The goal of the present part is to obtain a quantitative version of the previous classifica-
tion theorem (Theorem 1.2, page 7) and solve the inverse problem in quantitative measure
equivalence for a large family of right-angled Artin groups. We refer to Section 3.1.3,
page 33 for the definition of quantitative orbit equivalence.

In Section 11 we prove that when two graph products are defined over the same
graph, the integrability at the level of the vertex groups can be lifted at the level of the
graph products themselves (Theorem 1.10). This actually does not need any assumption
on the defining graph and relies on a previous result of Huang and the second named
author [HH22a], generalizing an argument of Gaboriau [Gab05, PME6]. In Section 12 we
show a generalized version of Theorem 1.11, proving for a large family of graph products
that the integrability at the level of the graph products passes at the level of the vertex
groups.

The inverse problem is finally solved in Section 13.

11 From the factors to the graph product

We prove here Theorem 1.10 which we recall below – in the introduction, we used the
language of integrable orbit equivalence couplings instead of pairings, but these are equiv-
alent, see Section 3.1.3.

Theorem 1.10. Let G and H be two graph products over a finite simple graph Γ, with
finitely generated vertex groups pGvqvPV Γ and pHvqvPV Γ, respectively.

Let φ,ψ : r1,`8rÑ r1,`8r be two non-decreasing functions. Assume that for every
v P V Γ, there exists a pφ,ψq-integrable orbit equivalence pairing from Gv to Hv.

Then there exists a pφ,ψq-integrable orbit equivalence pairing from G to H.

This theorem is a quantitative version of [HH22a, Proposition 4.2]. Our proof is
actually based on the pairing built in [HH22a] to prove the latter proposition. In order
to keep this article self contained we recall the construction below.

Construction of the pairing From now on we fix an enumeration tv1, . . . , vnu of the
vertices of Γ.

For all i P t1, . . . , nu, let pYi, νiq be an orbit equivalence pairing between Gvi and Hvi .
Consider also a free measure-preserving action of G on a standard probability space Z.
Let X “ Z ˆ Y1 ˆ ¨ ¨ ¨ ˆ Yn and endow X with the product probability measure denoted
by µ. An element x of X is denoted by x “ pz, y1, . . . , ynq where z P Z and yi P Yi for
all i P t1, . . . , nu. We also denote by ri : G Ñ Gvi the retraction which is the identity
on Gvi and sends all other factors to t1u. We can thus define a free measure-preserving
G-action on X, where the action on each Yi is through ri, that is to say:

gpz, y1, . . . , ynq “ pgz, r1pgqy1, . . . , rnpgqynq . (11.1)
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To define the action of H on X we first define the action of Hvi on X for i P t1, . . . , nu.
So let i P t1, . . . , nu and denote by ci : Gvi ˆ Yi Ñ Hvi and c1

i : Hvi ˆ Yi Ñ Gvi the two
orbit equivalence cocycles associated to the pairing between Gvi and Hvi . Recall that
cipg, yiq is defined for a.e. yi P Yi, as the unique h P Hvi such that gyi “ hyi. Similarly
c1
iph, yiq is the unique g P Gvi such that gyi “ hyi. Hence, for h P Hvi we define for a.e.

pz, y1, . . . , ynq P X,
hpz, y1, . . . , ynq :“ c1

iph, yiqpz, y1, . . . , ynq.

This leads to a well defined free action of Hvi on X.
To obtain an action of the entire group H, we now show that if hi, hj belong to adja-

cent vertex groupsHvi ,Hvj respectively, then hi
`

hjpz, y1, . . . , ynq
˘

“ hj
`

hipz, y1, . . . , ynq
˘

.
First remark that, by definition of the retractions, when g belongs to some vertex group
Gvl the above eq. (11.1) becomes

gpz, y1, . . . , ynq “ pgz, y1, . . . , yl´1, gyl, yl`1, . . . , ynq . (11.2)

Finally, since for all l the cocycle c1
l goes from Hvl ˆ Yl to Gvl and since vi and vj are

adjacent in Γ, we thus get that c1
iphi, yiq and c1

jphj , yjq belong to adjacent vertex groups.
Therefore, using eq. (11.2) for the second and the fourth equalities, we get

hi

´

hjpz, y1, . . . , ynq

¯

“ hi

´

c1
jphj , yjqpz, y1, . . . , ynq

¯

,

“ c1
iphi, yiq

´

c1
jphj , yjqpz, y1, . . . , ynq

¯

,

“ c1
jphj , yjq

´

c1
iphi, yiqpz, y1, . . . , ynq

¯

,

“ hj

´

c1
iphi, yiqpz, y1, . . . , ynq

¯

,

“ hj

´

hipz, y1, . . . , ynq

¯

.

The action defined at the level of the vertex groups thus extends at the level of the
entire graph product H. The fact that this H-action is free follows from the freeness of
the G-action on Z and a normal form argument.

We can now use this construction to prove our result.

Proof of Theorem 1.10. Keeping all notations from above, let X “ Z ˆ Y1 ˆ ¨ ¨ ¨ ˆ Yn be
the pairing defined in the last paragraph, where for all i P t1, . . . , nu we choose Yi to be
a pφ,ψq-integrable orbit equivalence pairing from Gvi to Hvi . Denote by c : GˆX Ñ H

and c1 : H ˆ X Ñ G the two cocycles associated to the pairing pX,µq. Finally recall
that an element x of X is denoted by x “ pz, y1, . . . , ynq where z P Z and yi P Yi for all
i P t1, . . . , nu.

For any i P t1, . . . , nu denote by Si
G and Si

H finite generating sets of Gvi and Hvi re-
spectively. Then SG :“ \n

i“1S
i
G generates G and SH :“ \n

i“1S
i
H generates H. Therefore,

to prove that this pairing is pφ,ψq-integrable we only need to show that for all s P SG
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and all s1 P SH we have
ż

xPX
φ
´

ˇ

ˇcps, xq
ˇ

ˇ

SH

¯

dµpxq ă `8, (11.3)
ż

xPX
ψ
´

ˇ

ˇc1ps1, xq
ˇ

ˇ

SG

¯

dµpxq ă `8. (11.4)

φ-integrability Consider s P SG and let i P t1, . . . , nu be such that s P Si
G. For

a.e. x P X, using first the definition of the action of H on X and then using that
c1
i

`

cips, yiq, yi
˘

“ s, we obtain

cips, yiqx “ c1
i

`

cips, yiq, yi
˘

x “ sx,

and thus cps, xq “ cips, yiq. Therefore, by choice of SH we get that

|cps, xq|SH
“ |cips, yiq|SH

“ |cips, yiq|Si
H
.

Finally, using that all spaces Z and Yj have measure 1 and that ci is φ-integrable on Yi,
we thus obtain that eq. (11.3) is verified.

ψ-integrability Now consider s1 P SH and let i P t1, . . . , nu be such that s1 P Si
H . Then

by definition of the H-action on X, we have s1x “ c1
i ps1, yiqx for a.e. x P X. Therefore

c1ps1, xq “ c1
ips

1, yiq for a.e. x P X, and since the latter element belongs to Gvi we thus
obtain

ˇ

ˇc1
`

s1, x
˘ˇ

ˇ

SG
“
ˇ

ˇc1
i

`

s1, yi
˘ˇ

ˇ

SG
“
ˇ

ˇc1
i

`

s1, yi
˘ˇ

ˇ

Si
G
.

But by assumption, c1
i is ψ-integrable, thus eq. (11.4) is verified and hence the pairing

constructed above is pφ,ψq-integrable.

12 From the graph product to the factors

The goal of this section is to prove Theorem 1.11, page 12, which states that the quan-
tification at the level of the graph products passes at the level of the vertex groups.

12.1 The general statement and applications

12.1.1 Main result

What we actually show here is the following more general version of the latter theorem.
We refer to Definition 5.1, page 53 for the definition of the Vertex Recognition Property
and to Section 2.2.3, page 22 for the definition of an untransvectable vertex.

Theorem 12.1. Let φ,ψ : r1,`8rÑ r1,`8r be two increasing unbounded functions
and let G and H be two graph products defined over ΓG,ΓH respectively, with infinite
finitely generated vertex groups. Assume that there exists a pφ,ψq-integrable measure
equivalence coupling from G to H.

1. If for all v P V ΓG and all w P V ΓH the vertex groups Gv and Hw are amenable
then for all untransvectable vertices v P V ΓG, their exist σpvq P V ΓH and a pφ,ψq-
integrable measure equivalence coupling from Gv to Hσpvq.
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2. If G and H both belong to a same class of groups C satisfying the Vertex Recog-
nition Property, then there exist a graph homomorphism σ : ΓG Ñ ΓH and for all
v P V ΓG a pφ,ψq-integrable measure equivalence coupling from Gv to Hσpvq.

3. If ΓG and ΓH are transvection-free with no partial conjugation, then there exists a
graph isomorphism σ : ΓG Ñ ΓH and for all v P V ΓG a pφ,ψq-integrable measure
equivalence coupling from Gv to Hσpvq.

The second assertion applies in particular whenever ΓG and ΓH are transvection-free
and strongly reduced (Proposition 7.1, page 74).

The three conclusions of the above theorem provide quantitative versions of three
situations already encountered in Part II of this work. Namely,

• the first part is a quantitative version of the work from Section 9;
• the second part is a version of Corollary 5.7, page 55;
• the third part (which is exactly Theorem 1.11, page 12 from the introduction), is

a quantitative version of Theorem 1.2.
We also refer to Section 10 for illustrations of these various situations.

Recall also that when G is a right-angled Artin group, asking ΓG to be transvection-
free with no partial conjugation is equivalent to requiring OutpGq to be finite. So in
particular the first and second assertions of our theorem apply to a larger family of
right-angled Artin groups than the ones with finite outer automorphism group.

Finally, we refer to Remark 1.12 for a discussion on the asymmetry between The-
orem 1.10 (stated in terms of orbit equivalence) and Theorem 12.1 (stated in terms of
measure equivalence).

12.1.2 Obstructions in the non-amenable world

As explained in the introduction, quantitative measure equivalence responds well to ge-
ometry, which sometimes provides us with upper bounds to the possible quantifications
between two given groups. So far, most of the known obstructions were in the amenable
world, our Theorem 12.1 above allows to extend them to a large family of non-amenable
groups. We recall below some of the known geometric obstructions and detail the case
of the isoperimetric profile that will be used in the next section.

Among the previously known obstructions were the results of Bowen and Austin in
[Aus16]. Indeed, Bowen proved that growth is stable under integrable measure equiv-
alence. Austin moreover showed that two L1-measure equivalent groups of polynomial
growth have bi-Lipschitz asymptotic cones. This implies for example that Z4 and the
Heisenberg group H3, although having the same growth rate, cannot be L1-measure
equivalent. Another obstruction relies on the notion of isoperimetric profile. Let SG be
a finite generating set of G and recall that the SG-boundary of a finite subset A of G is
defined as BSG

A :“ tg P A : Ds P SG, gs R Au. The isoperimetric profile of a finitely
generated group G, with respect to a finite generating set S is the function IG : N˚ Ñ R
defined by

IGpnq :“ sup
AĎG, 0ă|A|ďn

|A|

|BSG
A|
.

Note that (by the Følner criterion) a group is amenable if and only if its isoperimetric
profile is unbounded.
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Delabie, Koivisto, Le Maître and Tessera [DKLMT22] showed the monotonicity under
quantitative measure equivalence of the isoperimetric profile and more precisely of its
asymptotic behaviour. More formally, if f and g are two real functions we denote f ď g

if there exists some constant C ą 0 such that fpxq “ O
`

gpCxq
˘

as x tends to infinity.
We write f » g if f ď g and g ď f .

Theorem 12.2 ([DKLMT22, Th.1]). Let G and H be two finitely generated groups
admitting a pφ,L0q-integrable measure equivalence coupling from G to H. If both φ and
t{φptq are non-decreasing then φ ˝ IH ď IG.

As mentioned above, when G and H are non-amenable groups, both their isoperimet-
ric profiles are bounded. Therefore, the latter theorem does not provide any obstruction
for non-amenable groups. Our Theorem 12.1, however, does: it allows us to extend the
condition on the profile to the world of graph products as in the example below.

Example 12.3. Let G and H be the graph products defined in Figure 21.
By [DKLMT22, Theorem 1.9], for all ε ą 0 there exists an pL1{2´ε, L0q-integrable

orbit equivalence pairing from Z2 to Z. Therefore by Theorem 1.10, the groups G and
H are pL1{2´ε, L0q-integrably orbit equivalent for all ε ą 0.

Now assume that we have a pφ,L0q-integrable measure equivalence coupling from G

to H. The orange vertex on the left is untransvectable, therefore Theorem 12.1 provides
us with a vertex group in G that is pφ,L0q-integrably measure equivalent to Z2, namely
a pφ,L0q-integrable measure equivalence coupling from Z2 to Z.

Recall that IZpxq » x and IZ2pxq »
?
x. Applying Theorem 12.2 to the latter coupling

gives that the integrability φ cannot be better than L1{2.

Z Z2 Z Z Z

G

Z Z Z Z Z

H

Figure 21: Graph products of Example 12.3

The next section contains the final tools needed to prove the theorem.

12.2 Integrability at the vertex level

The strategy of the proof of Theorem 12.1 is the following. In the three cases we will
have, inside the coupling Ω, a subcoupling between a vertex group of G and a vertex
group of H. It will be obtained using the results from Part II and Lemma 12.4 below.

In the first case, we will be able to obtain such a coupling for all untransvectable ver-
tices using Section 9. When working with the second case, namely the Vertex Recognition
Property, we use Corollary 5.7 instead. And the third case relies on Proposition 5.10. The
final tool will be Lemma 12.5, which provides a way to obtain the wanted integrability
of the subcouplings between vertex groups.

We first start by rewriting Lemma 3.3 in the graph product framework and with the
groupoid theoretic vocabulary, as explained in Remark 4.4. We refer to Section 4 for
background on measured groupoids.
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Lemma 12.4 (Restating Lemma 3.3). Let G and H be two graph products of countably
infinite vertex groups, defined over finite simple graphs ΓG,ΓH . Let pΩ,m,XG, XHq be
a measure equivalence coupling from G to H, chosen so that XG X XH has positive
measure. Let G be the associated measured groupoid over XG X XH and ρG (resp. ρH)
the corresponding cocycles. Let v P V ΓG and w P V ΓH . Assume that there exists a
positive measure Borel subset U Ď XG XXH such that

ρ´1
G pGvq|U “ ρ´1

H pHwq|U .

Then there exist a pGvˆHwq-invariant Borel subspace Ω1 Ď Ω, and Borel fundamental
domains Xv, Xw for the actions of Gv, Hw on Ω1, such that

1. pΩ1,m,Xv, Xwq is a measure equivalence coupling from Gv to Hw, and
2. Xv, Xw are contained in fundamental domains for the respective actions of G,H

on Ω.

The following lemma, contrarily to the previous one, relies on the graph product
structure since it makes use of the normal form.

Lemma 12.5. Let G and H be two graph products over finite simple graphs ΓG,ΓH ,
and let PG Ď G and PH Ď H be two respective parabolic subgroups. Let pΩ,m,XG, XHq

be a pφ,ψq-integrable measure equivalence coupling from G to H. If there exist
• a pPG ˆ PHq-invariant Borel subset Ω1 Ď Ω, such that pΩ1,m,XPG

, XPH
q is a

measure equivalence coupling from PG to PH ;
• and X 1

G, X 1
H fundamental domains for the G- and H-actions respectively, such that

XPG
Ď X 1

G and XPH
Ď X 1

H ;
then PG and PH are pφ,ψq-integrably measure equivalent over Ω1 (for suitable funda-
mental domains).

Recall that when pΩ,m,XG, XHq is a measure equivalence coupling from G to H, we
have an induced action of G on XH and an induced action of H on XG; both actions
are denoted by “¨” (see page 31 and Figure 1, page 12). Recall also that given a funda-
mental domain XH one can identify Ω{H with XH and – through this identification –
changing the fundamental domain amounts to conjugating the cocycles and vice versa
(see Remark 3.1, page 32).

Proof. Up to replacing Ω1 and the fundamental domains by translates, we can (and
will) assume without loss of generality that PG “ GΥ and PH “ HΛ for some induced
subgraphs Υ Ď ΓG and Λ Ď ΓH .

We will prove that Ω1 is pφ,L0q-integrable (and thus exhibit an appropriate funda-
mental domain). By symmetry (i.e. interchanging the roles of G and H), this will be
enough to derive that Ω1 is also pL0, ψq-integrable (again, for an appropriate fundamental
domain), and the lemma will follow.

If x belongs to XH we will denote by x1 the unique element of X 1
H in the same H-orbit

as x. Denote by c and c1 the measure equivalence cocycles associated to the fundamental
domains XH and X 1

H respectively, namely

c : GˆXH Ñ H,

c1 : GˆX 1
H Ñ H.
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By assumption, c is φ-integrable and since XPH
Ď X 1

H we have c1pPG ˆ XPH
q Ď PH .

Moreover, since X 1
H and XH are two fundamental domains for the same H-action, the

above two cocycles are cohomologous. That is to say, there exists α : XH Ñ H such that
c1pg, x1q “ αpg ¨ xqcpg, xqαpxq´1 for all g P G and a.e. x P XH .

Now let ϑ : H Ñ H be defined by letting ϑphq be the element with the smallest word
length such that PHϑphq “ PHh. Equivalently ϑphq is the unique representative of the
coset PHh whose head (see page 19 for the definition) contains no element in PH . By
definition ϑ is constant on all right cosets of PH . Now let

X2
H :“ tϑ

`

αpxq
˘

¨ x : x P XHu.

As above, if x belongs to XH we denote by x2 the element of X2
H corresponding to the

same H-orbit. We denote by X2
PH

the image of XPH
under the identification x1 ÞÑ x2.

Let us prove that X2
PH

is the appropriate fundamental domain.
For all g P PG and a.e. x P XH we define

c2
1pg, x2q “ ϑ pαpg ¨ xqq cpg, xqϑ

`

αpxq
˘´1

.

Remark that by definition of ϑ this cocycle c2
1 is PH -cohomologous to c1 (through the

identification x1 ÞÑ x2). In particular, its restriction to PG ˆX2
PH

takes its values in PH

and also defines a measure equivalence cocycle on Ω1 (namely, the measure equivalence
cocycle associated to the fundamental domain X2

PH
).

Now, for all v P V ΓH let SHv be a finite generating set of Hv and recall that SH “

YvPV ΓH
SHv generates H. We also let SPH

:“ YvPV ΛSHv , where Λ Ď ΓH is the type of
PH – notice that SPH

is a finite generating set of PH . Our definition of ϑ, together with
Lemma 2.2, page 19 imply that for a.e. x2 P X2

PH
we have

ˇ

ˇc2
1pg, x2q

ˇ

ˇ

SPH

“
ˇ

ˇc2
1pg, x2q

ˇ

ˇ

SH
ď |cpg, xq|SH

.

Hence c2
1 is a φ-integrable cocycle since c is itself φ-integrable, as wanted.

12.3 Proof of the main theorem

We now turn to the proof of Theorem 12.1.

Proof of Theorem 12.1. Let pΩ,m,XG, XHq be a pφ,ψq-integrable measure equivalence
coupling from G to H, and let c1 : G ˆ XH Ñ H and c2 : H ˆ XG Ñ G be the two
associated measure equivalence cocycles. Up to replacing XH by hXH for some h P H,
we can (and will) assume that µpXG X XHq ą 0 – notice indeed that this changes the
measure equivalence cocycle from G to H by a conjugation by h, and therefore does not
affect its integrability. Let X “ XG XXH .

Let G be the measured groupoid over X given by the restriction of the G- and H-
actions on XH and XG respectively (see Example 4.2, page 38). It is naturally equipped
with two cocycles ρG : G Ñ G and ρH : G Ñ H, which are action-like (Lemma 4.13,
page 42). We now distinguish three different cases corresponding to the three different
sets of hypotheses in our theorem.
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Case 1 If for all v P V ΓG and all w P V ΓH the vertex groups Gv and Hw are amenable
then Proposition 9.1, page 95 ensures that for every untransvectable vertex v P V ΓG

there exist σpvq P V ΓH , h P H and a Borel subset U Ď XGXXH of positive measure
such that

ρ´1
G pGvq|U “ ρ´1

H phHσpvqh
´1q|U .

Considering nowH 1 the graph product over ΓH with vertex groups thHvh
´1uvPV ΓH

,
we can apply Lemma 12.4 to G and H 1 and obtain a measure equivalence cou-
pling Ω1 from Gv to hHσpvqh

´1 verifying the hypotheses of Lemma 12.5. The latter
lemma gives the pφ,ψq-integrability of Ω1, for well-chosen fundamental domains.

Case 2 If G and H both belong to a class of groups C having the Vertex Recognition
Property then the proof of Corollary 5.7, page 55 ensures that there exists a graph
homomorphism σ : ΓG Ñ ΓH such that for all v P V ΓG, the groups Gv and
Hσpvq verify the hypothesis of Lemma 12.4. And therefore, as above there exists a
pφ,ψq-integrable coupling from Gv to Hσpvq.

Case 3 If we assume that ΓG and ΓH are transvection-free graphs with no partial con-
jugation, then Proposition 5.10 and Remark 5.11 ensure that there exist a graph
isomorphism σ : ΓG Ñ ΓH , and for all v P V ΓG a Borel subset Ωv Ď Ω which
is a measure equivalence coupling from Gv to Hσpvq and satisfy the hypotheses of
Lemma 12.5. The latter result then gives the desired integrability.

13 The inverse problem for right-angled Artin groups

The goal of this section is to prove Theorem 1.13, page 13 which answers the inverse
problem for right-angled Artin groups, namely: given a right-angled Artin group H and
a quantification φ, can we find a group G and a measure equivalence coupling which is
pφ,L0q-integrable from G to H?

As discussed in the introduction (see Section 1.2.3, page 13), we also ask this coupling
to be optimal (or close to be). The optimality here comes from the geometry of the
involved groups, more precisely from the obstruction given by the isoperimetric profile
of the vertex groups (see Section 12.1.2).

13.1 Main theorem

The following restates Theorem 1.13 from the introduction.

Theorem 1.13. Let Γ be a finite simple graph that contains an untransvectable vertex
and let ρ be a non-decreasing map such that x ÞÑ x{ρpxq is non-decreasing. If H is a
right-angled Artin group over Γ then there exists a group G and an orbit equivalence
pairing from G to H which is a pφε, L

0q-integrable for all ε ą 0, where

φεpxq :“
ρ ˝ logpxq

plog ˝ρ ˝ logpxqq
1`ε .

Moreover, this coupling is optimal up to a log factor in the following sense: if there exists
a pφ,L0q-integrable measure equivalence coupling from G to H, then φ ď ρ ˝ log.
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Discussion on the hypotheses First remark that the hypotheses on ρ lead us to
deal with quantifications having sub-logarithmic growth. On the other hand, Huang and
the second-named author showed a superrigidity phenomenon under pL1, L0q-measure
equivalence [HH23, Theorem 1]. More precisely, they showed that if G is a right-angled
Artin group with finite outer automorphism group and H is any countable group with
bounded torsion such that there exists an pL1, L0q-measure equivalence coupling from H

to G, then H is finitely generated and quasi-isometric to G. In some cases this implies
that G and H are commensurable [Hua18]. We thus have here two completely different
behaviors: a lot of flexibility for sub-logarithmic quantification versus superrigidity under
L1-integrability.

Second, we mention that one could extend the above theorem when H is a graph
product over Γ of non-trivial finitely generated free abelian groups up to adding some
assumptions on the map φε (concavity) as in [Esc22, Corollary 1.8].

On the other hand, we do not know whether the theorem holds when H is a non-
abelian free group, and more generally we cannot treat the case where H splits as a graph
product of non-abelian free groups.

13.2 Proof of Theorem 1.13

The proof relies on two main tools: the resolution of the above inverse problem for H “ Z
(or equivalently, when Γ is reduced to one vertex) already established in [Esc22], and the
results specific to graph products developed in the present article, namely Theorems 1.10
and 12.1 (pages 12 and 104).

We start by recalling the known results for the case of Γ reduced to one vertex and
then turn to our proof of the above Theorem 1.13.

Background on the inverse problem When H “ Z (or equivalently, when Γ is
reduced to one vertex) building couplings with prescribed integrability with H has been
done by the first named author in [Esc22, Theorem 1.7], which we recall below. The
optimality is obtained in this case using the obstruction given in Theorem 12.2, which
relies on the isoperimetric profile (see Section 12.1.2 for the definition of the profile IG).

Theorem 13.1 (Escalier [Esc22]). For all non-decreasing maps ρ such that x ÞÑ x{ρpxq

is non-decreasing, there exists a group ∆ such that
• I∆ » ρ ˝ log;
• There exists an orbit equivalence pairing that is pφε, exp ˝ρq-integrable from ∆ to
Z for all ε ą 0, where φεpxq :“ ρ ˝ logpxq{plog ˝ρ ˝ logpxqq

1`ε.

We mention that the group ∆ given by the above theorem, is a diagonal product of
lamplighter groups as defined by Brieussel-Zheng in [BZ21].

Claim 13.2. The coupling given by the above theorem is optimal up to a log factor
in the sense of Theorem 1.13, namely: for every non-decreasing map φ if there exists a
pφ,L0q-integrable measure equivalence coupling from ∆ to Z then φ ď I∆ » ρ ˝ log.

Proof of the Claim. Let ∆ be the group given by the above theorem. Assume that there
exists a pφ,L0q-integrable measure equivalence coupling from ∆ to H, for some non-
decreasing map φ and let us prove that φ ď I∆ » ρ ˝ log.
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‚ Let us first prove that x ÞÑ x{φpxq is necessarily non-decreasing.
So assume towards a contradiction that x ÞÑ x{φpxq is decreasing. Then id ď φ and
thus any φ-integrable cocycle is at least L1-integrable. Therefore the coupling is also
pL1, L0q-integrable from ∆ to H. Thus, recalling that IHpxq » x and I∆ » ρ ˝ log and
using Theorem 12.2, we get that in this case

x » IHpxq ď I∆pxq » ρ ˝ logpxq

But the map x ÞÑ x{ρpxq is non-decreasing, which contradicts the above inequality.
Hence the map x ÞÑ x{φpxq has to be non-decreasing.

‚ Since t ÞÑ t{φptq is non-decreasing, we can now apply Theorem 12.2 and obtain that
φ˝IH ď I∆. Since IH » id, the last inequality becomes φ ď I∆ » ρ˝ log. As wanted.

The case of graph products We now turn to the proof of the general case. The
existence of the group G and the pairing are given by Theorems 1.10 and 13.1. The
optimality is then obtained using Claim 13.2 and Theorem 12.1.

Proof of Theorem 1.13. Let Γ be a finite simple graph that contains an untransvectable
vertex, denoted by v, and H be right-angled Artin group over Γ.
Construction of the coupling Let ρ and for all ε ą 0 let φε be as in the theorem.

Then by Theorem 13.1 there exists a group ∆ admitting a pφε, L
0q-integrable orbit

equivalence pairing from ∆ to Z. Denote by G the graph product over Γ, with
vertex groups Gv “ ∆ and Gw “ Hw for all w ‰ v in V Γ. Then by Theorem 1.10,
page 12 there exists a pφε, L

0q-integrable orbit equivalence pairing from G to H.
Optimality Let φ be a non-decreasing map and assume that we have a pφ,L0q-integrable

measure equivalence coupling from G to H. By the first point of Theorem 12.1,
page 104 there exists σpvq P V Γ and a pφ,L0q-integrable measure equivalence cou-
pling from Gv “ ∆ to Hσpvq » Z. So applying Claim 13.2 to the latter coupling
leads φ ď ρ ˝ log. Therefore, the pφε, L

0q-integrable coupling constructed in the
first part of the proof is optimal up to a logarithmic error, as wanted.
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Part IV

Rigidity under ergodicity assumptions
The goal of this part is to prove orbit equivalence rigidity theorems for actions of graph
products that satisfy certain strong ergodicity assumptions. Our main theorems are
Theorem 14.2 (giving a rigidity statement among actions of graph products) and Theo-
rem 15.1 (giving a superrigidity statament, comparing two actions G ñ X and H ñ Y

where only G is a graph product, while H is an arbitrary countable group). This is in
the vein of the work of Monod and Shalom for direct products [MS06], and generalizes
the case of right-angled Artin groups [HHI23].

14 Rigidity among graph products

14.1 Some terminology

We start by recalling some terminology that will be used throughout the section.

Ergodicity assumptions. Recall that a measure-preserving action of a countable
group G on a standard probability space pX,µq is

• weakly mixing if the diagonal action of G on X ˆX is ergodic.
• totally ergodic if every infinite subgroup of G acts ergodically on X.
• mildly mixing if it is ergodic and if for any measurable subset U Ď X with
µpUq, µpXzUq ą 0, and any sequence of pairwise distinct elements gn in G, one has
lim inf µpgnU△Uq ą 0. By [SW82], this is equivalent to the following requirement,
which is in fact the original definition of mild mixing due to Furstenberg and Weiss
[FW78]: for every measure-preserving ergodic G-action on a standard Borel space
S equipped with a non-atomic σ-finite Borel measure, the diagonal G-action on
X ˆ S is ergodic.

• strongly mixing if given any two Borel subsets U, V Ď X, and any sequence
pgnqnPN P GN of pairwise distinct elements, one has limnÑ`8 µpgnU X V q “

µpUqµpV q.
We notice that strongly mixing actions are in particular mildly mixing, that mildly mixing
actions of countably infinite groups are weakly mixing, and that weakly mixing actions
are ergodic (and totally ergodic actions are also ergodic).

We also mention that if G has a subgroup H which acts weakly mixingly on X, then
the G-action on X is weakly mixing. This is however not true for the total ergodicity,
mild mixing and strong mixing conditions.

(Virtual) conjugation of actions. Two measure-preserving actions G ñ pX,µq

and H ñ pY, νq on standard probability spaces are conjugate if there exist a group
isomorphism θ : G Ñ H and a measure space isomorphism f : X Ñ Y such that
fpg ¨ xq “ θpgqfpxq for every g P G and almost every x P X.

There exists a weaker notion of virtually conjugate actions, which takes into account
the possibility of passing to finite-index subgroups and taking the quotient by a finite
normal subgroup. We now recall the definition, see e.g. [Kid08b, Definition 1.3].
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First, given a countable group G, a finite-index subgroup H Ď G, and a measure-
preserving action of H on a standard probability space X, there is a notion of an action
of G on a standard finite measure space IndGHpXq, induced from that of H, defined as
follows. Let θ : H Ñ G be the inclusion map. The space X ˆ G (where G is equipped
with the counting measure) is equipped with a measure-preserving action of HˆG given
by ph, gq¨px, g1q “ phx, θphqg1g´1q. We then let IndGHpXq :“ HzpXˆGq: this is naturally
a standard finite measure space (isomorphic to X ˆ G{H), which we renormalize to a
probability space. The G-action on X ˆG descends to a probability measure-preserving
G-action on IndGHpXq.

Notice for future use that, following the notation from [Vae07, Notation 4.3], we can
more generally define the induced action G ñ IndGHpX, θq whenever θ : H Ñ G is an
injective homomorphism with finite-index image. In the particular case where θ is an
isomorphism, then the G-action on X and the H-action on IndGHpX, θq are conjugate (via
the isomorphism θ : H Ñ G and the measure space isomorphism x ÞÑ rx, es, where rx, es

denotes the class of px, eq).
Notice also that, if a countable groupG has a measure-preserving action on a standard

probability space pX,µq, and if FG ⊴ G is a finite normal subgroup, then there is a
quotient measure-preserving action of G{FG ñ pX,µq{FG, where pX,µq{FG is the space
of FG-orbits in X, renormalized to a probability measure.

Two measure-preserving actions G ñ pX,µq and H ñ pY, νq are virtually conjugate
if we can find

• short exact sequences

1 Ñ FG Ñ G Ñ G1 Ñ 1 and 1 Ñ FH Ñ H Ñ H1 Ñ 1,

where FG ⊴G and FH ⊴H are finite;
• finite-index subgroups G2 Ď G1 and H2 Ď H1;
• and conjugate measure-preserving actions G2 ñ pX2, µ2q and H2 ñ pY2, ν2q, such

that
– the action G1 ñ pX,µq{FG is conjugate to G1 ñ IndG1

G2
pX2q, and

– the action H1 ñ pX,µq{FH is conjugate to H1 ñ IndH1
H2

pX2q.

14.2 Rigidity of actions within the class of graph products

We make the following definition.

Definition 14.1. Let G be a graph product of countable groups over a finite simple
graph. A free, probability measure preserving action of G on a standard probability
space X is vertexwise ergodic (resp. vertexwise weakly mixing , resp. vertexwise totally
ergodic) if for every vertex group Gv, the action of Gv on X is ergodic (resp. weakly
mixing, resp. totally ergodic).

When G is a graph product with countably infinite vertex groups, notice that ver-
texwise weak mixing and vertexwise total ergodicity are satisfied for all strongly mixing
actions of G on X. Besides Bernoulli actions, this includes for example actions coming
from embedding G as a closed subgroup of SLpn,Rq with non-compact image, and using

113



the Howe–Moore property – see [HW99, Theorem 3.2] for examples of faithful represen-
tations of graph products into SLpn,Zq. See more generally [BdlN22, Corollary B] for
constructions of faithful representations of graph products into GLpn,Cq, assuming the
linearity over C of the vertex groups.

Recall that a group G has the unique root property if for every g1, g2 P G and n ě 1,
if gn1 “ gn2 , then g1 “ g2. In this section, we establish the following theorem. We refer to
Section 3.1.1 for the notions of stable orbit equivalence and compression constants.

Theorem 14.2. Let ΓG,ΓH be two connected finite simple graphs, with no vertex joined
to every other vertex. Let G,H be graph products with countably infinite torsion-free
vertex groups over ΓG,ΓH , respectively. Let G ñ X and H ñ Y be two free, vertexwise
ergodic, measure-preserving actions on standard probability spaces. Assume that either

• G ñ X is vertexwise weakly mixing, or
• G ñ X is vertexwise totally ergodic, or
• H has the unique root property.

If there is a stable orbit equivalence f from G ñ X to H ñ Y with compression constant
κpfq ě 1, then the two actions are conjugate (and every SOE cocycle c : G ˆ X Ñ H

associated to f is cohomologous to a group isomorphism G Ñ H).

We mention that the last two cases will be useful in the next section to obtain
superrigidity statements (Section 15).

Remark 14.3 (Discussion on the connectedness hypothesis). The assumption that the
defining graph ΓG is connected cannot be removed. In fact, Bernoulli actions of non-
abelian free groups fail to satisfy the form of rigidity provided by Theorems 14.2, in view
of works of Bowen [Bow11a, Bow11b].

Remark 14.4 (Examples of groups with the unique root property). Assuming that
H satisfies the unique root property is equivalent to assuming that each of its vertex
groups satisfies the unique root property [BF19, Theorem 6.5]. The class of groups
that satisfy this property is vast. It includes, among others, all torsion-free nilpotent
groups [Mal49], and more generally all bi-orderable groups (including all Baumslag–
Solitar groups BSp1, nq with n ě 1, Thompson’s group or more generally diagram groups
[GS06]), all torsion-free hyperbolic groups (using the fact that the centralizer of every
non-trivial element is cyclic [BH99, Corollary III.Γ.3.10]) and more generally toral rela-
tively hyperbolic groups (even more generally, torsion-free groups whose maximal abelian
subgroups are malnormal, called CSA groups, which also include limit groups [MR96,
Proposition 8]), and some torsion-free finite-index subgroups of surface mapping class
groups [BP09] and OutpFN q [Gue22]. The unique root property is also stable under
certain group-theoretic operations like taking wreath products [Bau60].

Proof strategy and outline of the section. Our proof of Theorem 14.2 follows the
strategy used by Huang, Ioana and the second-named author in [HHI23]. In particular
we will follow very closely the presentation of [HHI23, Propositions 6.1 and 6.2]. The
idea is the following. Let c be a stable orbit equivalence cocycle associated to f .

• We first untwist c (i.e. change it within its cohomology class) to a group homo-
morphism on some vertex group of G. The main tools are our recognition state-
ments from Section 7, ensuring in particular that the orbit equivalence relation
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“remembers” the maximal product parabolic subgroups, together with the work of
Monod–Shalom on direct products [MS06].

• Once this is done, a propagation argument enables to untwist the cocycle on the
whole group G. We give three versions of this propagation argument: one uses
weak mixing at the level of the vertex groups, one uses total ergodicity, and the
third relies on the unique root property for H.

The section is organized as follows. After presenting the propagation arguments in Sec-
tion 14.2.1, we review and establish a few extra tools in Sections 14.2.2 to 14.2.4, and
complete our proof of Theorem 14.2 in Section 14.2.5.

14.2.1 Three propagation arguments

Propagation via weak mixing. The idea of exploiting weak mixing to propagate
rigidity from a normal subgroup to an ambient group arose in the work of Popa, see
[Pop07, Lemma 3.6], which finds its roots in [Pop06b, Lemma 5.7]. Popa’s arguments
were formulated in the language of von Neumann algebras; we will use Furman’s formu-
lation [Fur07, Lemma 3.5] whose statement is more ergodic-theoretic.

Lemma 14.5. Let G,H be countable groups. Let G ñ X be a measure-preserving
action on a standard probability space X, and c : G ˆ X Ñ H be a cocycle. Let
G1, . . . , Gk be subgroups of G satisfying the following three assumptions:

• the set G1 Y ¨ ¨ ¨ YGk generates G;
• for every j P t1, . . . , k ´ 1u, the subgroup Gj`1 normalizes Gj ;
• for every j P t1, . . . , k ´ 1u, the subgroup Gj acts weakly mixingly on X.

Assume that there exists a group homomorphism θ1 : G1 Ñ H such that for every g P G1

and almost every x P X, one has cpg, xq “ θ1pgq.
Then there exists a group homomorphism θ : G Ñ H such that for every g P G and

almost every x P X, one has cpg, xq “ θpgq.

Proof. We first prove by induction that for every j P t1, . . . , ku, there exists a group
homomorphism θj : Gj Ñ H such that for every g P Gj and almost every x P X, one has
cpg, xq “ θjpgq. This holds when j “ 1 by assumption. And assuming this holds for Gj ,
then [Fur07, Lemma 3.5], applied to the subgroup Gj of G, with Y reduced to a point
and ρ “ θj , ensures that it also holds for Gj`1.

Now, as G1 Y ¨ ¨ ¨ Y Gk generates G, using the cocycle relation, we deduce that for
every g P G, the map cpg, ¨q is almost everywhere constant. Since G is countable, there
exists a conull Borel subset X˚ Ď X such that for every g P G, the map cpg, ¨q|X˚ is
constant. And the cocycle relation ensures that the map θ sending g to the constant
value of cpg, ¨q|X˚ is a group homomorphism, as desired.

Propagation via ergodicity and unique roots. The following lemma exploits the
unique root property to propagate rigidity. It is a very slight variation over [HHI23,
Lemma 4.2].

Lemma 14.6. Let G,H be countable groups, and assume that H satisfies the unique
root property. Let G ñ X be a measure-preserving action on a standard probability
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space X, and c : GˆX Ñ H be a cocycle. Let G1, . . . , Gk be subgroups of G satisfying
the following three assumptions:

• the set G1 Y ¨ ¨ ¨ YGk generates G;
• for every j P t1, . . . , k ´ 1u, the subgroup Gj`1 centralizes Gj ;
• for every j P t1, . . . , k ´ 1u, the subgroup Gj acts ergodically on X.

Assume that there exists a group homomorphism θ1 : G1 Ñ H such that for every g P G1

and almost every x P X, one has cpg, xq “ θ1pgq.
Then there exists a group homomorphism θ : G Ñ H such that for every g P G and

almost every x P X, one has cpg, xq “ θpgq.

Proof. As in the previous proof, it is enough to prove by induction that for every j P

t1, . . . , ku, there exists a group homomorphism θj : Gj Ñ H such that for every g P Gj

and almost every x P X, one has cpg, xq “ θjpgq. In fact, it is enough to prove that
for every g P Gj , the map cpg, ¨q is essentially constant: indeed, the map sending g to
the essential value of cpg, ¨q is then automatically a group homomorphism, in view of the
cocycle relation.

This holds for j “ 1 by assumption. Assume that it holds for some j P t1, . . . , k´1u,
and let g P Gj`1. Let X “ \iPIXi be a countable Borel partition such that for every
i P I, the map cpg, ¨q|Xi

is constant, with value denoted by hi P H (see also Figure 22).
We aim to prove that hi1 “ hi2 for any i1, i2 P I.

X

Xi

gXi

g

hi

g

hi

Figure 22: On Xi the value of cpg, ¨q is constant, equal to hi.

So let i1, i2 P I. Since Gj acts ergodically on X, there exists g1 P Gj such that
g1Xi1 X Xi2 “: V has positive measure. Let also U :“ pg1q´1pV q (see also Figure 23).
Since g P Gj`1 and g1 P Gj , we have gg1 “ g1g. So for every x P U , we have gg1 ¨x “ g1g ¨x.
Applying the cocycle c gives

cpg, g1 ¨ xqcpg1, xq “ cpg1, g ¨ xqcpg, xq,

in other words
hi2θjpg

1q “ θjpg
1qhi1 . (14.1)

On the other hand, using Poincaré recurrence, there also exists k ą 0 such that the subset
Xi1 Xpg1qkXi1 “: Z has positive measure. Let W :“ pg1q´kpZq (see also Figure 24). Then
for every x P W , we have gpg1qk ¨ x “ pg1qkg ¨ x, so applying the cocycle c gives

c
`

g, pg1qk ¨ x
˘

c
`

pg1qk, x
˘

“ c
`

pg1qk, g ¨ x
˘

cpg, xq,

in other words
hi1θjpg

1qk “ θjpg
1qkhi1 . (14.2)
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This rewrites as
`

hi1θjpg
1qh´1

i1

˘k
“ θjpg

1qk. Using the unique root property for H, we
deduce that hi1 and θjpg

1q commute. Therefore, Equation (14.1) yields hi2 “ hi1 , as
desired.

Xi1
(g′)−1

Xi2

U
x

gXi1 gx

g

hi1

g

hi1

Xi2
g′Xi1 Vg′x

gXi2g′gx
g

hi2

g′, θj(g′)

g
hi1

g
hi2

g′, θj(g′)

We represent here how we obtain eq. (14.1). In orange are represented the actions of
elements in G, while in blue are written the corresponding values of the cocycle c. The

sets U and V are drawn in brown.

Figure 23: Illustration for eq. (14.1)

Z

(g′)k · x

W

xXi1
(g′)k ·Xi1(g′)−k ·Xi1

g ·Xi1
g · x g (g′)k · x = (g′)k g · x

g

hi1

g

hi1

(g′)k

θj(g
′)k

(g′)k
θj(g

′)k

Figure 24: Illustration for eq. (14.2)

Propagation via total ergodicity. The following lemma uses total ergodicity to
propagate rigidity. The argument is a slight variation over the previous one, but does
not necessit to assume that H satisfies the unique root property.

Lemma 14.7. Let G,H be countable groups, and assume that G is torsion-free. Let
G ñ X be a measure-preserving action on a standard probability space X, and let
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c : GˆX Ñ H be a cocycle. Let G1, . . . , Gk be subgroups of G satisfying the following
three assumptions:

• the set G1 Y ¨ ¨ ¨ YGk generates G;
• for every j P t1, . . . , k ´ 1u, the subgroup Gj`1 centralizes Gj ;
• for every j P t1, . . . , k ´ 1u, the subgroup Gj acts totally ergodically on X.

Assume that there exists a group homomorphism θ1 : G1 Ñ H such that for every g P G1

and almost every x P X, one has cpg, xq “ θ1pgq.
Then there exists a group homomorphism θ : G Ñ H such that for every g P G and

almost every x P X, one has cpg, xq “ θpgq.

Proof. As in the previous proof, it is enough to prove by induction that for every j P

t1, . . . , ku and every g P Gj the map cpg, ¨q is essentially constant.
This holds for j “ 1 by assumption. Assume that it holds for some j P t1, . . . , k´1u,

and let g P Gj`1. Let X “ \iPIXi be a countable Borel partition such that for every
i P I, the map cpg, ¨q|Xi

is constant, with value denoted by hi P H (as in Figure 22,
page 116). We aim to prove that hi1 “ hi2 for any i1, i2 P I.

For any i1, i2 P I, as in the previous proof (see discussion above Equation (14.1)), the
ergodicity of the action of Gj enables us to find g1 P Gj such that

hi2θjpg
1q “ θjpg

1qhi1 . (14.3)

And as in the previous proof (see the discussion above Equation (14.2)), we can also find
k ą 0 such that

hi1θjpg
1qk “ θjpg

1qkhi1 . (14.4)

Since G is torsion-free and Gj acts totally ergodically on X, in particular pg1qk acts
ergodically on X. So let m ą 0 be such that pg1qkmXi1 X pg1q´1pXi1q has positive
measure. In particular, there exists a positive measure Borel subset U Ď Xi1 such that
pg1qkm`1pUq Ď Xi1 . For almost every x P U , since gg1 “ g1g, we have

c
´

g, pg1qkm`1 ¨ x
¯

c
´

pg1qkm`1, x
¯

“ c
´

pg1qkm`1, g ¨ x
¯

cpg, xq,

which rewrites as
hi1θjpg

1qkm`1 “ θjpg
1qkm`1hi1 . (14.5)

Equation (14.4) implies that phi1θjpg
1qh´1

i1
qkm “ θjpg

1qkm, and Equation (14.5) gives

phi1θjpg
1qh´1

i1
qkm`1 “ θjpg

1qkm`1.

Combining these two equations yields hi1θjpg1qh´1
i1

“ θjpg
1q. In other words hi1 and

θjpg
1q commute. Therefore, Equation (14.3) yields hi2 “ hi1 , as desired.

Untwisting the cocycle on one vertex group is enough. The following lemma,
which is essentially [HHI23, Lemma 4.3], reduces the proof of Theorem 14.2 to untwisting
the SOE cocycle to a group homomorphism on one vertex group.

Lemma 14.8. Let G,H be two graph products with countably infinite vertex groups
over connected finite simple graphs ΓG,ΓH with trivial clique factors. Let G ñ X and
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H ñ Y be two free, ergodic, measure-preserving actions on standard probability spaces.
Assume that either

• G ñ X is vertexwise weakly mixing or
• G ñ X is vertexwise totally ergodic, and G is torsion-free, or
• G ñ X is vertexwise ergodic, and H has the unique root property.

Assume that there exists a stable orbit equivalence f from G ñ X to H ñ Y , with
κpfq ě 1, and let c : GˆX Ñ H be an SOE cocycle associated to f .

Assume that c is cohomologous to a cocycle c1 for which there exist v P V ΓG and a
group homomorphism θv : Gv Ñ H, such that for every g P Gv and almost every x P X,
one has c1pg, xq “ θvpgq.

Then the actions G ñ X and H ñ Y are conjugate (and c is cohomologous to an
isomorphism).

Proof. The proof is almost identical to that of [HHI23, Lemma 4.3], we include it for the
convenience of the reader.

Since ΓG is connected, we can write tGwuwPV ΓG
“ tG1, . . . , Gku (possibly with rep-

etitions among the Gj) in such a way that for every j P t1, . . . , k ´ 1u, the group Gj`1

centralizes Gj . We can further assume that G1 “ Gv, with v P V ΓG as in the statement
of the lemma. It follows that the subgroups G1, . . . , Gk satisfy all the assumptions from
either Lemma 14.5 (if we had assumed that G ñ X is vertexwise weakly mixing) or
Lemma 14.6 (if we had assumed that G ñ X is vertexwise ergodic and H has the unique
root property), or Lemma 14.7 (if we had assumed that G ñ X is vertexwise totally
ergodic and G is torsion-free).

Lemma 14.5 (or Lemma 14.6, or Lemma 14.7) therefore implies that c is cohomologous
to a group homomorphism θ : G Ñ H. As the clique factor of ΓG is trivial, G has no
non-trivial finite normal subgroup (see e.g. [MV22, Corollary 2.9]). It thus follows from
[Vae07, Lemma 4.7 and its proof] that θ is injective, θpGq has finite index in H, the
action H ñ Y is conjugate to the H-action on IndHG pX, θq, and κpfq “ 1

rH:θpGqs
. As

κpfq ě 1, we deduce that rH : θpGqs “ 1. In particular θ is a group isomorphism, so the
actions G ñ X and H ñ Y are conjugate, as desired.

14.2.2 Combinatorial tools

The following two lemmas are restatements of [HHI23, Lemmas 1.4 and 1.5]. In [HHI23],
these two results are formulated for right-angled Artin groups, however their proofs do
not use the structure of the vertex groups, and are also valid for graph products. The
second case in the following lemma is illustrated in Figure 25.

Lemma 14.9 ([HHI23, Lemmas 1.4 and 1.5]). LetG be a graph product over a connected
finite simple graph Γ, such that Γ contains no vertex joined to every other vertex. Then

• either G contains a maximal product parabolic subgroup with trivial clique factor;
• or else G contains two maximal product parabolic subgroups P1, P2 with non-trivial

clique factors C1, C2, with C2 Ď CK
1 and C1 Ď CK

2 .

Lemma 14.10 ([HHI23, Lemma 1.5]). Let G be a graph product over a finite simple
graph, and let P1, P2 Ď G be two distinct maximal product parabolic subgroups, with
respective clique factors C1, C2. Then C1 X C2 “ t1u.
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Type of the clique factor C1 of P1

Type of P1

Type of P2

Type of the clique factor C2 of P2

Figure 25: Example of products with commuting clique factors

14.2.3 Groupoid tools: Detecting products with trivial clique factor

We refer to Definition 6.1 for the notion of a strongly reduced graph. The following
lemma is a variation over the results presented in Section 7 of the present work – the
reader is refered to this section for all relevant definitions, in particular Definition 7.8,
page 81 for Property pPcofactq. It gives a groupoid theoretic characterization of product
parabolic subgroups with non-trivial clique factor.

Lemma 14.11. Let G be a graph product of countably infinite groups over a strongly
reduced finite simple graph Γ. Let G be a measured groupoid over a standard probability
space X, equipped with an action-like cocycle ρ : G Ñ G. Let P be a product parabolic
subgroup whose type is not a clique. Let P “ ρ´1pP q.

Then P has a non-trivial clique factor if and only if given any non-empty finite set
tQ1, . . . ,Qnu of measured subgroupoids of P, if pG,P,Qjq satisfies Property pPcofactq for
every j P t1, . . . , nu, then Q1 X ¨ ¨ ¨ X Qn is of infinite type.

Proof. Write P “ C0 ˆ F1 ˆ ¨ ¨ ¨ ˆ Fk, where C0 is the clique factor of P , and the Fj do
not further split as direct products of parabolic subgroups. We have k ě 1 because the
type of P is not a clique.

We first assume that C0 ‰ t1u. Let Q1, . . . ,Qn be finitely many measured sub-
groupoids of G such that the triples pG,P,Qjq all satisfy Property pPcofactq. Since
the type of P is not a clique and ρ is action-like, the pair pP, ρq is nowhere of clique
type (Lemma 4.14, page 43). Therefore, we can apply Lemma 7.9, page 82 and de-
duce that for every j P t1, . . . , nu, pQj , ρq is of clique-inclusive co-factor type within
pP, ρq. Thus, up to a conull Borel subset of X and a countable Borel partition, we have
ρ´1pC0q Ď Q1 X ¨ ¨ ¨ X Qn. In particular Q1 X ¨ ¨ ¨ X Qn is of infinite type.

We now assume that C0 “ t1u. For every j P t1, . . . , ku, let

Qj “ ρ´1pF1 ˆ ¨ ¨ ¨ ˆ F̂j ˆ ¨ ¨ ¨ ˆ Fkq.

By Lemma 7.9, page 82 for every j P t1, . . . , ku, the triple pG,P,Qjq satisfies Prop-
erty pPcofactq. In addition Q1 X ¨ ¨ ¨ X Qn is trivial.

Lemma 14.12. Let G,H be two graph products with countably infinite vertex groups,
over finite simple graphs ΓG,ΓH which are not cliques. If G andH are measure equivalent
and ΓG is reducible, then ΓH is reducible.
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Proof. Since G and H are measure equivalent, we can find a measured groupoid G over
a standard probability space X, equipped with two action-like cocycles ρG : G Ñ G and
ρH : G Ñ H (see Example 4.3, page 40, and Lemma 4.12, page 42). Since ΓG is reducible,
pG, ρGq itself is of maximal product type within pG, ρGq. And it is not of isolated clique
type because ΓG is not a clique. By Lemma 7.4(1), page 77 applied to the cocycle ρG,
the pair pG,Gq satisfies Property pPprodq. And by Lemma 7.4(2) applied to the cocycle
ρH , we deduce that pG, ρHq is also of maximal product type (it is nowhere contained in
a subgroupoid of isolated clique type because ΓH is not a clique). This implies that ΓH

is reducible, as desired.

14.2.4 A theorem of Monod–Shalom

We will need the following theorem which comes from the work of Monod–Shalom (see
[MS06, p. 862]). Its formulation comes from [HHI23].

Theorem 14.13 (Monod–Shalom, see [HHI23, Lemma 3.1]). Let G,H be countable
groups. Let G ñ X and H ñ Y be free ergodic measure-preserving actions on standard
probability spaces. Let f : U Ñ V be a stable orbit equivalence from G ñ X to H ñ Y

(where U Ď X and V Ď Y are positive measure Borel subsets). Let c : G ˆ X Ñ H be
an SOE cocycle associated to f .

Let A⊴G and B ⊴H be normal subgroups acting ergodically on X,Y , and assume
that for every x P U , one has fppA ¨ xq X Uq “ pB ¨ fpxqq X V .

Then there exist a group isomorphism α : G{A Ñ H{B, and a cocycle c1 : GˆX Ñ H

such that
• c1 is H-cohomologous to c;
• for every g P G and almost every x P X, if x, g ¨ x P U , then c1pg, xq “ cpg, xq;
• for every g P G and almost every x P X, one has c1pg, xq P αpgAq.

14.2.5 End of the proof

We now complete our proof of Theorem 14.2. We follow the proof of [HHI23, Proposi-
tions 6.1 and 6.2] very closely, with only a few departures in the presentation (in partic-
ular, we have decided to treat the cases corresponding to [HHI23, Proposition 6.1] and
[HHI23, Proposition 6.2] in a harmonized way).

Proof of Theorem 14.2. We will prove the following: if G ñ X and H ñ Y are vertex-
wise ergodic free, probability measure-preserving actions, and if c : GˆX Ñ H is an SOE
cocycle, then there exists a vertex group Gv Ď G such that c|GvˆX is H-cohomologous
to a group homomorphism Gv Ñ H. In view of Lemma 14.8, this will be enough to
conclude our proof.

By collapsing some subgraphs if necessary, we can write G and H as graph products
over finite simple graphs Γ̄G and Γ̄H that satisfy the following two conditions:

• Γ̄G and Γ̄H are joins (possibly with only one join factor) of strongly reduced graphs
in the sense of Definition 6.1, page 62.

• The graph Γ̄G does not contain any vertex v such that Γ̄G “ starpvq, and neither
does Γ̄H .
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The vertex groups for the graph product structure ofG over Γ̄G contain those for its graph
product structure over ΓG, so in particular the action of G ñ X is still vertexwise ergodic
with respect to the graph product structure over Γ̄G (and likewise for H). Therefore Γ̄G

and Γ̄H still satisfy all assumptions from Theorem 14.2. Thus, from now on, we will
assume without loss of generality that ΓG and ΓH are joins of strongly reduced graphs
to start with.

Let U Ď X and V Ď Y be the positive measure Borel subsets defined as the source and
range of the stable orbit equivalence f . In other words f is a measure-scaling isomorphism
U Ñ V that sends orbits (restricted to U) to orbits (restricted to V ). After renormalizing
the measures on U and V to probability measures, the groupoid pG˙Xq|U is isomorphic
(via f) to pH ˙ Y q|V . We denote by G this common groupoid, which naturally comes
equipped with two cocycles ρG : G Ñ G and ρH : G Ñ H, which are action-like in view
of Lemma 4.12, page 42 and Remark 4.11, page 42. We view G as a measured groupoid
over U .

Our proof has three steps.

Step 1. We show that there exist
• parabolic subgroups P 1

G, P
2
G Ď G, and P 1

H , P
2
H Ď H,

• normal infinite parabolic subgroups Ci
G ⊴ P i

G and Ci
H ⊴ P i

H for every i P t1, 2u,
such that

– C1
G and C2

G intersect trivially and commute,
– C1

H and C2
H intersect trivially and commute,

– for every i P t1, 2u, one has P i
G “ Ci

G ˆ pCi
GqK and P i

H “ Ci
H ˆ pCi

HqK,
• a positive measure Borel subset W Ď U , such that

– for every i P t1, 2u, one has ρ´1
G pP i

Gq|W “ ρ´1
H pP i

Hq|W ,
– for every i P t1, 2u, one has ρ´1

G pCi
Gq|W “ ρ´1

H pCi
Hq|W .

The proof of Step 1 decomposes into three cases.

Case 1: The graph ΓG decomposes non-trivially as a join.

Write ΓG “ Γ1˝¨ ¨ ¨˝Γk, where each Γj does not split further as a join – notice that no
Γj is reduced to one vertex, as ΓG is not contained in the star of a vertex by assumption.
Lemma 14.12 ensures that ΓH also splits as a join: we write ΓH “ Λ1 ˝ ¨ ¨ ¨ ˝ Λn in such
a way that no Λj further splits as a join. Here again our assumption on ΓH ensures that
no Λj is reduced to one vertex.

We let P 1
G “ P 2

G “ G, and P 1
H “ P 2

H “ H, and we let C1
G and C2

G be two different
factors of G (so C1

G and C2
G intersect trivially and commute).

We now apply Lemma 8.5, page 93. This lemma gives a characterization of being
of factor type with no reference to any action-like cocycle, and therefore it ensures that
there exists a positive measure Borel subset W Ď U , and distinct factors C1

H , C
2
H of H,

such that ρ´1
G pCi

Gq|W “ ρ´1
H pCi

Hq|W for every i P t1, 2u. This completes Step 1 in this
case.

Case 2: The graph ΓG does not decompose non-trivially as a join, and G contains a
maximal product parabolic subgroup PG with trivial clique factor.

We let P 1
G “ P 2

G :“ PG, and let C1
G and C2

G be two distinct factors of PG (so C1
G

and C2
G commute and intersect trivially). Notice that the maximality of PG ensures that

PG “ Ci
G ˆ pCi

GqK for every i P t1, 2u.
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By Lemma 14.12, the graph ΓH does not decompose non-trivially as a join either.
And since ΓG and ΓH do not contain isolated cliques (because they are connected), there
is no subgroupoid of G of isolated clique type for either ρG or ρH , even in restriction to a
positive measure subset. Lemma 7.4, page 77 therefore implies that we can find a positive
measure Borel subset V Ď U , and a maximal product parabolic subgroup PH Ď H, such
that ρ´1pPGq|W “ ρ´1

H pPHq|W . We let P 1
H “ P 2

H :“ PH .
We now apply Lemma 7.11, page 85. This lemma gives a characterization of being of

factor type with no reference to any action-like cocycle, and therefore it ensures that, up
to replacingW by a positive measure Borel subset, there exist two distinct factors C1

H , C
2
H

of PH such that ρ´1pCi
Hq|W “ ρ´1pCi

Gq|W for every i P t1, 2u. And the maximality of
PH ensures that PH “ Ci

H ˆ pCi
HqK for every i P t1, 2u. This completes the proof of

Step 1 in this case.

Case 3: The graph ΓG does not decompose non-trivially as a join, and G does not
contain any maximal product parabolic subgroup PG with trivial clique factor.

In this case, Lemma 14.9 ensures that G contains two distinct maximal product
parabolic subgroups P 1

G, P
2
G whose clique factors C1

G, C
2
G are non-trivial and commute;

in this case C1
G X C2

G “ t1u by Lemma 14.10. For every i P t1, 2u, the maximality of P i
G

ensures that P i
G “ Ci

G ˆ pCi
GqK.

Again by Lemma 14.12, the graph ΓH does not decompose non-trivially as a join
either.

Since ΓG has no isolated clique, Lemma 7.4, page 77 gives a characterization of being
of maximal product type that does not depend on any action-like cocycle. Since ΓH

has no isolated clique, Lemma 7.4, applied to the cocycle ρH , therefore ensures that
there exist maximal product parabolic subgroups P 1

H , P
2
H and a positive measure Borel

subset W Ď U such that for every i P t1, 2u, we have ρ´1
G pP i

Gq|W “ ρ´1
H pP i

Hq|W . Notice
that, since P 1

G ‰ P 2
G, we have ρ´1

G pP 1
Gq|W ‰ ρ´1

G pP 2
Gq|W (see Lemma 4.14, page 43), and

therefore P 1
H ‰ P 2

H .
By Lemma 14.11, the fact that P i

G has a non-trivial clique factor is characterized
by a groupoid-theoretic property of ρ´1

G pP i
Gq which is independent from the action-like

cocycle. It follows that P 1
H and P 2

H also have non-trivial clique factors, which we denote
respectively by C1

H and C2
H . By Lemma 14.10, we have C1

H X C2
H “ t1u.

Likewise, Lemma 7.11, which characterizes the clique factor by a groupoid-theoretic
property, ensures that, up to replacing W by a positive measure Borel subset, we have
ρ´1
G pCi

Gq|W “ ρ´1
H pCi

Hq|W for every i P t1, 2u.
Since C1

G and C2
G commute, we deduce that ρ´1

G pC1
Gq|W and ρ´1

G pC2
Gq|W normalize

each other, and thus the groups C1
H and C2

H commute (as in the proof of Lemma 5.4,
page 54).

Finally, the maximality of P 1
H and P 2

H as product parabolic subgroups ensures that
P 1
H “ C1

H ˆ pC1
HqK and P 2

H “ C2
H ˆ pC2

HqK.

Step 2. We show that for every i P t1, 2u, there exist
• a group homomorphism αi : P

i
G Ñ P i

H , which restricts to an isomorphism from Ci
G

to Ci
H , with pα1q|C1

GˆC2
G

“ pα2q|C1
GˆC2

G
, and

• measurable maps φi : X Ñ H and κi : P i
G ˆX Ñ Ci

H ,
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such that

cpg, xq “ φipg ¨ xqαipgqκipg, xqφipxq´1, @g P P i
G, a.e. x P X. (14.6)

Informally, this means that we have untwisted the cocycle on P i
G to a group homomor-

phism, “up to an error in Ci
H ”, for every i P t1, 2u.

Up to replacing c by a cohomologous cocycle, we can assume that c : GˆX Ñ H is
an SOE cocycle associated to f|W , and that whenever x, g ¨ x P W , the element cpg, xq

is the unique element h P H such that fpg ¨ xq “ h ¨ fpxq. Recall also that P i
G acts

ergodically on X, and that P i
G and P i

H have the same orbits in restriction to W (because
ρ´1
G pP i

Gq|W “ ρ´1
H pP i

Hq|W ). It follows that c is cohomologous to a cocycle ci : GˆX Ñ H

having the following two properties (see e.g. the discussion at the end of Section 3.1.2,
page 31):

• pciq|P i
GˆX is an SOE cocycle associated to f|W , viewed as a stable orbit equivalence

between the actions P i
G ñ X and P i

H ñ Y ,
• cpg, xq “ cipg, xq whenever x, g ¨ x P W .

For every i P t1, 2u, the normal subgroups Ci
G ⊴ P i

G and Ci
H ⊴ P i

H act ergodically on X
and on Y . In addition Ci

G and Ci
H have the same orbits in restriction to W (because

ρ´1
G pCi

Gq|W “ ρ´1
H pCi

Hq|W ). We can therefore apply Theorem 14.13 to the stable orbit
equivalence f|W , and deduce that, up to replacing ci by a cohomologous cocycle, we can
assume that the following hold:

• there is a group isomorphism ᾱi : P
i
G{Ci

G Ñ P i
H{Ci

H such that for every g P P i
G

and almost every x P X, one has cipg, xq P ᾱi

`

gCi
G

˘

;
• one has cipg, xq “ cpg, xq whenever x, g ¨ x P W .

Let ri : P i
H Ñ pCi

HqK be the retraction (sending Ci
H to t1u). Let

c1
i “ pri ˝ ciq|pCi

GqKˆX ,

a cocycle with values in pCi
HqK. Through the natural isomorphisms P i

G{Ci
G Ñ pCi

GqK

and P i
H{Ci

H Ñ pCi
HqK (given by the choice of the unique representative), ᾱi yields an

isomorphism αi : pCi
GqK Ñ pCi

HqK such that

c1
ipg, xq “ αipgq, @g P pCi

GqK, a.e x P X. (14.7)

Recall that C1
G Ď pC2

GqK (because the parabolic subgroups C1
G and C2

G intersect trivially
and commute), and C1

H Ď pC2
HqK. We will now prove the following claim.

Claim 14.14. We have α2pC1
Gq “ C1

H .

Proof of the Claim. We first prove that α2pC1
Gq Ď C1

H . So let g P C1
G. By Poincaré

recurrence, for almost every x P W , there exists n ą 0 such that gn ¨ x P W . Since
x, gn ¨ x P W , our definition of the cocycles ci ensures that c2pgn, xq “ cpgn, xq. Since
C1
G and C1

H have the same orbits in restriction to W , we deduce that c2pgn, xq P C1
H , so

c2pgn, xq “ c1
2pgn, xq. Since gn belongs to C1

G, which is contained in pC2
GqK, our definition

of α2 (see Equation (14.7)) shows that c2pgn, xq “ α2pgqn. It follows that α2pgqn P C1
H ,

and Lemma 2.6, page 22 implies that α2pgq P C1
H . This proves that α2pC1

Gq Ď C1
H .
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Conversely, let us now prove that C1
H Ď α2pC1

Gq. So let h P C1
H . By Poincaré

recurrence again, for almost every y P W , there exists m ą 0 such that hm ¨fpyq P fpW q.
Since the orbits of C1

G and of C1
H coincide in restriction to W « fpW q, we can find

g P C1
G such that c2pg, yq “ hm. We deduce that

α2pgq “ c1
2pg, yq “ r2 ˝ c2pg, yq “ r2phmq “ hm.

Since α2 : pC2
GqK Ñ pC2

HqK is an isomorphism, we can also find g0 P pC2
GqK such that

α2pg0q “ h. Then α2pgm0 q “ α2pgq, so gm0 “ g. Lemma 2.6 implies that g0 P C1
G, and we

are done.

The above claim shows that α2 restricts to an isomorphism from C1
G to C1

H . Sym-
metrically α1 restricts to an isomorphism from C2

G to C2
H .

We now extend α1 to P 1
G by letting pα1q|C1

G
“ pα2q|C1

G
. Likewise, we extend α2 to

P 2
G by letting pα2q|C2

G
“ pα1q|C2

G
. With this extension, for every i P t1, 2u, we have

cipg, xq P αipgqCi
H @g P P i

G, a.e. x P X. (14.8)

Indeed,
• if g P Ci

G, then cipg, xq belongs to ᾱipC
i
Gq “ Ci

H , and by our extension of αi to Ci
G

and Claim 14.14 we get αipgq P Ci
H ;

• if g P pCi
GqK, this comes from the fact that cipg, xq P ᾱipgC

i
Gq and the definition

of αi;
• in general, every element g P P i

G can be decomposed as g “ g1g2 with g1 P pCi
GqK

and g2 P Ci
G, and Equation (14.8) follows from the cocycle relation.

At this point, for every i P t1, 2u, using Equation (14.8) together with the fact that c
and ci areH-cohomologous, we have measurable maps φi : X Ñ H and κi : P i

GˆX Ñ Ci
H

such that for every g P P i
G and a.e. x P X, we have

cpg, xq “ φipg ¨ xqcipg, xqφipxq´1, (14.9)

and cipg, xq “ αipgqκipg, xq, so eq. (14.6) is verified.

Step 3. We show that c|C1
GˆX is H-cohomologous to the homomorphism α1. This will

be done by comparing the two ways of untwisting the cocycle c given by Equation (14.6),
for i “ 1 and i “ 2.

Let X˚ “ \jPJXj be a partition of a conull Borel subset X˚ Ď X into at most
countably many Borel subsets, such that for every j P J , the maps φ1 and φ2 are constant
when restricted to Xj , with respective values denoted by γ1,j , γ2,j , and Equation (14.6)
holds everywhere on X˚.

Let h P C1
H be such that h does not belong to any proper parabolic subgroup of C1

H ,
and neither do its proper powers (see e.g. the proof of Lemma 2.19 for the existence of
h). Let g P C1

G such that α1pgq “ α2pgq “ h. For every j P J , let x P Xj and kj ą 0 be
such that gkj ¨ x P Xj (these exist by Poincaré recurrence). Since C1

G Ď P 1
G XP 2

G, we can
use Equation (14.6) with both i “ 1 and i “ 2 to write

cpgkj , xq “ γ1,jα1pgqkjκ1pgkj , xqγ´1
1,j “ γ2,jα2pgqkjκ2pgkj , xqγ´1

2,j . (14.10)

125



Let r2 : H Ñ C2
H be the natural retraction (see the last paragraph of Section 2.2.1,

page 20). Since C1
H Ď pC2

HqK (by Step 1), we have r2pC1
Hq “ t1u. In particular re-

mark that α1pgq, α2pgq, κ1pgkj , xq P C1
H . By applying r2 to the rightmost equality of

Equation (14.10), we deduce that κ2pgkj , xq “ 1 for every x P X˚.
Let βj “ γ´1

2,j γ1,j . Using that κ2pgkj , xq “ 1, Equation (14.10) rewrites as

βjα1pgqkjκ1pgkj , xqβ´1
j “ α2pgqkj .

Therefore βjC1
Hβ

´1
j XC1

H contains α2pgqkj , so our choice of g ensures that βjC1
Hβ

´1
j XC1

H

cannot be a proper parabolic subgroup of C1
H . It follows that βjC1

Hβ
´1
j Ě C1

H . The
second point of Proposition 2.3 implies that in fact βjC1

Hβ
´1
j “ C1

H , i.e. βj belongs to
the normalizer of C1

H .
In other words, for every x P Xj , the constant value of φ2pxq´1φ1pxq belongs to

C1
H ˆpC1

HqK. Since this is true for every j P J , there exist measurable maps η1 : X Ñ C1
H

and µ1 : X Ñ pC1
HqK such that for every x P X˚, one has φ2pxq “ φ1pxqη1pxqµ1pxq.

Now, by rewriting Equation (14.6) with i “ 2, we deduce that for every x P X˚ and
every g P P 1

G, one has

cpg, xq “ φ1pg ¨ xqη1pg ¨ xqµ1pg ¨ xqα2pgqκ2pg, xqµ1pxq´1η1pxq´1φ1pxq´1,

in other words

φ1pg ¨ xq´1cpg, xqφ1pxq “ η1pg ¨ xqµ1pg ¨ xqα2pgqκ2pg, xqµ1pxq´1η1pxq´1. (14.11)

Now, when g P C1
G, using Equations (14.8) and (14.9), the leftmost term belongs to C1

H .
We now apply the retraction r1 : H Ñ C1

H (which sends pC1
HqK to t1u, so in particular

sends C2
H to t1u), to Equation (14.11). We deduce that

φ1pg ¨ xq´1cpg, xqφ1pxq “ η1pg ¨ xqα2pgqη1pxq´1, @g P C1
G, a.e. x P X.

This proves that there exists a measurable map ψ : X Ñ H and a homomorphism
α1 : C

1
G Ñ H such that for every g P C1

G and a.e. x P X, one has

cpg, xq “ ψpg ¨ xqα1pgqψpxq´1.

In other words, we have untwisted the cocycle c to a group homomorphism on some vertex
group of G. An application of Lemma 14.8 then concludes our proof of Theorem 14.2.

14.3 An application to von Neumann algebras

When combined with a uniqueness theorem for Cartan subalgebras established by Chifan
and Kunnawalkam Elayavalli in the framework of Popa’s deformation/rigidity theory,
Theorem 14.2 has the following consequence at the level of von Neumann algebras. We
refer to Section 5.4.2, page 60 for the needed definitions.

Corollary 14.15. Let ΓG,ΓH be two connected finite simple graphs, with no vertex
joined to every other vertex. Let G,H be graph products with countably infinite torsion-
free vertex groups over ΓG,ΓH , respectively. Let G ñ X and H ñ Y be two free,
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vertexwise ergodic, measure-preserving actions on standard probability spaces. Assume
that either

• G ñ X is vertexwise weakly mixing, or
• G ñ X is vertexwise totally ergodic, or
• H has the unique root property.

If the II1 factors LpG ñ Xq and LpH ñ Y q are isomorphic (or more generally, if
LpH ñ Y q is isomorphic to an amplification LpG ñ Xqt with t P p0, 1s), then the two
actions are conjugate.

Proof. By [CKE21, Theorem 1.3], the subalgebra L8pY q is, up to unitary conjugation,
the unique Cartan subalgebra of LpH ñ Y q. Let U Ď X be a Borel subset of measure t,
and let R be the restriction to U of the orbit equivalence relation for the G-action on X.
Then LpG ñ Xqt » LpRq, and L8pUq is a Cartan subalgebra. So there exists an
isomorphism θ : LpH ñ Y q Ñ LpG ñ Xqt sending L8pY q to L8pUq. By [Sin55, FM77],
this implies that the orbit equivalence relation of the H-action on Y is isomorphic to
R. In particular, there exists a stable orbit equivalence with compression 1

t ě 1 from
G ñ X to H ñ Y . Theorem 14.2 thus implies that the two actions are conjugate.

Remark 14.16. As in Corollary 5.15, we could also derive the triviality of the fundamen-
tal group of any action G ñ X which is either vertexwise weakly mixing (or vertexwise
totally ergodic), with G torsion-free, or vertexwise ergodic, with G having the unique
root property. Likewise, the associated von Neumann algebra LpG ñ Xq has trivial
fundamental group.

15 Superrigidity

The goal of this section is to show the following theorem.

Theorem 15.1. Let Γ be a connected finite simple graph, with no vertex joined to
every other vertex. Let G be a graph product with countably infinite vertex groups
over Γ, satisfying the unique root property, and let H be an arbitrary countable group.
Let G ñ X and H ñ Y be two free, ergodic, measure-preserving actions on standard
probability spaces. Assume that

• one of the following two options holds:
– either G ñ X is vertexwise ergodic, and G has the unique root property,
– or G ñ X is vertexwise totally ergodic, and G is torsion-free,

• and H ñ Y is mildly mixing.
If the actions G ñ X and H ñ Y are stably orbit equivalent, then they are virtually

conjugate.

Recall that a group is ICC (standing for infinite conjugacy classes) if the conjugacy
class of every non-trivial element of G is infinite. We will need the following lemma.

Lemma 15.2. If G is a graph product over a finite simple graph Γ such that no vertex
is joined to every other vertex, then G is ICC.

Proof. Write Γ “ Γ1 ˝ ¨ ¨ ¨ ˝Γk, where each Γj is irreducible (possibly k “ 1). It is enough
to prove that each GΓj is ICC. So let j P t1, . . . , ku. Our assumption that Γ is not equal to
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the star of one of its vertices implies that Γj is not a clique. By [MO15, Corollary 2.13],
the group GΓj is acylindrically hyperbolic (equivalently by [Osi16, Theorem 1.2], the
group G contains a proper infinite hyperbolically embedded subgroup in the sense of
[DGO17, Definition 2.1]). In addition, by [MV22, Corollary 2.9], the group GΓj has no
non-trivial finite normal subgroup. So by [DGO17, Theorem 8.14], the group GΓj is ICC.
So G is ICC, as desired.

We are now in position to prove Theorem 15.1.

Proof of Theorem 15.1. We first assume that the action G ñ X is vertexwise ergodic and
G has the unique root property. In the terminology from [HHI23, Section 7], vertexwise
ergodicity of G ñ X is exactly F-ergodicity, with F the collection of all vertex groups of
G. And Theorem 14.2 shows that pG,Fq is strongly cocycle rigid in the sense of [HHI23,
Section 7]. Since G is ICC (Lemma 15.2), the conclusion therefore follows from [HHI23,
Theorem 7.1].

We now assume that the action G ñ X is vertexwise totally ergodic and G is torsion-
free. In the terminology from [HHI23, Section 7], vertexwise total ergodicity is exactly
F 1-ergodicity, with F 1 the collection of all infinite subgroups of vertex groups of G. As
above, Theorem 14.2 shows that pG,F 1q is strongly cocycle rigid in the sense of [HHI23,
Section 7], and the conclusion follows from [HHI23, Theorem 7.1].

Remark 15.3. Again, using the uniqueness of the Cartan subalgebra, up to unitary
conjugacy, for LpG ñ Xq, Theorem 15.1 can be reformulated as a W ˚-rigidity statement.

Let us finally mention the following corollary to Theorem 15.1, which states the
rigidity of graph product actions within the class of mixing group actions.

Corollary 15.4 (Theorem 1.14). Let G,H be two torsion-free countable groups. Let
G ñ X and H ñ Y be two mixing measure-preserving actions on standard probability
spaces. Assume that G splits as a graph product over a connected finite simple graph Γ,
with no vertex joined to every other vertex.

If the two actions G ñ X and H ñ Y are orbit equivalent, then they are conjugate.

Proof. Being mixing, the two actions are in particular totally ergodic (and in particular
the action G ñ X is vertexwise totally ergodic) and mildly mixing. They are also
essentially free by [TD15, Theorem 1.4]. Therefore Theorem 15.1 applies and shows that
the two actions are virtually conjugate. But G and H have no finite normal subgroup,
and an induced action of the form IndGG1pXq is never mixing if G1 Ĺ G (because G1

does not act ergodically on IndGG1pXq). Therefore the actions G ñ X and H ñ Y are
conjugate.
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Part V

Measure equivalence rigidity of some graph
products
This chapter deals with measure equivalence rigidity of graph products. Contrary to
the previous chapter, we will not make any ergodicity assumption on the couplings we
consider; but on the other hand, we will impose some strong rigidity conditions on the
vertex groups.

A general question is the following: to what extent is it true that if the vertex groups
are rigid in measure equivalence, then the graph product is rigid in measure equivalence?

We will not answer this question in full generality, but we will give a sufficient criterion
in Section 16, and an example in Section 17. Our example is, to our knowledge, the first
example of a group which is rigid in measure equivalence, but not in quasi-isometry,
among torsion-free groups. On this matter, let us make two remarks.

• It is not true that a graph product of quasi-isometrically rigid groups is quasi-
isometrically rigid. A basic observation is that in a graph product G, changing a
vertex group Gv by Gv ˆ Z{2Z can often yield a group which is quasi-isometric
but not commensurable to G. So the phenomena established in this chapter are
radically different from their counterparts in quasi-isometry.

• In the converse direction, examples of groups that are rigid in quasi-isometry
but not in measure equivalence exist. First, some amenable groups are quasi-
isometrically rigid, while countably infinite amenable groups are all measure equiv-
alent by the Ornstein–Weiss theorem [OW80]. Quasi-isometrically rigid amenable
groups include Zn for every n P N (Pansu [Pan83]) or solvable Baumslag–Solitar
groups (Farb–Mosher [FM99]). Examples of non-amenable groups that are rigid
in quasi-isometry but not in measure equivalence include many right-angled Artin
groups, see work of Huang [Hua18] on the quasi-isometry side.

When dealing with the above question, it is in fact useful to impose a very strong
form of rigidity on the vertex groups Gv, and require at least that for every v P V Γ,
every self measure equivalence coupling of Gv factors through the tautological coupling
on Gv itself, by left-right multiplication. This will be an important assumption in our
criterion in Section 16.

To illustrate the subtleness of the question, let us make the following observation
in the context of L1-measure equivalence: it is possible to have a graph product G of
countably infinite groups over a finite simple graph with no transvection and no partial
conjugation (and not reduced to a point), where all vertex groups are rigid in L1-measure
equivalence in the sense that every countable group that is L1-measure equivalent to Gv

is virtually isomorphic to Gv, but G is not. Indeed, it is enough to take the vertex groups
to be isomorphic to Z, and observe that some right-angled Artin groups are not rigid in
L1-measure equivalence [HH23], while Z is [Aus16, Corollary 1.2].
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16 An ME-rigidity criterion for graph products

The goal of the present section is to prove the following theorem. The definition of
Monod–Shalom’s class Creg is given just below the statement.

Theorem 16.1. Let Γ be a finite simple graph with no transvection and no partial
conjugation, with AutpΓq “ t1u. For every v P V Γ, let Gv be a countably infinite group,
and let G be the graph product over Γ with vertex groups pGvqvPV Γ. Assume that the
following four hypotheses hold.
pH1q For every vertex v P V Γ, there exists an extension Ĝv “ Gv ¸ Fv with Fv finite,

such that for every self measure equivalence coupling Ωv of Gv, there exists a Borel
pGv ˆGvq-equivariant map Ωv Ñ Ĝv.

pH2q For every vertex v P V Γ, the group Gv is torsion-free, has no proper finite-index
subgroup, and belongs to the class Creg.

pH3q The vertex groups are pairwise not measure equivalent.
pH4q For every clique C with V C “ tv1, . . . , vku, the image of every injective homomor-

phism Gv1 Ñ Gv1 ˆ ¨ ¨ ¨ ˆGvk is equal to Gv1 ˆ t1u ˆ ¨ ¨ ¨ ˆ t1u.
Then every torsion-free countable group which is measure equivalent to G, is in fact
isomorphic to G.

As usual, throughout the section, all the stated equivariances are valid almost every-
where.

The class Creg, introduced by Monod–Shalom in [MS03], is the class of all countable
groups G such that H2

bpG, ℓ2pGqq ‰ t0u. Of particular importance for us is the following
example.

Example 16.2. Recall that a group is acylindrically hyperbolic in the sense of Osin
[Osi16] if it admits a non-elementary acylindrical action on a hyperbolic space (see also
Appendix A.2, page 155). By a theorem of Hamenstädt [Ham08, Theorem A], all acylin-
drically hyperbolic groups belong to the class Creg.

Remark 16.3. Hypothesis pH2q implies in particular that all vertex groups are ICC (i.e.
every non-trivial conjugacy class in Gv is infinite), since a countable torsion-free Creg
group is always ICC by [MS06, Proposition 7.11].

Outline of the proof, and organization of the section. Recall that the group G

acts on its right-angled building DG (see Section 2.3.1, page 23 for its definition). We first
prove that the G-stabilizer Gu of every vertex u P V DG is rigid in measure equivalence
in a strong sense: every self-coupling of Gu factors through the action on (some finite-
index extension of) Gu by left-right multiplication. When u is a rank 1 vertex, the group
Gu is conjugate to a vertex group for the graph product structure of G, and rigidity is
exactly the contents of Hypothesis pH1q. Stabilizers of higher rank vertices split as direct
products of stabilizers of rank 1 vertices, and we exploit an argument from the successive
works of Monod–Shalom [MS06] and Kida [Kid10] to establish the measure equivalence
rigidity of these direct products. This step is carried in Section 16.1.

Let now H be a torsion-free group which is measure equivalent to G. We know from
Part II of the present work that every self-coupling of G factors through AutpDGq. By a
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standard technique, originating from the work of Furman [Fur99a], we can transfer the
rigidity from self-couplings to arbitrary couplings, and deduce that H also acts on DG,
and that (through this action) every measure equivalence coupling Ω between G and H
factors through AutpDGq. This is proved in Section 5.2. A key technical ingredient in
the proof is to establish a strong ICC property for the Polish group AutpDGq – our proof
of this fact relies on previous work of Huang and the second-named author [HH23].

In Section 16.3, we then analyze this H-action on DG. In a way that is similar to
our work in Part II, we prove that for every vertex u P V DG, the coupling Ω (between
G and H) restricts to a measure equivalence coupling between Gu and Hu. And the
combination of Hypotheses pH1q and pH2q then forces Hu to be isomorphic to Gu (the
facts that Hu is torsion-free and that Gu has no proper finite-index subgroup are used
to obtain an actual isomorphism, not a virtual one). In other words H acts on DG with
the same vertex stabilizers as G. And, by crucially using our assumption that all groups
considered have no proper finite-index subgroup, we also prove in Section 16.3.3 that the
H-action on DG shares a common fundamental domain (which is a subcomplex) with the
action of G.

In the terminology of Bridson–Haefliger [BH99], this says that H has the structure
of a simple complex of groups over the fundamental domain Y for the G-action on DG.
In other words H is exactly the group which is obtained from the free product of all
H-stabilizers of cells in Y , by taking the quotient by the relations coming from the
natural inclusions of stabilizers (coming from face inclusions of the cells). Recall that
each cell stabilizer splits as a direct product of some of the vertex groups Gv, and there
remains to understand the inclusion homomorphisms. This is where we crucially use our
Hypothesis pH4q: it forces all inclusion homomorphisms to be factor inclusions. In other
words H has exactly the presentation of a graph product, and therefore H is isomorphic
to G.

16.1 Self-couplings of clique subgroups

Using the fact that all vertex groups belong to the class Creg, we extend Assumption pH1q

to all self-couplings of clique subgroups of G (and not just to self-couplings of vertex
groups). This is the contents of the following proposition, which was essentially estab-
lished by Kida [Kid10, Section 7], relying on work of Monod–Shalom [MS06]. We provide
a brief argument as Kida’s statements were formulated in the setting of mapping class
groups.

Proposition 16.4. Let G1, . . . , Gn be torsion-free countable groups in the class Creg, and
for every i P t1, . . . , nu, let Ĝi be a finite-index extension of Gi. Let G “ G1 ˆ ¨ ¨ ¨ ˆGn,
and let Ĝ “ Ĝ1 ˆ ¨ ¨ ¨ ˆ Ĝn. Assume that

• for every i P t1, . . . , nu, and every self measure equivalence coupling Ωi of Gi, there
exists a pGi ˆGiq-equivariant Borel map Ωi Ñ Ĝi, and

• for any distinct i, j P t1, . . . , nu, the groups Gi and Gj are not measure equivalent.
Then for every self measure equivalence coupling Ω ofG, there exists a pGˆGq-equivariant
Borel map Ω Ñ Ĝ.

Proof. By considering the ergodic decomposition, every self measure equivalence coupling
of G can be disintegrated into ergodic self measure equivalence couplings, see the second

131



point of [Fur99a, Lemma 2.2]. Therefore, in view of [FMW04, Corollary 5.4] (applied to
G “ H, with Ω in place of their space X, and Ĝ in place of their space Y ), it is enough
to treat the case where the action of GˆG on Ω is ergodic. From now on we work under
this extra assumption.

Using an argument from the proof of [MS06, Theorem 1.16], Kida proved in [Kid10,
Section 7, p. 1895] that for every i P t1, . . . , nu, there exists a standard measure space
Ωi, equipped with

• a measure-preserving action of Gi ˆGi;
• a measurable projection pi : Ω Ñ Ωi which is both pGi ˆ Giq-equivariant, and

pGj ˆGjq-invariant for every j ‰ i;
• a pGi ˆ Giq-invariant Borel partition Ω˚

i “ \kΩi,k of a pGi ˆ Giq-invariant conull
Borel subset Ω˚

i into at most countably many subspaces Ωi,k, such that each Ωi,k

is a self measure equivalence coupling of Gi.
(Notice that Kida has a space Ωi which is invariant under Gi ˆ Gtpiq for some bijection
t : t1, . . . , nu Ñ t1, . . . , nu, but our second assumption implies that tpiq “ i.)

For every i P t1, . . . , nu and every k P N, let θi,k : Ωi,k Ñ Ĝi be a pGiˆGiq-equivariant
Borel map, given by our first assumption. Combining these maps as k varies in N yields a
pGiˆGiq-equivariant Borel map θi : Ωi Ñ Ĝi. Then the map pθ1˝p1, . . . , θn˝pnq : Ω Ñ Ĝ

gives the desired almost pGˆGq-equivariant Borel map.

16.2 Factoring the coupling through the right-angled building

The goal of this section is to prove the following proposition (we refer to Section 2.3.1,
page 23, for the definition of the right-angled building DG).

Proposition 16.5. Let G be a graph product with countably infinite vertex groups,
over a finite simple graph Γ with no transvection and no partial conjugation. Let H be
a countable group, and let Ω be a measure equivalence coupling between G and H. Let
DG be the right-angled building of G.

Then there exist a homomorphism ι : H Ñ AutpDGq and a pGˆHq-equivariant Borel
map θ : Ω Ñ AutpDGq, where the action of GˆH on AutpDGq is via pg, hq¨f “ gfιphq´1.

We already know that self-couplings of G factor through AutpDGq (Corollary 5.6,
page 55). Our proof relies on a general strategy to transfer this fact to an information
about arbitrary couplings between G and H. This strategy was initiated by Furman in
[Fur99a], and we will use a version found in [Kid11] (or alternatively [BFS13]). This
argument requires establishing a strong ICC property for the Polish group AutpDGq,
which is the contents of our next lemma.

Lemma 16.6. Let G be a graph product of countably infinite groups over a finite simple
graph Γ, such that no vertex v P V Γ satisfies Γ “ starpvq. Let DG be its right-angled
building.

Then the only Borel probability measure on AutpDGq which is invariant by the con-
jugation by any element of G is the Dirac mass at the identity.

The conclusion of the lemma precisely says that AutpDGq is strongly ICC relative
to G in the sense of Bader–Furman–Sauer [BFS13, Definition 2.2] (or that the inclusion
G Ď AutpDGq is strongly ICC in the terminology of [HH23, Section 4.2]).

132



Proof. This was proved when G is the right-angled Artin group AΓ over Γ in [HH23,
Proposition 5.1]. We now explain how to reduce the proof to the case of a right-angled
Artin group. We will use the language of CATp0q cube complexes and their half-spaces,
for which we refer to [Sag14]. We will also need the notion of the regular boundary of a
CATp0q cube complex X, a natural compact subspace of its Roller boundary equal to the
closure of the set of regular points in the sense of Fernós in [Fer18, Definition 7.3], also
denoted SpXq in [KS16]. All the necessary background for this proof was also reviewed
in [HH23, Section 5.2].

Let DΓ be the right-angled building of the right-angled Artin group over Γ. Recall
from Lemma 2.13, page 25, that there exists an isomorphism from DG to DΓ that sends
G-orbits to AΓ-orbits.

Step 1. Assuming that Γ is irreducible (and not reduced to one vertex), we will prove
that the G-action on the regular boundary RpDGq is minimal and strongly proximal in
the sense of Furstenberg [Fur63], i.e. it is minimal and the G-orbit of any probability
measure on RpDGq contains a Dirac mass in its weak-˚ closure.

By [HH23, Lemma 5.3], the building DG « DΓ is irreducible (it does not split as a
product), and

• AΓ acts non-elementarily, i.e. with no global fixed point, and no finite orbit in the
visual boundary B8DΓ, and

• AΓ acts essentially, in the sense of Caprace–Sageev [CS11], i.e. no AΓ-orbit stays
in a bounded neighborhood of a half-space of DΓ.

The first of these properties (non-elementarity) was in fact proved by Caprace–Hume
[CH15, Section 6.2] in the more general context of graph products, so it applies to the
G-action on DG. The second property (essentiality) for the G-action on DG follows from
the same property for the AΓ-action on DΓ as these two actions have the same orbits.

It thus follows from [KS16, Proposition 1] that the G-action on the regular boundary
RpDGq is minimal and strongly proximal, as claimed.

Step 2. We now conclude the proof of the lemma. Write Γ “ Γ1˝¨ ¨ ¨˝Γk as a join, where
each Γj is irreducible (possibly with k “ 1). Notice that no Γj is reduced to a vertex, by
our assumption that Γ is not contained in the star of a vertex. Let G “ G1 ˆ ¨ ¨ ¨ ˆ Gk

be the corresponding direct product decomposition. For every j P t1, . . . , ku, let Dj be
the right-angled building of Gj , and let R “ RpD1q ˆ ¨ ¨ ¨ ˆ RpDkq. By Step 1, for every
j P t1, . . . , ku, the action of Gj on RpDjq is minimal and strongly proximal, and it is
faithful in view of [HH23, Lemma 5.6]. Let now µ be a probability measure on AutpDGq

which is invariant under conjugation by every element of G. By [HH23, Lemma 5.6], we
can pushforward µ to a probability measure µ̄ on HomeopRq which is invariant under
the conjugation by every element of G. It thus follows from [HH23, Lemma 5.2] that µ̄
is the Dirac mass at the identity. Using again that the map AutpDGq Ñ HomeopRq is
injective ([HH23, Lemma 5.6]), it follows that µ is the Dirac mass at the identity.

We are now in position to prove Proposition 16.5.

Proof of Proposition 16.5. Let ιG : G Ñ AutpDGq be the natural inclusion. By Corol-
lary 5.6, page 55, for every self measure equivalence coupling Σ of G, there exists a
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pG ˆ Gq-equivariant Borel map Σ Ñ AutpDGq. Combined with Lemma 16.6, this pre-
cisely says that G is coupling rigid with respect to pAutpDGq, ιGq in the sense of Kida
[Kid11, Definition 3.3]. The conclusion thus follows from [Kid11, Theorem 3.5].

16.3 Properties of the H-action on DG

In the whole section, we will work in the following setting.

General setting. Let Γ be a finite simple graph with no transvection and no partial
conjugation, with AutpΓq “ t1u, and G be a graph product with countably infinite
vertex groups over Γ that satisfies Assumptions pH1q, pH2q and pH3q from Theorem 16.1
(Assumption pH4q will only be used in Section 16.4). Let H be a torsion-free countable
group which is measure equivalent to G, and let pΩ,mq be a measure equivalence coupling
between G and H. Proposition 16.5 gives us

• a homomorphism ι : H Ñ AutpDGq;
• a pGˆHq-equivariant Borel map θ : Ω Ñ AutpDGq.

In particular ι gives an action of H on DG, and from now on we will work with this action
of H.

16.3.1 The H-action is type preserving

Recall from Section 2.3.1 that vertices of DG correspond to left cosets of the form gGΥ,
for some g P G and some clique subgraph Υ Ď Γ. The rank of a vertex is the cardinality
of VΥ. We also define the type of a vertex of DG as the corresponding subgraph Υ. More
generally, given a cube σ Ď DG, we define the type of σ as the set consisting of all types
of vertices of σ. Notice that the type of σ is determined by the type of its smallest and
largest vertices, for the partial order given by inclusion (when viewing vertices as cosets
in G).

The fact that AutpΓq “ t1u will be used in the form of the following lemma.

Lemma 16.7. The actions of G and of AutpDGq on DG have the same orbits of cubes.
In particular, the action of AutpDGq on DG preserves types of cubes.

Proof. Since the G-action on DG preserves types of vertices, it preserves types of cubes,
and therefore it is enough to prove that G and AutpDGq have the same orbits of cubes.

Step 1: The actions of G and AutpDGq on DG have the same orbits of vertices.

When G “ AΓ is the right-angled Artin group over Γ, this was proved in [HH23,
Corollary 6.3]: indeed the group Ĝ appearing in [HH23, Corollary 6.3] splits as a semi-
direct product G¸AutpΓq (see its definition in the first paragraph of [HH23, Section 6.1]),
so it coincides with G under our assumption that AutpΓq “ t1u.

The general case now follows from the fact that there always exists an isomorphism
DG Ñ DΓ (where DΓ is the right-angled building for AΓ), sending G-orbits of vertices to
AΓ-orbits of vertices (Lemma 2.13, page 25).

Step 2: The actions of G and AutpDGq on DG have the same orbits of cubes.

Let σ, σ1 Ď DG be two cubes in the same AutpDGq-orbit; we aim to prove that they
are in fact in the same G-orbit. Let vmin, vmax be the minimal and maximal vertices of σ,
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and let v1
min, v

1
max be the minimal and maximal vertices of σ1. Since AutpDGq preserves

types of vertices (as a consequence of Step 1), the vertices vmin and v1
min are in the

same AutpDGq-orbit. Using Step 1 again, they are in fact in the same G-orbit: there
exists g P G such that v1

min “ gvmin. Likewise, the vertices vmax and v1
max are in the

same AutpDGq-orbit. In particular they have the same type, which we denote by Λ (a
subgraph of Γ). So vmax (resp. v1

max) is the unique coset of GΛ that contains the coset
of G corresponding to vmin (resp. to v1

min “ gvmin). Therefore v1
max “ gvmax, and this in

enough to ensure that σ1 “ gσ.

Let us record the following consequence of Lemma 16.7.

Corollary 16.8. Let σ Ď DG be a cube, and let v be the unique vertex of σ of minimal
rank. Then the stabilizers of v and of σ in AutpDGq coincide.

Proof. Since v is the unique vertex of σ of its type and the action of AutpDGq preserves
types of vertices (Lemma 16.7), we have StabAutpDGqpσq Ď StabAutpDGqpvq.

The converse inclusion follows from the observation that σ is the unique cube of
its type that contains v as its minimal vertex. Since AutpDGq preserves types of cubes
(Lemma 16.7), this implies that the AutpDGq-stabilizer of v also preserves σ.

16.3.2 Stabilizers for the actions of G and H are measure equivalent

Given a cube σ Ď V DG, we let StabGpσq, StabHpσq and StabAutpDGqpσq be the respective
stabilizers of σ for the actions of G, of H, and of AutpDGq on DG. We let Ωσ :“

θ´1pStabAutpDGqpσqq, where we recall that θ : Ω Ñ AutpDGq is our given pG ˆ Hq-
equivariant Borel map. Then Ωσ is a Borel subset of Ω which is pStabGpσq ˆ StabHpσqq-
invariant. The following lemma is a special case of [HH23, Corollary 4.4].

Lemma 16.9. For every cube σ Ď V DG, the space Ωσ is a measure equivalence coupling
between StabGpσq and StabHpσq.

Proof. In view of Corollary 16.8, it is enough to prove the lemma when σ is a vertex, so
we will assume so.

By Lemma 16.7, the groups G and AutpDGq have the same orbits of vertices for their
actions on DG. The lemma therefore follows from [HH23, Corollary 4.4], applied with
K “ DG, with L “ AutpDGq, with G “ G, and with H “ H.

As a particular case, we obtain the following statement.

Corollary 16.10. The H-stabilizer of every rank 0 vertex of DG is trivial.

Proof. Let v P V DG be a rank 0 vertex. By Lemma 16.9, the stabilizer StabHpvq is
measure equivalent to StabGpvq, which is trivial. Therefore StabHpvq is finite, and in
fact trivial because H is torsion-free.

In fact we will deduce more generally that StabGpσq and StabHpσq are isomorphic
for every cube σ Ď DG, in view of the following lemma.

Lemma 16.11. Let σ Ď DG be a cube. Let K be a torsion-free countable group which
is measure equivalent to StabGpσq.

Then K is isomorphic to StabGpσq.
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Proof. The group StabGpσq is isomorphic to GΥ “ Gv1 ˆ ¨ ¨ ¨ ˆGvk for some clique Υ of
Γ with VΥ “ tv1, . . . , vku. We also write ĜΥ :“ Ĝv1 ˆ ¨ ¨ ¨ ˆ Ĝvk . Recall that each Gvi

is ICC (Remark 16.3), in particular GΥ is ICC.
Hypotheses pH1q, pH2q and pH3q, together with Proposition 16.4, ensure that for

every self measure equivalence coupling ΩΥ of GΥ, there exists a pGΥ ˆGΥq-Borel map
ΩΥ Ñ ĜΥ. Therefore [Kid10, Theorem 6.1] implies that there exists a homomorphism
πσ : K Ñ ĜΥ with finite kernel, and finite-index image. Since K is torsion-free, πσ is
in fact injective. Then πσpKq X GΥ is a finite-index subgroup of GΥ, and is therefore
equal to GΥ in view of Hypothesis pH2q. Recall also from Hypothesis pH1q that for
every i P t1, . . . , ku, we have a semi-direct product Ĝvi “ Gvi ¸ Fvi , with Fvi finite.
Then the image of πσpKq in each Fvi is trivial: otherwise πσpKq would intersect a lift
of Fv1 ˆ ¨ ¨ ¨ ˆ Fvk to ĜΥ non-trivially, contradicting that K is torsion-free. Therefore
πσpKq “ GΥ, which shows that K is isomorphic to StabGpσq.

16.3.3 A common strict fundamental domain for the actions of G and H

Let YG Ď DG be the standard fundamental domain for G, spanned by all vertices of the
form GΥ, where Υ Ď Γ is a clique. Notice that YG is a strict fundamental domain for the
G-action on DG, i.e. it is a subcomplex that meets every G-orbit in exactly one point.
We will prove in Lemma 16.13 below that YG is also a strict fundamental domain for the
H-action on DG. We start with a lemma.

Lemma 16.12. For every rank 1 vertex v P V YG, every measure equivalence coupling
between StabGpvq and StabHpvq has coupling index 1.

Proof. In view of Lemmas 16.9 and 16.11, the groups StabGpvq and StabHpvq are isomor-
phic, so it is enough to show that every self measure equivalence coupling of StabGpvq

has coupling index 1.
Recall that since v P V YG, the stabilizer StabGpvq is a vertex group of G (for its

graph product structure). Hypothesis pH1q gives us a finite-index extension zStabGpvq.
We first observe that every self measure equivalence coupling Σ̂v of zStabGpvq has

coupling index 1. Indeed, since StabGpvq has finite index in zStabGpvq, the space Σ̂v is
also a self measure equivalence coupling of StabGpvq. So Hypothesis pH1q yields a Borel
pStabGpvq ˆ StabGpvqq-equivariant map θv : Σ̂v Ñ zStabGpvq. Since StabGpvq is ICC
(Remark 16.3) and normal in zStabGpvq, it follows from [Kid10, Lemma 5.8] that θv is in
fact pzStabGpvq ˆ zStabGpvqq-equivariant. Then θ´1

v pt1uq is a common Borel fundamental
domain for the two actions of zStabGpvq on Σ̂v, so Σ̂v has coupling index 1.

Let now Σv be a self measure equivalence coupling of StabGpvq. Starting from Σv

and from a measure equivalence coupling between StabGpvq and zStabGpvq of coupling
index rzStabGpvq : StabGpvqs, by composition of couplings, one obtains a self measure
equivalence coupling of zStabGpvq with the same coupling index as Σv (see e.g. Item c on
page 300 of [Fur11], below Definition 2.1). It thus follows from the previous paragraph
that the coupling index of Σv is 1, as desired.

Lemma 16.13. The subcomplex YG is a strict fundamental domain for the H-action
on DG.
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Proof. Assume towards a contradiction that YG is not a strict fundamental domain for
the H-action on DG. This means that

• either two distinct points x, y of YG belong to the same H-orbit,
• or there is a point in DG which is not in the H-orbit of any point of YG.
We start by excluding the first option. Assuming that x, y P YG belong to the same

H-orbit, we will prove that x “ y. Let σx, σy be the cubes of minimal dimension that
contain x, y; these are contained in YG because YG is a subcomplex of DG. And σx, σy
also belong to the same H-orbit, in particular they belong to the same AutpDGq-orbit.
In view of Lemma 16.7, the cubes σx, σy are in the same G-orbit. Since YG is a strict
fundamental domain for the G-action, it follows that σx “ σy. But since automorphisms
of DG preserve types of vertices, every automorphism that preserves σx acts as the identity
on σx. It follows that x “ y, as desired. The first option is excluded.

We now assume that there exists a point x in DG which is not in the H-orbit of any
point of YG, and aim for a contradiction. Let σ be a cube that contains x and contains
a rank 0 vertex v. Then σ is not in the H-orbit of any cube of YG. Denoting by v0 the
unique rank 0 vertex of YG, it follows that v is not in the H-orbit of v0.

The rank 0 vertices v0 and v can be joined by an edge path, such that vertices along
the path alternate between rank 0 and rank 1 vertices (see Figure 26 for an example).
Let v1 be the last rank 0 vertex along this path that belongs to the H-orbit of v0, and
let v2 be the next rank 0 vertex along this path. Then v1 and v2 are rank 0 vertices of
DG in distinct H-orbits which are adjacent to a common rank 1 vertex w.

e

Gv1

g1

g1Gv2

g1g2

Type 0 vertices

Type 1 vertices

Type 2 vertices

Path from v0 = e to v = g1g2

Figure 26: Illustration of a path going from v0 “ e to v “ g1g2 (where gi P Gvi , for
i P t1, 2u) such that vertices on the path alternate between rank 1 and 0.

Recall from Lemma 16.9 that

Ωw :“ θ´1pStabAutpDGqpwqq
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is a measure equivalence coupling between the stabilizers StabGpwq and StabHpwq. For
every i P t1, 2u, let

Xw,i :“ θ´1ptf P StabAutpDGqpwq | fpviq “ v1uq.

The action of StabGpwq on the set of rank 0 vertices adjacent to w is nothing but the
action of StabGpwq by left translations on itself. In particular it is free and transitive, so
for every i P t1, 2u, the set Xw,i is a Borel fundamental domain for the action of StabGpwq

on Ωw. In particular mpXw,1q “ mpXw,2q.
For every i P t1, 2u, the group StabHpviq is trivial (Corollary 16.10). Therefore, since

v1 and v2 are not in the same StabHpwq-orbit, the set Xw,1 Y Xw,2 meets almost every
StabHpwq-orbit in Ωw at most once, and therefore it is contained in a Borel fundamental
domain Yw for the action of StabHpwq on Ωw. In particular mpYwq ě 2mpXw,1q, so the
coupling index satisfies

rStabGpwq : StabHpwqsΩw ě 2.

This is a contradiction to Lemma 16.12, which completes our proof.

16.4 Exploiting the structure of simple complex of groups

In this final step, we will exploit the structure of H as a simple complex of groups in the
sense of Bridson–Haefliger [BH99, Chapter II.12] to get a fine control on the nature of
the group H. We continue with the same general setting as in Section 16.3, and assume
in addition that the group G satisfies Hypothesis pH4q from Theorem 16.1.

Let P be the poset of cubes of DG, ordered by inclusion. Then DG has a stratification
indexed by P, whose strata are exactly the cubes of DG: here stratification is understood
in the sense of [BH99, Definition II.12.1], i.e.

• DG is the union of its strata;
• the intersection of two strata, if non-empty, is again a stratum;
• for every point in DG, the intersection of all strata that contain x is again a stratum

(namely, it is the cube of smallest dimension that contains x).
The actions of G and of H on DG are strata-preserving, i.e. every element sends every
stratum bijectively onto a stratum. And in view of Lemma 16.13, the subcomplex YG is
a strict fundamental domain for the strata-preserving actions of G and H in the sense of
[BH99, Definition II.12.7]: every cube of DG has a unique translate in YG.

In addition DG is simply connected (it is even CATp0q). Therefore, we can apply
[BH99, Corollary II.12.22] and deduce thatH is the direct limit (amalgam) of the isotropy
subgroups of the cubes contained in YG, in the sense of [BH99, Definition II.12.12]. The
meaning of this is the following. Let

Q “ tσ P P | σ Ď YGu.

As before, for every cube σ Ď YG, we let StabHpσq be the stabilizer of σ for the H-action
on DG. Also, given cubes τ Ď σ both contained in YG, we let ψτσ : StabHpσq Ñ StabHpτq

be the inclusion. Then H is isomorphic to the group obtained from the free product of
the groups StabHpσq, with σ ranging in Q, by imposing as only extra relations that
ψτσphq “ h, whenever τ Ď σ both belong to Q and h P StabHpσq.
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We are now in position to prove the main theorem of this section.

Proof of Theorem 16.1. Let v1, . . . , vn be the rank 1 vertices in YG. Let σ Ď YG be a
cube, and let w be its minimal vertex. Let vi1 , . . . , vik be the rank 1 vertices that satisfy
vij ď w (where the partial order ď is just the inclusion of the cosets represented by these
vertices). We say that vi1 , . . . , vik are the rank 1 vertices below σ (notice that in the case
where σ contains the rank 0 vertex of YG, there are no rank 1 vertices below σ). For
every j P t1, . . . , ku, there is a cube σ1

j in YG that contains vij as its minimal vertex, and
also contains w. So Corollary 16.8 implies that, for every j P t1, . . . , ku, we have

StabAutpDGqpvij q “ StabAutpDGqpσ
1
jq Ď StabAutpDGqpσq “ StabAutpDGqpwq.

Therefore the H-stabilizer of vij is equal to StabHpσ1
jq, and is contained in StabHpwq “

StabHpσq.
By Lemmas 16.9 and 16.11, we already know that the stabilizer StabHpσq is abstractly

isomorphic to StabGpσq, which splits as StabGpσq “ Gvi1
ˆ ¨ ¨ ¨ ˆGvik

(here we naturally
identify the rank 1 vertices vi1 , . . . , vik with vertices of the defining graph Γ, and the
groups Gvij

are exactly vertex groups for the graph product structure of G).
In addition, for every j P t1, . . . , ku, we have an inclusion map StabHpvij q Ñ StabHpσq,

and StabHpvij q is isomorphic to Gvij
(Lemmas 16.9 and 16.11). It thus follows from Hy-

pothesis pH4q that the image of StabHpvij q in StabHpσq is exactly equal to

t1u ˆ ¨ ¨ ¨ ˆ t1u ˆGvij
ˆ t1u ˆ ¨ ¨ ¨ ˆ t1u,

under the above identification between StabHpσq and StabGpσq. Therefore StabHpσq

splits as the direct product StabHpvi1qˆ¨ ¨ ¨ˆStabHpvikq, in such a way that the inclusion
maps StabHpvij q Ñ StabHpσq are just factor inclusions.

In other words, given any finite collection of rank 1 vertices vi1 , . . . , vik spanning a
clique when viewed as vertices of Γ, the subgroup generated by StabHpvi1q, . . . ,StabHpvikq

is equal to their direct product, and it is also equal to the stabilizer of any cube σ such
that the collection of rank 1 vertices below σ is exactly tvi1 , . . . , viku. From this, it follows
that whenever σ, τ are two cubes with τ Ď σ, the inclusion map StabHpσq Ñ StabHpτq

is a factor inclusion.
It follows that the direct limit of the groups StabHpviq is nothing but their graph

product over Γ, and it follows from [BH99, Corollary II.12.22] that this direct limit is
isomorphic to H. Since StabHpviq is isomorphic to Gvi , this shows that H is isomorphic
to G.

17 An ME-rigid group which is not QI-rigid

In this section, we provide an example of a graph product that satisfies all assumptions
from Theorem 16.1. Our example will involve Higman groups [Hig51], defined for k ě 4

as
Higk “ xa1, . . . , ak | aiai`1a

´1
i “ a2i`1 @i pmod kqy.

Our construction will enable us to prove the following theorem, which we recall from the
introduction.

139



Theorem 1.16. Let Γ be a finite simple graph with no transvection and no partial
conjugation, such that AutpΓq “ t1u. Let pkvqvPV Γ be a sequence of integers at least 5,
such that kv does not divide kw whenever v ‰ w. Let G be the graph product over Γ

with vertex groups pHigkvqvPV Γ. Then
1. If a torsion-free countable groupH is measure equivalent toG, thenH is isomorphic

to G.
2. There exists an infinite family of torsion-free countable groups that are all quasi-

isometric to G, and pairwise not commensurable.

17.1 Homomorphisms between Higman groups

The following proposition is an elaboration on work of Martin [Mar17], who proved the
second assertion in the case where k “ 4. We will follow his proof very closely.

Proposition 17.1. Let k, k1 ě 4. Then
• There exists a non-trivial homomorphism Higk1 Ñ Higk if and only if k divides k1.
• Every non-trivial homomorphism Higk Ñ Higk is an automorphism.

Proof. We let ta1, . . . , aku be a standard generating set of Higk, and ta1
1, . . . , a

1
k1u be a

standard generating set of Higk1 (as in their standard presentations).
If k divides k1, then the map sending the generator a1

i of Higk1 to the generator ai
of Higk (with the index i considered modulo k), extends to a non-trivial homomorphism
from Higk1 to Higk.

Conversely, assume that there exists a non-trivial homomorphism θ : Higk1 Ñ Higk.
We will prove that k divides k1, and that if k “ k1 then θ is an isomorphism, which
will establish the proposition. Most of the proof follows [Mar17, Section 3] very closely.
Martin’s proof was written when k “ k1 “ 4, but the arguments readily extend to all
k, k1 ě 4; we will provide a guide through the proof.

First, observe that θ cannot send any generator of Higk1 to 1, as otherwise the defining
relations of Higk1 would imply that every generator is sent to 1, contradicting that θ is
non-trivial.

As in [Mar17, Section 1.1] or [Mar21, Section 5], the group Higk (resp. Higk1) acts
on a CATp0q polygonal complex Xk (resp. Xk1) with strict fundamental domain a 2-
dimensional k-gon (resp. a 2-dimensional k1-gon). For both actions, stabilizers of 2-
dimensional cells are trivial, edge stabilizers are isomorphic to Z (conjugate to the cyclic
subgroups generated by the generators ai or a1

i), and vertex stabilizers are isomorphic
to BSp1, 2q (conjugate to the subgroups of the form xai, ai`1y, or xa1

i, a
1
i`1y, with indices

understood modulo k or k1). Moreover, for every edge e “ vw of Xk, exactly one of
the homomorphisms StabGpeq ãÑ StabGpvq and StabGpeq ãÑ StabGpwq has undistorted
image. As in [Mar17, Section 2.1], we orient the edge towards the vertex w such that
the inclusion StabGpeq ãÑ StabGpwq is undistorted. If e is oriented towards w, and e1

is any other edge incident on w, then StabGpeq X StabGpe1q “ t1u: this is the contents
of [Mar17, Lemma 2.1]. In particular, as in [Mar17, Corollary 2.3], the fixed point set
Fixphq of any non-trivial element of Higk is always contained in the outward star of a
vertex, i.e. in the union of all edges emanating from that vertex (Fixphq can be empty or
reduced to one vertex).
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As in [Mar17, Lemmas 2.4 and 3.6] (with the same proof), the homomorphism θ

sends every subgroup xa1
i, a

1
i`1y into a unique subgroup of the form gxaj , aj`1yg´1. In

particular θ induces a map θ˚ : V Xk1 Ñ V Xk. As in [Mar17, Lemma 3.7], the map θ˚

extends to an orientation-preserving map from the 1-skeleton X1
k1 to the 1-skeleton X1

k .
And θ˚ does not collapse any edge to a vertex (see the second paragraph of the proof of
[Mar17, Lemma 3.8]).

Consider the vertices v1, . . . , vk1 of Xk1 corresponding to the subgroups xa1
i, a

1
i`1y with

i varying in t1, . . . , k1u (with indices considered modulo k1). They are aligned along a
directed k1-gon Pk1 . Therefore, there images under θ˚ are aligned along an (immersed)
oriented k1-gon P in Xk. The projection of P under the quotient map X1

k Ñ X1
k{G is an

immersed oriented k1-gon inside an oriented k-gon. This implies that k divides k1, and
proves the first part of the proposition.

We now prove the second assertion of the proposition, so from now on we assume
that k “ k1, and continue with the above notations. Since the case where k “ 4 was
proved by Martin [Mar17], we will assume that k ě 5.

The map θ˚ sends the boundary of any 2-cell in Xk to an immersed k-gon. And an
immersed k-gon in Xk is always the boundary of a 2-cell in view of [HH22b, Lemma 4.4].
So θ˚ sends the fundamental k-gon Pk Ď Xk to a translate of Pk. Therefore, up to
post-composing θ by an inner automorphism, we can assume that θ˚pPkq “ Pk. In
particular the map pθ˚qk “ pθkq˚ fixes Pk pointwise. It follows from [Mar17, Lemma 3.9]
(whose proof remains valid for every k ě 5) that θk is the identity, in particular θ is an
automorphism.

17.2 Measure equivalence rigidity of the graph product G

We are now in position to complete our proof of the first part of Theorem 1.16, page 16.

Proof of Theorem 1.16(1). We apply the criterion provided by Theorem 16.1 to the graph
product G.

Hypothesis pH1q is given by [HH22b, Theorem 1.5].
For Hypothesis pH2q, notice that the vertex groups, being Higman groups, are torsion-

free (as recorded for example in [HH22b, Lemma 2.6]) and have no proper finite-index
subgroups (as proved by Higman [Hig51]). They are acylindrically hyperbolic (see [MO15,
Corollary 4.26] or [Mar21, Theorem B]), and therefore they belong to the class Creg (see
Example 16.2). This verifies Hypothesis pH2q from Theorem 16.1.

For Hypothesis pH3q, notice that if Higkv is measure equivalent to Higkw , then [HH22b,
Theorem 1.1] implies that Higkv and Higkw are virtually isomorphic (i.e. isomorphic up to
taking the quotient by a finite normal subgroup, and passing to a finite-index subgroup).
Since Higman groups are torsion-free and have no proper finite-index subgroup, it follows
that Higkv is isomorphic to Higkw . In view of Proposition 17.1, this is impossible unless
v “ w. This checks Hypothesis pH3q.

Finally, Hypothesis pH4q is a consequence of Proposition 17.1, as we are assuming
that kv does not divide kw whenever v ‰ w.

The conclusion thus follows from Theorem 16.1.
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17.3 Flexibility in quasi-isometry

Recall that two finitely generated groups G,H are bi-Lipschitz equivalent if there exists
a bi-Lipschitz bijection from G to H, equipped with word metrics associated to finite
generating sets.

Lemma 17.2. Let G,H be two graph products of finitely generated groups over a finite
simple graph Γ. Assume that for every v P V Γ, the vertex groups Gv and Hv are
bi-Lipschitz equivalent.

Then G and H are bi-Lipschitz equivalent.

Proof. Through normal forms, a family of bi-Lipschitz bijections from Gv to Hv induces
a bi-Lipschitz bijection from G to H.

Proof of Theorem 1.16(2). Let v P V Γ. For every n P N, let Gn be the graph product
over Γ whose vertex groups are the same as G, except that Gv is replaced by Gv ˆZ{nZ.

The group Gv is non-amenable (it is even acylindrically hyperbolic [MO15, Corol-
lary 4.26]). Therefore, for every n P N, the groups Gv and Gv ˆ Z{nZ are bi-Lipschitz
equivalent [Why99], so Lemma 17.2 ensures that all groups Gn are bi-Lipschitz equivalent
and therefore quasi-isometric.

On the other hand, since Gv has no proper finite-index subgroup [Hig51], when n ‰ m

the groups Gv ˆ Z{nZ and Gv ˆ Z{mZ are never strongly commensurable (and they are
not strongly commensurable to any Gw either, as can be seen using Proposition 17.1).
It thus follows from Theorem 1.6, page 9, that Gn and Gm are not commensurable for
n ‰ m.

Finally, the groups Gn are not torsion-free, but they all admit a finite-index torsion-
free subgroup. Indeed, a normal form argument shows that every torsion element of
Gn is Gn-conjugate to an element of the subgroup teu ˆ Z{nZ Ď Gv ˆ Z{nZ. Let
θn : Gn Ñ Z{nZ be the homomorphism which coincides with the second projection on
the vertex group Gv ˆ Z{nZ, and is the identity on every vertex group Gw with w ‰ v.
Then the kernel of θn is a torsion-free finite-index subgroup G0

n of Gn.
The groups G0

n are then torsion-free, and they are all quasi-isometric to G, but
pairwise non-commensurable.
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Appendix

A On the isomorphism problem for graph products

We refer to Definition 6.1, page 62 for the definition of a strongly reduced graph. The
main goal of this appendix is to prove the following theorem, see also Theorem A.25
below for a version including the case of direct products.

Theorem A.1. Let G,H be graph products over strongly reduced finite simple graphs
ΓG,ΓH , not reduced to a vertex.

Then for every isomorphism f : G Ñ H and every untransvectable vertex v P V ΓG,
there exists an untransvectable vertex w P V ΓH such that fpGvq is conjugate to Hw.

When combined with [GM19, Theorem 3.11], Theorem A.1 has the following conse-
quence to the isomorphism problem for graph products.

Corollary A.2. Let G,H be graph products over strongly reduced finite simple graphs
ΓG,ΓH , not reduced to a vertex, with ΓG transvection-free.

If G and H are isomorphic, then there exists an isomorphism σ : ΓG Ñ ΓH such that
for every v P V ΓG, the vertex groups Gv and Hσpvq are isomorphic.

Proof. Let f : G Ñ H be an isomorphism. Since ΓG is transvection-free, every vertex
v P V ΓG is untransvectable. Hence, Theorem A.1 implies that f sends every vertex
group G to a conjugate of a vertex group of H. The conclusion therefore follows from
[GM19, Theorem 3.11].

Another consequence of Theorem A.1, regarding the acylindrical hyperbolicity of
AutpGq, will be derived in Section A.2.

Remark A.3 (Comparison with the framework of measured groupoids). In the case
where the defining graphs ΓG and ΓH are strongly reduced and transvection-free, Theo-
rem A.1 ensures that f sends every vertex group to a conjugate of a vertex group. When
G and H are countable, this can be seen as an analogue of the Vertex Recognition Prop-
erty from our measured group-theoretic framework (Definition 5.1). Notice however that
Theorem A.1 has two advantages compared to the work in Part II, namely:

• it allows for finite vertex groups, and also for uncountable vertex groups;
• even when the graph is not transvection-free, it enables to recognize untransvectable

vertices; in this respect, this is similar to our work in Section 9, though in the latter
section vertex groups were assumed to be amenable.

We will say more on the comparison between the group-theoretic and groupoid-theoretic
frameworks in Remark A.7.

Remark A.4 (Comparison with Genevois’s work). We now compare our assumptions
in Theorem A.1 with those of [Gen18, Theorem 8.1]. We have the extra assumption that
ΓG and ΓH are strongly reduced. On the other hand, we do not assume that the vertex
groups are graphically irreducible (a group Gv is graphically irreducible if whenever it
decomposes as a graph product over a finite simple graph, it has to be over a clique
[Gen18, Definition 3.2]).
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Both assumptions (strongly reduced graphs and graphically irreducible vertex groups)
cannot be removed simultaneously. In a sense, we decompose G,H minimally as non-
trivial graph products, while Genevois decomposes them maximally as graph products.

None of the theorems implies the other. In particular, our theorem allows for infinitely
generated vertex groups, which sometimes do not admit any maximal decomposition as a
graph product over a finite simple graph (e.g. F8). In fact, it is also unknown whether or
not a finitely generated group always admits a decomposition as a graph product where
every vertex group is graphically irreducible.

A.1 Proof of Theorem A.1

Our proof of Theorem A.1 will follow the one in Section 7 quite closely, the main novelty
being the use of thick free factors in Sections A.1.1 and A.1.4. It can be read indepen-
dently from Section 7, and in fact can serve as a warm-up before reading its groupoid-
theoretic version. To emphasize the parallel between this appendix and Section 7, the
group-theoretic counterparts of Properties pPprodq, pPcofactq, etc. from Section 7 will be
called pQprodq, pQcofactq, etc.

The goal is to characterize untransvectable vertex groups by a purely group-theoretic
property that will be preserved under group isomorphisms.

A.1.1 Thick free factors

A free factor of a group G is a subgroup A Ď G such that there exists B Ď G with
G “ A ˚ B. By Bass–Serre theory, A is a free factor of G if and only if there exists an
action of G on a simplicial tree T with trivial edge stabilizers, such that A is equal to
the stabilizer of a vertex of T .

Notice for future use that if A is a free factor of G, and P is a subgroup of G that
contains A, then A is a free factor of P : indeed, letting T be a G-tree with trivial edge
stabilizers with one vertex stabilizer equal to A, the tree T is also a P -tree with trivial
edge stabilizers with one vertex stabilizer equal to A.

A group is freely indecomposable if it does not admit any action on a simplicial tree
with trivial edge stabilizers with no global fixed point. In particular, the only free factors
of a freely indecomposable group G are t1u and G.

Let G be a graph product over a finite simple graph Γ. Let Λ1, . . . ,Λk be the con-
nected components of Γ that contain at least two vertices, and let v1, . . . , vℓ be the
isolated vertices of Γ. Then

G “ GΛ1 ˚ ¨ ¨ ¨ ˚GΛk
˚Gv1 ˚ ¨ ¨ ¨ ˚Gvℓ .

A subgroup of G which is conjugate to GΛj for some j P t1, . . . , ku will be called a thick
free factor of G.

Notice that thick free factors of G are indeed free factors of G, and they are freely
indecomposable. Conversely, we make the following observation.

Lemma A.5. Let G be a graph product over a finite simple graph Γ, and let L Ď G be
a freely indecomposable free factor of G.
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Then either L is a thick free factor, or else H is conjugate to a subgroup of Gv for
some isolated vertex v P V Γ.

Proof. Write G “ GΛ1 ˚ ¨ ¨ ¨ ˚GΛk
˚Gv1 ˚ ¨ ¨ ¨ ˚Gvℓ , where the GΛj are thick, and each vj

is an isolated vertex. Let T be the Bass–Serre tree of this decomposition of G as a free
product: this is a G-tree with trivial edge stabilizers.

Being freely indecomposable, the group H fixes a vertex of T . So
• either L is conjugate to a subgroup of Gvj for some isolated vertex vj (and we are

done),
• or else L is non-trivial and conjugate to a subgroup of a thick free factor GΛj of G.

We assume that the latter case holds, and without loss of generality that H Ď GΛj .
Since L is a free factor of G, it is also a free factor of GΛj . And since GΛj is freely
indecomposable and L is non-trivial, we have L “ GΛj .

A.1.2 A combinatorial lemma

Our starting point for proving Theorem A.1 is the following variation over Lemma 6.6,
page 65.

Lemma A.6. Let Γ be a strongly reduced finite simple graph not reduced to one vertex,
and let G be a graph product over Γ. Let B Ď G be a parabolic subgroup. The following
two assertions are equivalent.

1. B is conjugate to Gv for some untransvectable vertex v P V Γ.
2. There exist n ě 1 and a chain of parabolic subgroups

G “ F0 Ě L1 Ě P1 Ě F1 Ě ¨ ¨ ¨ Ě Ln Ě Pn Ě Fn “ B

such that
(a) for every j P t1, . . . , nu, Lj is a thick free factor of Fj´1 whose type is not a

clique,
(b) for every j P t1, . . . , nu, Pj is a maximal product parabolic subgroup of Lj ,
(c) for every j P t1, . . . , n´ 1u, the clique factor of Pj is trivial, and Fj is a factor

of Pj ,
(d) Fn is the clique factor of Pn,
(e) for every non-trivial subgroup W Ď Fn, one has NGpW q Ď NGpFnq.

In our proof, we will use the following fact: every subgroup A Ď G is contained in
a unique smallest parabolic subgroup Ã, called the parabolic support of A (it is also the
intersection of all parabolic subgroups that contain A). And one has NGpAq Ď NGpÃq.

Remark for future use, that it implies that if N is a subgroup of G that normalizes
A, then Ñ normalizes Ã.

Proof. We first prove that p1q ñ p2q.

Without loss of generality we will assume that B “ Gv, with v untransvectable.
Consider subgroups Fj , Pj given by Lemma 6.6. In particular they satisfy Assertions (c)
and (d). Since Pj is a maximal product parabolic subgroup of Fj´1, it is contained in
a thick free factor Lj of Fj´1. And Pj is a maximal product parabolic subgroup of Lj .
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Additionally, since Pj is not of isolated clique type, the type of Lj is not a clique. So
Assertions (a) and (b) are also satisfied. Finally, Assertion (e) follows from the fact that
Fn “ Gv is the parabolic support of any non-trivial subgroup W Ď Fn.

We now prove that p2q ñ p1q.
Assume that we have subgroups Fj , Lj , Pj as in the statement. We will prove that
• the subgroups Fj and Pj satisfy the three conditions from Lemma 6.6, and
• Fn “ B is conjugate to a vertex group Gv.

Once these two facts are proved, the untransvectability of v follows from Lemma 6.6.
We first prove the second fact. Assertion (d) ensures that Fn is conjugate to GΥ, for

some complete subgraph Υ Ď Γ. If |VΥ| ě 2, the fact that Γ is strongly reduced ensures
that Υ is not collapsible, so there exists a vertex w P VΥ such that NGpGwq Ę NGpGΥq.
This contradicts Assertion (e). Therefore |VΥ| “ 1, in other words Fn is conjugate to a
vertex group.

We now prove the first fact. The second and third conditions from Lemma 6.6 are
exactly Assertions (c) and (d). We focus on the first condition, so let j P t1, . . . , nu.
Assertions (a) and (b) ensure that Pj is a product parabolic subgroup of Fj´1. We
observe that as such, it is maximal. Indeed, if Pj Ď P 1 with P 1 Ď Fj´1 a product
parabolic subgroup, then the type of P 1 is a connected subgraph of the type of Fj´1,
and therefore P 1 must be contained in the free factor Lj . There remains to prove that
Pj is not of isolated clique type. If j P t1, . . . , n ´ 1u, this follows from the fact that
the clique factor of Pj is trivial. If j “ n, since Ln is a thick free factor, Pn is not
conjugate to a vertex group. And since the clique factor of Pn is Fn, which is conjugate
to a vertex group (by the previous paragraph), the type of Pn cannot be a clique on at
least 2 vertices either. So Pn is not of isolated clique type.

In view of Lemma A.6, we are left with giving a group-theoretic characterization of
thick free factors, maximal products and their factors and clique factors.

Remark A.7 (More on the comparison with the groupoid framework). As a follow-up to
Remark A.3, let us continue our comparison between the group-theoretic and groupoid-
theoretic frameworks, and explain why we reach a stronger conclusion in this appendix
than in Sections 7 and 9 (namely, a characterization of all conjugates of untransvectable
vertex groups, without assuming Γ to be transvection-free, and with no assumption on
the vertex groups).

In the zoom-in process described in Lemmas 6.6 and A.6, it can happen that the
type Υj of one of the factors Fj is disconnected. A delicate situation for us is when one
of the connected components of Υj is a clique (possibly just one vertex). In Section 7,
when this happens, Property pPprodq did not allow us to recognize maximal products in
Fj from subgroup(oid)s that are contained in an isolated clique factor. This is why in
Step 4 of the proof of Lemma 7.13 (the key lemma that characterizes subgroupoids of
vertex type), we had to use an extra argument, which crucially relied on the fact that Γ

was transvection-free, to distinguish actual subgroupoids of vertex type from those that
are only contained in a subgroupoid of clique type.

In Section 9, the situation was slightly different: since we were assuming that all
vertex groups were amenable, the isolated clique subgroups were always amenable, which
enabled us to easily distinguish them from the other maximal product subgroups.
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In this appendix, the notion of a thick free factor is the crucial tool to discard isolated
vertex groups that arise in the process. This is why it is important for us to introduce
the groups Lj in Lemma A.6, that we were not using in Part II of this work.

A.1.3 Maximal products are preserved

The following lemma is a variation on Lemma 6.5, page 64.

Lemma A.8. Let G be a non-abelian graph product over a connected finite simple graph
ΓG which is not reduced to a vertex.

If P1, P2 are parabolic subgroups such that P “ P1 ˆ P2 is a maximal product
parabolic subgroup, then either P1 or P2 is non-cyclic.

Proof. We first treat the case where ΓG is a clique. Since G is non-abelian, either P1 or
P2 is non-cyclic.

We now assume that ΓG is not a clique. Let Λ be the type of P . Without loss of
generality, we will assume that P “ GΛ, and that Λ “ Λ1 ˝ Λ2, with P1 “ GΛ1 and
P2 “ GΛ2 .

We first prove that Λ is not a clique.
• If Λ “ ΓG, by assumption its type is not a clique.
• Otherwise, since ΓG is connected, we can find two adjacent vertices v, w, with
v P V Λ and w R V Λ. Then Gstarpvq is a parabolic subgroup of product type,
which is different from P because it contains Gw. By maximality of P , we have
P Ę Gstarpvq, which implies that Λ Ę starpvq. So Λ is not a clique.

We can therefore assume without loss of generality that the type Λ1 of P1 contains
two non-adjacent vertices v, w. Then P1 contains a subgroup isomorphic to Gv ˚Gw, and
is therefore non-cyclic.

The following definition can be seen as a group theoretic analogue of Property pPprodq

(see Definition 7.2, page 76).

Definition A.9 (Property pQprodq). Let G be a group, and P Ď G be a subgroup. We
say that the pair pG,P q satisfies Property pQprodq if it verifies the following assertions.
pQprodq1 There exists a non-trivial element g P P , and a non-cyclic subgroup N Ď P ,

such that N centralizes g and is normal in P .
pQprodq2 P is maximal for inclusion among all subgroups P 1 Ď G that satisfy Prop-

erty pQprodq1.

Remark A.10. This property is stable under group isomorphisms. That is, if f :

G Ñ H is an isomorphism between two groups, and if P Ď G is a subgroup such
that pG,P q satisfies Property pQprodq, then pH, fpP qq satisfies Property pQprodq. All
properties considered in the present section will be stable under group isomorphisms.

The following lemma is a group theoretic analogue of Lemma 7.4, page 77.

Lemma A.11. Let G be a non-abelian graph product over a connected finite simple
graph ΓG which is not reduced to a vertex. Let P Ď G be a subgroup.

Then P is a maximal product parabolic subgroup if and only if pG,P q satisfies Prop-
erty pQprodq.
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Proof. Step 1. Let us first prove that if P is a maximal product parabolic subgroup,
then pG,P q satisfies Property pQprodq1.

Write P “ P1 ˆ P2 as a product of two parabolic subgroups, with P1 non-cyclic (see
Lemma A.8). Then Property pQprodq1 is satisfied by letting g P P2 be any non-trivial
element, and letting N “ P1.

Step 2. Let us now prove that if pG,P q satisfies Property pQprodq1, then P is contained
in a product parabolic subgroup.

So let g P P and N Ď P be as in Property pQprodq1. Let Ã Ď G be the parabolic
support of g, and let Ñ be the parabolic support of N . Notice that Ã and Ñ are non-
trivial (because g and N are non-trivial). Then Ñ Ď Ãˆ ÃK, and P Ď Ñ ˆ ÑK.

• If ÑK ‰ t1u, then P is contained in Ñ ˆ ÑK, which is a product of two non-trivial
subgroups.

• Now assume that ÑK “ t1u, then P Ď Ñ Ď Ãˆ ÃK.
– If Ã is conjugate to a vertex group, then ÃK ‰ t1u because ΓG is connected

and not reduced to one vertex. So we are done in this case.
– If Ã splits non-trivially as a product, we are done.
– Otherwise, we can apply [Bar07, Theorem 56], which says that if Ã is not

conjugate to a vertex group and does not split as a product, then ZGpgq “

xgy ˆ ÃK. Since the centralizer of g is non-cyclic, we deduce that ÃK ‰ t1u,
and again we are done.

Step 3. We now prove that if P is a maximal product parabolic subgroup, then pG,P q

satisfies Property pQprodq2.

So let P 1 Ď G be a subgroup that satisfies Property pQprodq1, with P Ď P 1. Step 2
implies that P 1 is contained in a product parabolic subgroup Q. Then P Ď Q, and by
maximality P “ Q. In particular P “ P 1, as desired.

Step 4. We are left with proving that if pG,P q satisfies Property pQprodq, then P is a
maximal product parabolic subgroup.

By Step 2, P is contained in a product parabolic subgroup Q. Up to increasing Q,
we will assume that Q is a maximal product parabolic subgroup, so Step 1 ensures that
Q satisfies Property pQprodq1. And Property pQprodq2 for P thus ensures that P “ Q, so
P is a maximal product parabolic subgroup.

A.1.4 Thick free factors are preserved

Definition A.12 (Property pQthickq). Let F be a group, and let L Ď F be a subgroup.
We say that the triple pG,F, Lq satisfies Property pQthickq if the following three properties
hold.
pQthickq1 L is a free factor of F .
pQthickq2 L is freely indecomposable.
pQthickq3 There exists a non-trivial subgroup B Ď L such that NGpBq Ę NGpLq.

Lemma A.13. Let G be a graph product over a strongly reduced finite simple graph Γ,
let F Ď G be a parabolic subgroup, and let L Ď F be a subgroup.

Then L is a thick free factor of F if and only if pG,F, Lq satisfies Property pQthickq.
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Proof. Without loss of generality, we will assume that F “ GΛ, for some induced sub-
graph Λ Ď Γ.

We first assume that L is a thick free factor – in particular L is a free factor and
is freely indecomposable, so Properties pQthickq1 and pQthickq2 hold. To prove pQthickq3,
without loss of generality, we will assume that L “ GΥ, for some induced subgraph
Υ Ď Λ Ď Γ which is a connected component of Λ on at least two vertices. Since Γ is
strongly reduced, there exists v P VΥ such that lkΓpvq Ę Υ ˝ΥK. Letting B “ Gv shows
that Property pQthickq3 holds.

Conversely, we now assume that pG,F, Lq satisfies Property pQthickq. Since L is a
freely indecomposable free factor of GΛ, Lemma A.5 ensures that

• either L is thick, and we are done,
• or else there exists an isolated vertex v P V Λ, such that L is contained in a conjugate

of Gv.
We assume that we are in the second situation, and without loss of generality that
L Ď Gv, and we aim for a contradiction. Since L is a free factor of G contained in Gv,
we deduce that L is a free factor of Gv, i.e. Gv splits as Gv “ L ˚ L1 for some subgroup
L1 Ď Gv (possibly with L1 “ t1u).

We now observe that G splits as a graph product over a graph Γ̃, with one vertex
group equal to L: indeed,

• if L “ Gv and L1 “ t1u, we simply let Γ̃ “ Γ;
• otherwise, Γ̃ is obtained from Γ by replacing v by two non-adjacent vertices w,w1,

and joining both w and w1 by an edge to all vertices of Γ that are adjacent to v;
then G is a graph product over Γ̃ with Gw “ L and Gw1 “ L1.

Now, if B Ď L is a non-trivial subgroup, then L is the parabolic support of B for
the graph product structure over Γ̃. Therefore NGpBq Ď NGpLq, which contradicts
Property pQthickq3.

A.1.5 Special subproducts

Let P “ F1 ˆ ¨ ¨ ¨ ˆ Fn be a product parabolic subgroup of G, written in such a way
that no Fj further splits as a direct product of parabolic subgroups. In particular the
clique factor of P is decomposed as the product of factors that are conjugate to vertex
groups. Recall from Section 7.3, page 79 that a subproduct is a subgroup of P equal to
the product of finitely many factors Fj (possibly zero or one). A subproduct S of P is
special if NGpSq Ę NGpP q.

The following definition is the group theoretic analogue of Definition 7.6, page 80.

Definition A.14 (Property pQspecq). Let G be a group, and S Ď P be subgroups of G.
We say that the triple pG,P, Sq satisfies Property pQspecq if S⊴P , and NGpSq Ę NGpP q.

Notice that if G is a graph product and P is a product parabolic subgroup of G, and
if S is a special subproduct of P , then pG,P, Sq satisfies Property pQspecq. Conversely,
we have the following statement (analogous to Lemma 7.7, page 80).

Lemma A.15. Let G be a graph product over a finite simple graph Γ. Let P Ď G be a
product parabolic subgroup, and S Ď P be a subgroup.
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If pG,P, Sq satisfies Property pQspecq, then the parabolic support of S is a special
subproduct of P .

Proof. Let S̃ be the parabolic support of S. By assumption S ⊴ P , so S̃ ⊴ P , and
therefore P Ď S̃ ˆ S̃K. So S̃ is a subproduct of P . In addition, since NGpSq Ę NGpP q,
we have NGpS̃q Ę NGpP q, i.e. S̃ is special. In summary S is contained in the special
subproduct S̃.

A.1.6 Clique-inclusive co-factors

Recall from Section 7.3, page 79 that if P is a product parabolic subgroup of G, which
splits as P “ C0 ˆ F1 ˆ ¨ ¨ ¨ ˆ Fk, where C0 is the clique factor, and no Fj further
decomposes as a direct product of two parabolic subgroups, then a clique-inclusive co-
factor is a subgroup of P of the form C0 ˆF1 ˆ¨ ¨ ¨ˆ F̂j ˆ¨ ¨ ¨ˆFk, for some j P t1, . . . , ku.
By convention, if P “ C0, there is no clique-inclusive co-factor. The following definition
is analogous to Definition 7.8, page 81.

Definition A.16 (Property pQcofactq). Let G be a group, and Q Ď P be subgroups. We
say that the triple pG,P,Qq satisfies Property pQcofactq if the following three properties
hold.
pQcofactq1 The subgroup Q is normal in P .
pQcofactq2 There exists a non-trivial subgroup B Ď P , which is normalized both by Q

and by a subgroup N Ď G such that
(a) we have N Ę NGpP q;
(b) whenever S Ď P is a subgroup such that B Ď S, and such that pG,P, Sq

satisfies Property pQspecq, we have N Ę NGpSq.
pQcofactq3 The subgroup Q is maximal among all subgroups Q1 Ď P such that pG,P,Q1q

satisfies Properties pQcofactq1 and pQcofactq2.

We now distinguish two cases depending on whether the type of P is a clique or not.

Lemma A.17. Let G be a graph product over a finite simple graph Γ. Let P Ď G be a
product parabolic subgroup whose type is a clique.

Then there does not exist any subgroup Q Ď P such that pG,P,Qq satisfies Prop-
erty pQcofactq.

Proof. It is enough to prove that whenever B,N are subgroups of P , with B non-trivial
and normalized by N , one of the Assertions (a) and (b) from pQcofactq2 fails.

So let B,N be as above, and let B̃ be the parabolic support of B. Notice that
N Ď NGpBq Ď NGpB̃q. Notice also that B̃ is a subproduct of P , because the type of P
is a clique.

If B̃ is non-special, thenNGpB̃q “ NGpP q, and thereforeN Ď NGpP q, so Assertion (a)
fails.

If B̃ is special, then pG,P, B̃q satisfies Property pQspecq, and the fact that N Ď NGpB̃q

shows that Assertion (b) fails.

The following lemma is analogous to Lemma 7.9, page 82.
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Lemma A.18. Let G be a graph product over a strongly reduced finite simple graph Γ.
Let P Ď G be a product parabolic subgroup whose type is not a clique. Let Q Ď P be a
subgroup.

Then Q is a clique-inclusive co-factor of P if and only if pG,P,Qq satisfies Prop-
erty pQcofactq.

Proof. Step 1. We first prove that if Q is a clique-inclusive co-factor of P , then pG,P,Qq

satisfies Properties pQcofactq1 and pQcofactq2.

We clearly have Q⊴ P , i.e. pQcofactq1 holds.
To prove Property pQcofactq2, write P “ C0 ˆ F1 ˆ ¨ ¨ ¨ ˆ Fk, where C0 is the clique

factor, and no Fj further decomposes as a direct product of two parabolic subgroups.
Without loss of generality, we will assume that P “ GΛ for some induced subgraph
Λ Ď Γ, and each Fj is equal to GΛj , where Λj is a join factor of Λ that is not reduced
to a point. Notice that k ě 1 because the type of P is not a clique. There thus exists
j P t1, . . . , ku such that Q “ C0 ˆ F1 ˆ ¨ ¨ ¨ ˆ F̂j ˆ ¨ ¨ ¨ ˆ Fk.

Since Γ is strongly reduced, the subgraph Λj is not collapsible. Therefore, there exists
a vertex v P V Λj which is joined to a vertex w R V Λj , such that w is not joined to all
vertices of Λj . Notice in particular that

Gw Ď GK
v and Gw Ę Fj ˆ FK

j and Gw Ę P ˆ PK.

Let B “ Gv. Then B Ď P is non-trivial and normalized by Q. Let N “ Gv ˆGK
v , which

normalizes B. Then Gw Ď N , so in particular N Ę NGpP q, which verifies pQcofactq2(a).
For pQcofactq2(b), let S Ď P be a subgroup such that B Ď S, and such that pG,P, Sq

satisfies Property pQspecq. Lemma A.15 ensures that the parabolic support S̃ of S is a
special subproduct of P . Since Gv Ď S̃ and S̃ is a subproduct, we have Fj Ď S̃. Since
Gw Ę NGpFjq, we deduce that Gw Ę NGpS̃q. Therefore N Ę NGpS̃q and in particular
N Ę NGpSq, as desired.

Step 2. We now assume that pG,P,Qq satisfies Properties pQcofactq1 and pQcofactq2, and
prove that Q is contained in a clique-inclusive co-factor of P .

Let B,N be as in pQcofactq2. Write P “ F1 ˆ ¨ ¨ ¨ ˆ Fn, where the Fj are chosen not
to split further (in particular the clique factor of P is decomposed as the product of
factors that are conjugate to vertex groups). Let B̃ and Ñ be the respective parabolic
supports of B and N . Since N normalizes B, we have N Ď NGpB̃q. For j P t1, . . . , nu,
let B̃j “ B̃ X Fj .

We claim that there exists j P t1, . . . , nu such that B̃j ‰ t1u and B̃j ‰ Fj . Indeed,
otherwise B̃ would be a subproduct of P . Since N Ď NGpB̃q and N Ę NGpP q by
pQcofactq2paq, we would have NGpB̃q Ę NGpP q, in other words B̃ would be a special
subproduct. So pG,P, B̃q would satisfy Property pQspecq, and the inclusion N Ď NGpB̃q

would give a contradiction to pQcofactq2(b). Hence our claim.
Let j P t1, . . . , nu be as above. The above claim shows that Fj contains B̃j as a

proper and non-trivial parabolic subgroup, in particular Fj is not conjugate to a vertex
group. Let Q̃ be the parabolic support of Q and let us show that Q̃ X Fj “ t1u. Since
Q normalizes B, we have Q Ď NGpB̃q, and therefore Q̃ Ď NGpB̃q. In particular Q̃ X Fj
is contained in NFj

pB̃jq. Since B̃j is a proper non-trivial parabolic subgroup of Fj and
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Fj does not split as a product, the normalizer NFj
pB̃jq is a proper parabolic subgroup of

Fj . Using Lemma 2.7, page 22 we have

Q̃ Ď F1 ˆ ¨ ¨ ¨ ˆ Fj´1 ˆNFj
pB̃jq ˆ Fj`1 ˆ ¨ ¨ ¨ ˆ Fn.

Let Q̃j :“ Q̃XFj , a proper parabolic subgroup of Fj , contained in NFj
pB̃jq. Since Q⊴P ,

we have P Ď NGpQ̃q, and we deduce that

P Ď F1 ˆ ¨ ¨ ¨ ˆ Fj´1 ˆNFj
pQ̃jq ˆ Fj`1 ˆ ¨ ¨ ¨ ˆ Fn.

Therefore NFj
pQ̃jq “ Fj , which implies that Q̃j “ t1u. We have thus proved that

Q Ď Q̃ Ď F1 ˆ ¨ ¨ ¨ ˆ F̂j ˆ ¨ ¨ ¨ ˆ Fn.

This concludes Step 2.

Step 3. We now assume that pG,P,Qq satisfies Property pQcofactq, and prove that Q is
a clique-inclusive co-factor of P .

By Step 2, Q is contained in a clique-inclusive co-factor Q1 of P . By Step 1, the
triple pG,P,Q1q satisfies Properties pQcofactq1 and pQcofactq2. So Property pQcofactq3 for
pG,P,Qq implies that Q “ Q1.

Step 4. We are left with showing that if Q Ď P is a clique-inclusive co-factor, then
pG,P,Qq satisfies Property pQcofactq3.

So let Q1 Ď P be such that Q Ď Q1 and pG,P,Q1q satisfies Properties pQcofactq1 and
pQcofactq2. By Step 2, Q1 is contained in a clique-inclusive co-factor Q2 of P . In particular
Q and Q2 are two clique-inclusive co-factors of P with Q Ď Q2, so in fact Q “ Q2. In
particular Q “ Q1, and Property pQcofactq3 holds.

A.1.7 Factors

We now provide the group theoretic analogue of Definition 7.10, page 85.

Definition A.19 (Property pQfactq). Let G be a group, and F Ď P be subgroups. We
say that the triple pG,P, F q satisfies Property pQfactq if the following two assertions hold.
pQfactq1 F is non-trivial, and can be written as an intersection Q1X¨ ¨ ¨XQℓ of subgroups

Qj of P with ℓ ě 1, where for every j P t1, . . . , ℓu, the triple pG,P,Qjq satisfies
Property pQcofactq.

pQfactq2 F is minimal among all subgroups of P that satisfy pQfactq1.

The following lemma records the fact that factors arise as minimal non-trivial inter-
sections of co-factors.

Lemma A.20. Let G be a graph product over a strongly reduced finite simple graph
Γ. Let P Ď G be a product parabolic subgroup with clique factor C0. Let F Ď P be a
subgroup.

1. If the type of P is a clique, then pG,P, F q never satisfies Property pQfactq.
2. If the type of P is not a clique, then
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(a) If C0 “ t1u, then F is a factor of P if and only if pG,P, F q satisfies Prop-
erty pQfactq.

(b) If C0 ‰ t1u, then F is the clique factor of P if and only if pG,P, F q satisfies
Property pQfactq.

Proof. The first assertion is a consequence of the fact that there does not exist any
subgroup Q Ď P such that pG,P,Qq satisfies Property pQcofactq (Lemma A.17).

The second assertion follows from Lemma A.18, together with the fact that
• if C0 “ t1u, then factors of P are exactly the minimal non-trivial intersections of

clique-inclusive co-factors;
• if C0 ‰ t1u, then the clique factor of P is the unique minimal non-trivial intersection

of clique-inclusive co-factors.

We now aim at a characterization of product parabolic subgroups with trivial clique
factor.

Definition A.21 (Property pQtcq). Let G be a group, and P Ď G be a subgroup.
We say that the pair pG,P q satisfies Property pQtcq if there exist ℓ ě 1 and subgroups
Q1, . . . , Qℓ Ď P such that pG,P,Qjq satisfies Property pQcofactq for every j P t1, . . . , ℓu,
and Q1 X ¨ ¨ ¨ XQℓ is trivial.

The following lemma records the fact that the clique factor of P is trivial if and only
if the intersection of all clique-inclusive co-factors is trivial.

Lemma A.22. Let G be a graph product over a strongly reduced finite simple graph Γ.
Let P be a product parabolic subgroup.

Then the clique factor of P is trivial if and only if pG,P q satisfies Property pQtcq.

A.1.8 Proof of Theorem A.1

The following property is inspired by Lemma A.6. It can be seen as a group theoretic
variation of Definition 7.12, page 86. Let us mention that it is closer to the version
presented in Definition 9.8, page 97.

Definition A.23 (Property pQvertq). Let G be a group, and V Ď G be a non-trivial
subgroup. We say that the pair pG,V q satisfies Property pQvertq if there exists a chain of
subgroups

G “ F0 Ě L1 Ě P1 Ě F1 Ě ¨ ¨ ¨ Ě Ln Ě Pn Ě Fn “ V

with n ě 1 such that
1. for every j P t1, . . . , nu, the triple pG,Fj´1, Ljq satisfies Property pQthickq and Lj

is non-abelian;
2. for every j P t1, . . . , nu, the pair pLj , Pjq satisfies Property pQprodq;
3. for every j P t1, . . . , n´ 1u, the pair pG,Pjq satisfies Property pQtcq, while pG,Pnq

does not;
4. for every j P t1, . . . , nu, the triple pG,Pj , Fjq satisfies Property pQfactq;
5. for every non-trivial subgroup W Ď V , one has NGpW q Ď NGpV q.
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Lemma A.24. Let G be a graph product over a strongly reduced finite simple graph,
not reduced to one vertex. A subgroup V Ď G is conjugate to an untransvectable vertex
group if and only if pG,V q satisfies Property pQvertq.

Proof. We first assume that V is conjugate to an untransvectable vertex group, and prove
that pG,V q satisfies Property pQvertq. Let

G “ F0 Ě L1 Ě P1 Ě F1 Ě ¨ ¨ ¨ Ě Ln Ě Pn Ě Fn “ V

be a chain of parabolic subgroups as in Lemma A.6, page 145. Then
1. For every j P t1, . . . , nu, the pair pG,Fj´1, Ljq satisfies Property pQthickq (this uses

Assertion 2.(a) of Lemma A.6, together with Lemma A.13), and Lj is non-abelian
because its type is not a clique.

2. For every j P t1, . . . , nu, the pair pLj , Pjq satisfies Property pQprodq: this uses
Assertion 2.(b) of Lemma A.6, together with Lemma A.11 (to apply Lemma A.11,
one needs to know that the type of Lj is a connected subgraph of Γ which is not
reduced to one vertex – this is ensured by Assertion 2.(a) of Lemma A.6).

3. For every j P t1, . . . , n´ 1u, the pair pG,Pjq satisfies Property pQtcq, while pG,Pnq

does not: this follows from Assertions 2.(c) and 2.(d) of Lemma A.6, together with
Lemma A.22.

4. For every j P t1, . . . , nu, the triple pG,Pj , Fjq satisfies Property pQfactq. Indeed,
we saw that the type of Lj is a connected subgraph which is not a clique; since Pj

is a maximal product parabolic subgroup inside Lj , its type is not a clique either.
Therefore, Assertions 2.(c) and 2.(d) of Lemma A.6, together with Lemma A.20,
ensure that pG,Pj , Fjq satisfies Property pQfactq.

5. For every non-trivial subgroup W Ď Fn, one has NGpW q Ď NGpFnq: this is exactly
Assertion 2.(e) of Lemma A.6.

So Property pQvertq is satisfied.

Conversely, let us assume that pG,V q satisfies Property pQvertq. Let

G “ F0 Ě L1 Ě P1 Ě F1 Ě ¨ ¨ ¨ Ě Ln Ě Pn Ě Fn “ V

be a chain of subgroups given by Property pQvertq. Successive applications of Lem-
mas A.13, A.11, A.22 and A.20 show that

• For every j P t1, . . . , nu, Lj is a thick free factor of Fj´1 (in particular its type is
not reduced to one vertex), and by pQvertq1 the subgroup Lj is non-abelian.

• For every j P t1, . . . , nu, Pj is a maximal product parabolic subgroup of Lj .
• For every j P t1, . . . , nu, the type of Pj (and therefore of Lj) is not a clique. This

follows from pQvertq4 and Assertion 1 of Lemma A.20.
• For every j P t1, . . . , n´ 1u by pQvertq3 and Lemma A.22 the clique factor of Pj is

trivial, while the clique factor of Pn is non-trivial.
• For every j P t1, . . . , nu, the subgroup Fj is a factor of Pj , by pQvertq4 and Asser-

tion 2 of Lemma A.20. Moreover Fn is the clique factor of Pn.
Together with Assertion 5 from Property pQvertq, this means that all assertions from
Lemma A.6 hold. Lemma A.6 therefore implies that V is conjugate to an untransvectable
vertex group.
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We are now in position to complete the proof of the main theorem of this appendix.

Proof of Theorem A.1. Let v P V ΓG be an untransvectable vertex. Then pG,Gvq satisfies
Property pQvertq (Lemma A.24), and therefore so does pH, fpGvqq – notice indeed that
all properties of the present section are stable under group isomorphisms (Remark A.10).
Applying Lemma A.24 again shows that fpGvq is conjugate to an untransvectable vertex
group.

A.1.9 An extension to products

We finally mention that Theorem A.1 can be extended to include direct products, as
follows.

Theorem A.25. Let G,H be graph products over finite simple graphs ΓG,ΓH that
decompose as joins of strongly reduced graphs, none of which is reduced to a vertex or
an edge.

Then for every isomorphism f : G Ñ H and every untransvectable vertex v P V ΓG,
there exists an untransvectable vertex w P V ΓH such that fpGvq is conjugate to Hw.

Proof. Write G “ G1 ˆ ¨ ¨ ¨ ˆ Gk and H “ H1 ˆ ¨ ¨ ¨ ˆ Hℓ, where the Gj and Hj are
irreducible graph products over strongly reduced finite simple graphs, not reduced to a
vertex. Notice that (by irreducibility) all groups Gj and Hj have trivial center, and by
[Gen18, Lemma 3.5] they admit a generating set consisting of pairwise non-commuting
elements with maximal centralizers. Since G and H are isomorphic, we can therefore
apply [Gen18, Lemma 3.12] with A0 “ B0 “ t1u and deduce that k “ ℓ, and that there
exists a bijection σ : t1, . . . , ku Ñ t1, . . . , ℓu such that for every j P t1, . . . , ku, the image
fpGjq is equal to Hσpjq. The conclusion then follows from Theorem A.1, applied to each
subgroup Gj .

Again, together with [GM19, Theorem 3.11], we deduce the following consequence,
which in particular establishes the version of Theorem 1.6, where “commensurable” and
“strongly commensurable” are replaced by “isomorphic”.

Corollary A.26. Let G,H be graph products over finite simple graphs ΓG,ΓH that
decompose as joins of strongly reduced graphs, with ΓG transvection-free.

If G and H are isomorphic, then there exist an isomorphism σ : ΓG Ñ ΓH such that
for every v P V Γ, the vertex groups Gv and Hσpvq are isomorphic.

A.2 Acylindrical hyperbolicity for automorphisms of graph products

A group is acylindrically hyperbolic [Osi16, Definition 1.3] if it admits a non-elementary
action on a Gromov-hyperbolic metric space X (i.e. with unbounded orbits and no finite
orbit in the Gromov boundary B8X), which is acylindrical in the sense that for every
R ą 0, there exist L,N ě 0 such that given any two points x, y P X with dpx, yq ě L,
one has

|tg P G | dpx, gxq ď R and dpy, gyq ď Ru| ď N.

We show the following result, which is essentially due to Genevois [Gen18, Theo-
rem 1.1]. See also the remark below for more details.
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Theorem A.27. Let Γ be a finite irreducible simple graph, not reduced to a vertex, and
let G be a finitely generated graph product over Γ. Assume that G is not isomorphic to
Z{2Z ˚ Z{2Z.

Then AutpGq is acylindrically hyperbolic.

Remark A.28 (Parallel with Genevois’ work). The above theorem was proved by
Genevois [Gen18, Theorem 1.1] under the extra assumption that all vertex groups are
graphically irreducible (see Remark A.4 for the definition). See also the work of Genevois–
Martin [GM19, Theorem E], where this was proved without any assumption on the vertex
groups, but with more restrictions on the defining graph Γ.

It is unknown whether or not every finitely generated graphically irreducible group
admits a decomposition as a graph product over a finite simple graph where all vertex
groups are graphically irreducible. Our approach enables us to optimize Genevois’ result
by bypassing this question. In fact our proof still heavily relies on his work, and we only
provide a new argument for Step 1 of Genevois’ proof, carried in [Gen18, Section 3].

In particular all consequences obtained from the acylindrical hyperbolicity of AutpGq

hold in this generality. Let us mention for instance the result by Fournier-Facio and Wade
[FFW23, Theorem 5.5], that now holds for any graph product G as in Theorem A.27, and
says that the space of AutpGq-invariant homogeneous quasimorphisms on G is infinite-
dimensional. Likewise, the theorem of Coulon and Fournier-Facio [CFF23, Corollary 3.5
and Example 3.6], saying that G has an infinite simple characteristic quotient, also holds
in this generality.

Proof of Theorem A.27. If Γ is disconnected, then G has infinitely many ends, and the
theorem follows from [GH21a, Theorem 1.1]. From now on we assume that Γ is connected.

By collasping some subgraphs of Γ if needed, we can write G as a graph product over
a strongly reduced finite simple graph Γ̄, not reduced to one vertex, and still irreducible.
Therefore, without loss of generality, we can (and shall) assume that Γ is strongly reduced
to start with.

By [Gen18, Theorem 6.2], there exists an element g P G such that
• g is not contained in any proper parabolic subgroup of G, and
• if g is elliptic in some isometric G-action on an R-tree T whose arc stabilizers are

contained in proper parabolic subgroups, then G has a global fixed point in T .
In particular g is irreducible in the sense of [Gen18, p. 14], i.e. it is not conjugate in
any vertex group or product parabolic subgroup, and up to conjugating g we can further
assume that it is graphically cyclically reduced in the sense of [Gen18, Definition 2.2].
By [Gen18, Theorem 5.1], the fixator of g in AutpGq has finite image in OutpGq. Now,
Theorem A.1 precisely shows that all assumptions from [Gen18, Proposition 4.33] are
satisfied (our untransvectable vertices correspond to ă-maximal vertices in Genevois’
terminology). By applying [Gen18, Proposition 4.33], we deduce that g is a WPD element
for some action of AutpGq on a hyperbolic space (in the sense of Bestvina–Fujiwara [BF02,
Section 3]). Having a WPD element is enough to ensures that AutpGq is either virtually
cyclic or acylindrically hyperbolic [Osi16, Theorem 1.2]. Finally, AutpGq is not virtually
cyclic: since G is not virtually cyclic and has trivial center (see [Gre90, Theorem 3.34]),
the group of inner automorphisms of G is not virtually cyclic.
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Range (of a groupoid element) . . . . . . . 38
Reduced word . . . . . . . . . . . . . . . . . . . . . . . 18
Reducible graph . . . . . . . . . . . . . . . . . . . . . 18
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Restriction (groupoid) . . . . . . . . . . . . . . . 38
Retraction to a parabolic subgroup . . 20
Right-angled building of a graph

product . . . . . . . . . . . . . . . . . . . . . 24

S
Source (of a groupoid element) . . . . . . 38
Special subproduct

Special subproduct of a parabolic
group . . . . . . . . . . . . . . . . . . . . . . . 79

Special subproduct type (groupoid
framework). . . . . . . . . . . . . . . . . .79

Stable
Stable orbit equivalence . . . . . . . . . 31
Stable orbit equivalence cocycle . 32

Stably . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
Stably CG . . . . . . . . . . . . . . . . . . . . . . . 46
Stably contained . . . . . . . . . . . . . . . . 39
Stably equal . . . . . . . . . . . . . . . . . . . . . 39
Stably normalized (subgroupoid) 41
Stably trivial cocycle . . . . . . . . . . . . 40
Stably trivial groupoid . . . . . . . . . . 39

Standard
Clique coset . . . . . . . . . . . . . . . . . . . . . 23
Clique subgroup . . . . . . . . . . . . . . . . . 23
Standard measure space . . . . . . . . . 30

Star (of a vertex) . . . . . . . . . . . . . . . . . 6, 18
Stratification . . . . . . . . . . . . . . . . . . . . . . . 138
Strict fundamental domain . . . . . . . . . 136
Strongly

Strongly commensurable . . . . . . 9, 33
Strongly mixing . . . . . . . . . . . . . . . . 112
Strongly reduced graph . . . . . . . . . . 62

Strongly ICC . . . . . . . . . . . . . . . . . . . . . . . 132
Subgroupoid of finite index . . . . . . . . . . 39
Subproduct . . . . . . . . . . . . . . . . . . . . . . . . . . 79

Special subproduct of a parabolic
group . . . . . . . . . . . . . . . . . . . . . . . 79

Syllable of a word . . . . . . . . . . . . . . . . . . . 19

T
Tail of a word . . . . . . . . . . . . . . . . . . . . . . . 19
Thick free factor. . . . . . . . . . . . . . . . . . . .144
Tightly P -supported . . . . . . . . . . . . . . . . . 43
Totally ergodic . . . . . . . . . . . . . . . . . . . . . 112
Transvection-free . . . . . . . . . . . . . . . . . . . . 18
Trivial kernel . . . . . . . . . . . . . . . . . . . . . . . . 40
Type

Type of a cube in DG . . . . . . . . . . 134
Type of a parabolic subgroup. . . . 20
Type of a vertex of DG . . . . . . . . . 134

U
Unique root property . . . . . . . . . . . . . . . 114
Untransvectable

Untransvectable extension graph.95
Untransvectable vertex . . . 13, 22, 94
Untransvectable vertex type

(groupoid framework) . . . . . . . 94
Untransvectable vertex type

(parabolic subgroup) . . . . . . . . 94

V
Vertex Recognition Property. . . . . . . . .53
Vertex type (groupoid framework) . . . 53
Vertexwise

Vertexwise ergodic . . . . . . . . . . . . . 113
Vertexwise totally ergodic . . . . . . 113
Vertexwise weakly mixing . . . . . . 113

W
Weakly mixing . . . . . . . . . . . . . . . . . . . . . 112

Vertexwise weakly mixing . . . . . . 113
Word . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

159



Notations index

ď See page 106;
rG : HsΩ Compression constant, equal to mpXHq{mpXGq (see page 31);
AΓ Right-angled Artin group defined over the graph Γ;
CG See page 46;
B8Tv Boundary of the tree Tv;
pB8Tvq

para See page 70;
pB8Tvq

reg See page 29;
DG Right-angled building of G;
EΓ Set of edges of the graph Γ;
F The set of all standard clique cosets (see page 23);
G˙X Groupoid associated to an action of G on a probability space X (see Example 4.1;
G, H Groupoids;
Γ, Λ, Υ Finite simple graphs;
Γ ˝ Λ The graph join of Γ and Λ;
Γe
G Extension graph of G (see Definition 2.10);

IG See page 47;
κpfq Compression constant of f , equal to νpV q{µpUq (see page 31);
lkpvq The link of the vertex v (see page 6)
ΛK See page 20;
Pă8pZq Set of all nonempty finite subsets of Z;
Pď2pZq Set of all nonempty subsets of Z of cardinality at most 2;
pΩ,m,XG, XHq A measure equivalence coupling (see Definition 1.9);
PG Set of parabolic subgroups of G;
ProbpKq Space of Borel probability measures on K;
ρ A cocycle (groupoid framework);
starpvq The star of the vertex v (see page 6)
Tv Bass-Serre tree associated to the splittingG “ Gstarpvq˚GlkpvqGΓztvu of a graph product

(see Section 2.2.2)
V Γ Set of vertices of the graph Γ;
w A word (see Section 2.1);
XG A fundamental domain for the action of a group G.
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