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#### Abstract

We investigate the distribution and multiple occurrences of extreme events stochastic processes constructed by sampling the solution of a Stochastic Differential Equation on $\mathbb{R}^{n}$. We do so by studying the action of an annealead transfer operators on ad-hoc spaces of probability densities. The spectral properties of such operators are obtained by employing a mixture of techniques coming from SDE theory and a functional analytic approach to dynamical systems.
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## 1 Introduction

In the last decades modeling based on Stochastic Differential Equations has been used extensively in different scenarios whenever the statistical properties of extreme events is particularly important, ranging from economy (see e.g. [16]) to climate science (see e.g. [10]). In this case the SDE model becomes a forecasting tool: one can investigate the likelihood of extreme events, as well as the typical behaviour of such systems. Here we focus on the former.

We consider a system whose evolution is described by a stochastic differential equation of the following type

$$
\left\{\begin{aligned}
d X_{t} & =b\left(X_{t}\right) d t+d W_{t} \\
X_{0} & =x
\end{aligned}\right.
$$

where the domain of definition is $\mathbb{R}^{n}$ and $W_{t}$ is the Brownian motion defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. It is well known that under suitable assumptions (see Section 2 for the details of our setup) the problem above has a unique solution $\left(X_{t}^{x}\right)_{t \geq 0}$ and the resulting stochastic flow has a unique stationary measure $\mu$.

We consider a specific unbounded observable $g_{x_{0}}: \mathbb{R}^{d} \rightarrow \mathbb{R}$, encoding the appearance of an extreme event, and sample the evolution of $g_{x_{0}}$ along the trajectories of $X_{t}$ at discrete times. This is done by choosing a time step $h \geq 0$, a sequence of times $t_{n}=h n$ and the process $g_{x_{0}}\left(X_{t_{n}}^{x}\right)$.

It is well known that pinpointing a single extreme event is still, if possible at all, beyond the reach of current techniques, yet there are various possibilities to investigate the distribution, either temporal or spatial, of such events also in the sense of their clusterization. Here we consider the distribution of the extreme events for the process $g_{x_{0}}\left(X_{t_{n}}^{x}\right)$; in particular we would like to find a sequence $\left\{u_{n}\right\}_{n \in \mathbb{N}}$ such that the following limit exists

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P} \otimes \mu\left(\left\{(\omega, x): \max _{k=0, \ldots, n-1} g_{x_{0}}\left(X_{t_{k}}^{x}\right) \leq u_{n}\right\}\right) \in(0,1) \tag{1}
\end{equation*}
$$

where the $\otimes$ represents the product of measures. The limit above encodes the notion of extreme event, as long as $u_{n} \rightarrow \infty$ for the process $g_{x_{0}}\left(X_{t_{n}}^{x}\right)$ where
the initial conditions $x$ vary in the full set $\mathbb{R}^{d}$ and are weighted according to $\mu$. Theorem 2 solves this problem i.e. it is possible to characterize such sequences and find an exponential distribution for the probability of not exceeding the thresholds $u_{n}$, as it is usually done in the extreme values theory.

In the literature, such limit is often referred to as Extreme Value Law (EVL); its existence and its properties are strictly connected to the distribution of the hitting time of the process to a sequence of (properly renormalized in measure) shrinking sets, see [8] for an extensive introduction to such relation.

Successively, we will consider the distribution of the occurrences of our event in the rare set and in a given time interval. More precisely we will count the number of visits of the time discretized solution of our stochastic differential equation to a decreasing sequence of balls $B_{n}$ among the first $n$ steps of length $h$. We will show that the distribution of the number of visits will converge to a standard Poisson distribution in the limit of large $n$. Our main results will be stated precisely in Section 2.

It is worth to remark that for both results our construction is rooted in the functional approach of $[14,15,12]$. The tools we use to get the results are related to the study of the functional analytic properties of the transfer operator $L_{h}$ associated to the SDE system acting on suitable functional spaces. In particular we will relate the probability of occurrence of the rare events with the response of the dominating eigenvalue of $L_{h}$ to the perturbation of the system done by adding a small hole corresponding to the rare event, transforming the initial system into an open one.

### 1.1 Literature Review

The study of extreme events has already been carried out in various framework and there is an extensive literature. Comprehensive surveys can be found in the book [18], with a particular focus on dynamical systems and in [19] with a focus on stochastic processes.

Let us comment on some works which are closer to the present one which allow us also to present the main novelties of our study.

In the paper [6], an Extreme Values Law in continuous time is found in the case of one dimensional stochastic differential equations, using the properties of the Ornstein-Uhlenbeck process (see also [19] for another point of view on these results).

For diffusion processes of gradient field type in $\mathbb{R}^{d}$, the Ph.D thesis results of Kuntz [17, Prop. 2.1, Theorem 2.4], prove exponential upper/lower bounds for $P\left(M_{T} \leq R\right)$, for large $R$, which can be turned into Extreme Values Law estimates.

In the paper [20] the hitting time distribution for random walks in the line is described. This kind of results are equivalent to EVL as proved in [8].

Most of the preceding works obtained an extreme value distributions for continuous time processes beginning with particular SDE, while in the present work we focus on discrete time but for a rather general class of Stochastic Differential Equations. In this case we show not only how the distribution of the first visit
in a rare event behave, but also the distribution of multiple visits (the Poisson statistics). We will comment more about the relation between continuous and discrete time at the end of this article by outlining a few perspectives.

We also like to reiterate the fact that our approach is directly based on the spectral properties of the transfer operators associated to the system and its response to suitable small perturbations representing the rare events. This technique, as already pointed out in [15], allows us to get EVL for deterministic dynamical systems whose transfer operator is quasi-compact (on a suitable Banach space), and therefore admits a spectral gap. The same technique has been generalized to random dynamical systems perturbed in an annealed way in $[2,4]$ and the recent paper [1] developed a spectral approach for a quenched extreme value theory that considers random dynamics and random observations.

## 2 Main Results

We consider a stochastic differential equation on $\mathbb{R}^{d}$ of the following type

$$
\left\{\begin{align*}
d X_{t} & =b\left(X_{t}\right) d t+d W_{t}  \tag{2}\\
X_{0} & =x
\end{align*}\right.
$$

Here $W_{t}$ is the Brownian motion defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. We make the following assumptions on $b$ :
$\mathbf{H}$ There is $K$ such that $\forall x, y \in \mathbb{R}^{d}$

$$
|b(x)-b(y)| \leq K|x-y|
$$

AD (dissipativity) We assume that there exists constants $L_{1}, L_{2} \in \mathbb{R}$ with $L_{2}>0$ such that for all $x \in \mathbb{R}^{d}$

$$
\begin{equation*}
\langle b(x), x\rangle \leq L_{1}-L_{2}\|x\|^{2} \tag{3}
\end{equation*}
$$

Remark 1. The previous assumptions include the fundamental case when

$$
b(x)=A x+B(x)
$$

where $A$ is a matrix such that there exists $\nu>0$ with the property that

$$
\begin{equation*}
\langle A x, x\rangle \leq-\nu\|x\|^{2} \tag{4}
\end{equation*}
$$

for all $x \in \mathbb{R}^{d}$, and $B: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is Lipschitz continuous and fulfills

$$
\begin{equation*}
\langle B(x), x\rangle=0 \tag{5}
\end{equation*}
$$

or more generally

$$
\begin{equation*}
\langle B(x), x\rangle \leq C_{1}+C_{2}\|x\|^{2} \quad \text { for all } x \in \mathbb{R}^{d} \tag{6}
\end{equation*}
$$

for some constants $C_{1} \in \mathbb{R}$ and $C_{2}<\nu$. Indeed assumption $\boldsymbol{H}$ is obviously satisfied and assumption $\boldsymbol{A D}$ holds because

$$
\langle A x+B(x), x\rangle \leq C_{1}-\left(\nu-C_{2}\right)\|x\|^{2}
$$

Condition (4) is motivated for instance by the finite dimensional discretization of Partial Differential Equations (PDE henceforth) of parabolic type, where $A$ is the discretization of the Laplacian or, more generally, of the second order strongly elliptic part. Condition (5) is motivated by the discretization of nonlinear operators like the inertial (convective) operator of the Navier-Stokes equations; we impose the Lipschitz continuity on B for simplicity. ${ }^{1}$ The generalization of Condition (6) may help to accommodate linear first order operators in the discretization of a PDE.

Let $x_{0} \in \mathbb{R}^{d}$ be a chosen point of the phase space. Let $g_{x_{0}}: \mathbb{R}^{d} \backslash\left\{x_{0}\right\} \rightarrow \mathbb{R}$ be

$$
\begin{equation*}
g_{x_{0}}(x):=-\log d\left(x, x_{0}\right) \tag{7}
\end{equation*}
$$

where $d$ is the euclidean distance.
The observable $g_{x_{0}}$ hence measures how far we are from our chosen $x_{0}$ on a logarithmic scale. Let $h>0$ and let

$$
\begin{equation*}
t_{n}:=n h . \tag{8}
\end{equation*}
$$

Given the assumptions $\mathbf{H}$ and $\mathbf{A D}$, the system (2) has a unique invariant measure $\mu$ (see Section 4.1 for more details).

We now consider the problem (1), and about this problem for the reader convenience we state below the first main result of our work.

Theorem 2. Let $h, \tau>0$ and let $X_{t}$ be the solution of (2) at time $t$. Let $u_{n}$ be a real sequence such that

$$
\begin{equation*}
n \mu\left(B_{n}\right) \rightarrow \tau \tag{9}
\end{equation*}
$$

where $B_{n}$ is the ball $B\left(x_{0}, e^{-u_{n}}\right)$. Let the sequence of discrete times in which we sample the process be denoted as $t_{k}:=k h$. Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P} \otimes \mu\left(\left\{(\omega, x): \max _{k=0, \ldots, n-1} g_{x_{0}}\left(X_{t_{k}}^{x}\right) \leq u_{n}\right\}\right) \rightarrow e^{-\tau} \tag{10}
\end{equation*}
$$

Remark 3. Analogous results holds if the system (2) is defined on $\mathbb{T}^{d}$. As many of the constructions presented here are either not necessary or can be simplified in such case, the explicit discussion of this case will appear somewhere else.

The second main result we prove is a refinement of the first one and is about the distribution of multiple occurrences of the extreme events. Let $B_{n}$ be again a ball centered at $z \in \mathbb{R}^{d}$ and of radius $e^{-u_{n}}$. We are now interested in studying the distribution of the number of visits to the set $B_{n}$ in a prescribed time interval.

[^1]We follow the strategy recently used in [12] for this kind of results. We argue that the exponential law given by the extreme value distribution describes the time between successive events in a Poisson process. We begin by introducing the following random variable

$$
S_{n}:=\sum_{i=0}^{n-1} 1_{B_{n}}\left(X_{i h}^{x}\right)
$$

which counts the number of visits of the time sampled solution of our stochastic differential equation to the ball $B_{n}$ among the first $n$ iterations of the process. In order to get a limiting distribution when $n \rightarrow \infty$ we have to rescale time as we did in (9) and therefore we pose:

Definition 4. Let us take $\tau>0$ and $n \geq 1$. We define the sequence of discrete random variables

$$
\begin{equation*}
S_{n, \tau}:=\sum_{i=0}^{\left\lfloor\frac{\tau}{\mu\left(B_{n}\right)}\right\rfloor} 1_{B_{n}}\left(X_{i h}^{x}\right) \tag{11}
\end{equation*}
$$

We say that $S_{n, \tau}$ converge in distribution to the discrete random variable $W$, possibly defined on a different probability space and with distribution $\nu_{W}$, if we have for any $k \in \mathbb{N}$ :

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P} \otimes \mu\left(\sum_{i=0}^{\left\lfloor\frac{\tau}{\mu\left(B_{n}\right)}\right\rfloor} 1_{B_{n}}\left(X_{i h}^{x}\right)=k\right)=\nu_{W}(\{k\}) \tag{12}
\end{equation*}
$$

The second main result of this work is the following result establishing the convergence toward a standard Poisson distribution:
Theorem 5. Let $\tau>0, X_{t}$ be the solution of (2) on $\mathbb{R}^{d}$, let $B_{n}$ the ball $B\left(x_{0}, \exp \left(-u_{n}\right)\right)$ and let $u_{n}$ such that $n \mu\left(B_{n}\right) \rightarrow \tau$. Then

$$
\lim _{n \rightarrow \infty} \mathbb{P} \otimes \mu\left(\sum_{i=0}^{\left\lfloor\frac{\tau}{\mu\left(B_{n}\right)}\right\rfloor} 1_{B_{n}}\left(X_{i h}^{x}\right)=k\right)=\frac{e^{-\tau} \tau^{k}}{k!}
$$

As mentioned before, the proof of Theorems 2 and 5 relies on the spectral perturbation results of [14] and [15]; we recall the main results we are going to use for completeness in Proposition 24. Let us say once more, at this stage, that the general strategy we follow is to relate the distribution of rare events we want to estimate to the behavior of the leading eigenvalues of a perturbed transfer operator associated to the system, where the (small) perturbations which are applied, encode the rare events we want to count (see Sections 4.2, 5).

To apply this strategy we consider the transfer operator $L_{h}$ associated to the evolution of the system for a fixed time $h>0$.

We find Banach spaces such that $L_{h}$, restricted to these spaces, satisfies a Lasota-Yorke type inequality which in turns, if the spaces also embeds compactly, implies a spectral gap. A key inequality will be obtained by exploiting
the regularizing effect of the noise in the stochastic differential equation and the presence of the dissipative assumption (AD). Since the ambient space is $\mathbb{R}^{d}$ i.e. a non compact space, we introduce $B V_{\alpha}$ : spaces of bounded variation densities decaying at infinity with a certain power law of exponent $\alpha$.

The reason for considering spaces akin to bounded variation spaces is the representation of rare events, which are roughly modeled here as small holes in the space $\mathbb{R}^{d}$ : the perturbed (by the hole) transfer operator will necessarily create discontinuities when acting on densities.

Once collected all the necessary estimates, the proofs of Theorem 2 and Theorem 5 are spelled out respectively in Section 4.2 and Section 5.

### 2.1 Organization of the paper

The plan of the paper is as follows: in Section 3 we set up the functional analytic framework necessary to study our problems and we perform the regularization estimates.

Section 4 recalls the main abstract tool we use: Proposition 24.
Section 4.2 shows how from Proposition 24 we can recover the extreme event laws stated in Theorem 2.

Section 5 shows how from Proposition 24 we can recover the Poisson statistics stated in Theorem 5.

## 3 Transfer operators, Banach spaces and regularization lemmas.

We first define and study the basic properties of the transfer operators associated to our system in sections 3.1 and 3.2 . In section 3.3 , we introduce a weighted $L^{1}$ space and bounded variation spaces which we will use to carry out the necessary estimates. In sections 3.4 and 3.5 we study the regularization properties of the transfer operators when applied to these suitable functional spaces.

Recall the SDE (2) on the euclidean space $\mathbb{R}^{d}$, assuming the regularity assumption $(H)$ and the dissipative assumption $(A D)$.

For this kind of stochastic differential equations it is known (see [9], [23]) that the equation has the properties of strong existence of the solutions and pathwise uniqueness.

Moreover, Menozzi, Pesce and Zhang [21] prove bounds on the transition probabilities for these systems (so called Aronson type estimate) in this setup. Such estimates imply that the transfer operator associated to the system has a regular kernel, and hence regularizing properties. Let $\theta_{t}$, for $t \geq 0$ be the flow solving

$$
\left\{\begin{array}{l}
\dot{\theta}_{t}(x)=b\left(\theta_{t}(x)\right) \\
\theta_{0}(x)=x
\end{array}\right.
$$

for a function $b$ of the system considered. Let $\lambda \in(0,1], t>0$ and $g_{\lambda}$ be the

Gaussian distribution

$$
g_{\lambda}(t, x):=t^{-\frac{d}{2}} e^{\frac{-\lambda|x|^{2}}{t}} .
$$

Theorem 6 ([21], Theorem 1.2 and Remark 1.3.). Let us fix $T>0$. For each $0<t \leq T$ and $x \in \mathbb{R}^{d}$ let $X_{t}(x)$ be the unique solution of (2) starting from $x$ at time $t$. Then $X_{t}(x)$ has a density which for each $y \in \mathbb{R}^{d}$ can be expressed as a function $S_{t}(x, y)$ which is continuous in both variables. Moreover $S_{t}$ satisfies the following:

1 (Two sided density bounds) There exist $\lambda_{0} \in(0,1], C_{0} \geq 1$ depending on $T, k, d$ such that for any $x, y \in \mathbb{R}^{d}, t<T$

$$
C_{0}^{-1} g_{\lambda_{0}^{-1}}\left(t, \theta_{t}(x)-y\right) \leq S_{t}(x, y) \leq C_{0} g_{\lambda_{0}}\left(t, \theta_{t}(x)-y\right)
$$

2 (Gradient estimates) There exist $\lambda_{1} \in(0,1], C_{1} \geq 1$ depending on $T, k, d$ such that for any $x, y \in \mathbb{R}^{d}, t<T$

$$
\begin{aligned}
&\left|\nabla_{x} S_{t}(x, y)\right| \leq C_{1} t^{-\frac{1}{2}} g_{\lambda_{1}}\left(t, \theta_{t}(x)-y\right), \\
&\left|\nabla_{y} S_{t}(x, y)\right| \leq C_{1} t^{-\frac{1}{2}} g_{\lambda_{1}}\left(t, \theta_{t}(x)-y\right)
\end{aligned}
$$

### 3.1 The Kolmogorov operator and the transfer operator

In this section we define the transfer operators associated to the evolution of a SDE and show some of the basic properties of these operators. The properties of the transition probabilities $S_{t}$ inherited by [21] will be used to define a Kolmogorov operator (composition operator) associated to our system.

Definition 7. The Kolmogorov operator $P_{t}: L^{\infty}\left(\mathbb{R}^{d}\right) \rightarrow C^{0}\left(\mathbb{R}^{d}\right)$ associated to the system (2) is defined as as follows. Let $\phi \in L^{\infty}\left(\mathbb{R}^{d}\right)$ then $\forall x \in \mathbb{R}^{d}$

$$
\left(P_{t} \phi\right)(x):=\mathbb{E}\left[\phi\left(X_{t}(x)\right)\right] .
$$

In the literature this is also known as stochastic Koopman operator. Since in our case $X_{t}^{x}$ has density $S_{t}(x, y)$ absolutely continuous w.r.t to Lebesgue, we let

$$
\left(P_{t} \phi\right)(x)=\int_{\mathbb{R}^{d}} \phi(y) S_{t}(x, y) d y
$$

By this we see that

$$
\begin{equation*}
\left\|P_{t} \phi\right\|_{\infty} \leq\|\phi\|_{\infty} \tag{13}
\end{equation*}
$$

Now we define the transfer operator $L_{t}: L^{1}\left(\mathbb{R}^{d}\right) \rightarrow L^{1}\left(\mathbb{R}^{d}\right)$ by duality. If $\nu$ is a Borel signed measure on $\mathbb{R}^{d}$

$$
\int_{\mathbb{R}^{d}}\left(P_{t} \phi\right)(x) d \nu(x)=\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \phi(y) S_{t}(x, y) d y d \nu(x)
$$

supposing that $\nu$ has a density with respect to the Lebesgue measure $f \in L^{1}\left(\mathbb{R}^{d}\right)$ i.e $d \nu=f(x) d x$ we can thus write

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}\left(P_{t} \phi\right)(x) d \nu(x)=\int_{\mathbb{R}^{d}} \phi(y)\left(\int_{\mathbb{R}^{d}} S_{t}(x, y) f(x) d x\right) d y \tag{14}
\end{equation*}
$$

We can then define the transfer operator associated to the system and to the evolution time $t$ as

Definition 8 (transfer operator). Given $f \in L^{1}\left(\mathbb{R}^{d}\right)$ we define the measurable function $L_{t} f: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ as follows. For almost each $y \in \mathbb{R}^{d}$ let

$$
\begin{equation*}
\left[L_{t} f\right](y):=\int S_{t}(x, y) f(x) d x \tag{15}
\end{equation*}
$$

By (14) we then get the duality relation between the Kolmogorov and the transfer operator

$$
\begin{equation*}
\int\left(P_{t} \phi\right)(x) d \nu(x)=\int \phi(y)\left[L_{t} f\right](y) d y \tag{16}
\end{equation*}
$$

Lemma 9. The operator $L_{t}$ preserves the integral and is a weak contraction with respect to the $L^{1}$ norm.

Proof. The first statement directly follows from (16) setting $\phi=1$. For the second, we can work similarly using (13) and (16) with $\phi=\frac{\left[L_{t} f\right]}{\left\lfloor\left[L_{t} f\right] \mid\right.}$.

Since clearly $L_{t}$ is a positive operator, we also get that $L_{t}$ is a Markov operator having kernel $S_{t}$.

In the following we will define suitable spaces where operators $L_{t}$ have nice spectral properties, allowing the study of their leading eigenvalues.

### 3.2 Perturbed operators

To prove the extreme event laws shown in Theorem 2 we will use the construction outlined in $[14,15]$ (see Section 4) adapted to our case.

This is based on the idea of considering the target set $B_{m}$ as a hole in the phase space and the system as an open system. We study the associated open system by the related transfer operators. We define these operators and study its basic properties in this section.

Definition 10. Let $t \geq 0, x \in D$ and $u_{n} \rightarrow 0$ be a real sequence. We denote by $B_{n}$ the ball $B\left(x, \exp \left(-u_{n}\right)\right)$. We define the "perturbed" versions of the Kolmogorov and transfer operators by setting

$$
\begin{array}{r}
\left(P_{t, n} \phi\right)(x):=\mathbb{E}\left[1_{B_{n}^{c}}\left(X_{t}^{x}\right) \phi\left(X_{t}^{x}\right)\right], \quad \phi \in L^{\infty}\left(\mathbb{R}^{d}\right) \\
\left(L_{t, n} f\right)(x):=1_{B_{n}^{c}}(x)\left(L_{t} f\right)(x), f \in L^{1}\left(\mathbb{R}^{d}\right) . \tag{17}
\end{array}
$$

Analogously to what is done in Section 3.1 one can prove that the perturbed operators enjoy the following duality relation:

$$
\begin{align*}
\int\left(P_{t, n} \phi\right)(x) f(x) d x & =\iint \phi(y) 1_{B_{n}^{c}}(y) S_{t}(x, y) f(x) d y d x  \tag{18}\\
& =\int \phi(y) 1_{B_{n}^{c}}(y) \int S_{t}(x, y) f(x) d x d y  \tag{19}\\
& =\int \phi(y)\left[1_{B_{n}^{c}}(y)\left(L_{t} f\right)(y)\right] d y=\int \phi(y)\left(L_{t, n} f\right)(y) d y \tag{20}
\end{align*}
$$

The iterates of the perturbed operator inherits its properties from the following lemma.

Lemma 11. For every $t, s \geq 0, \phi \in L^{\infty}\left(\mathbb{R}^{d}\right)$

$$
P_{t, n}\left(P_{s, n}(\phi)\right)(x)=\mathbb{E}\left[1_{B_{n}^{c}}\left(X_{t}^{x}\right) 1_{B_{n}^{c}}\left(X_{t+s}^{x}\right) \phi\left(X_{t+s}^{x}\right)\right]
$$

Proof.

$$
\begin{aligned}
P_{t, n}\left(P_{s, n}(\phi)\right)(x) & =\mathbb{E}\left[1_{B_{n}^{c}}\left(X_{t}^{x}\right) P_{s, n}(\phi)\left(X_{t}^{x}\right)\right] \\
& =\mathbb{E}\left[1_{B_{n}^{c}}\left(X_{t}^{x}\right) \mathbb{E}\left[1_{B_{n}^{c}}\left(X_{s}^{y}\right) \phi\left(X_{s}^{y}\right)\right]_{y=X_{t}^{x}}\right] \\
& =\mathbb{E}\left[1_{B_{n}^{c}}\left(X_{t}^{x}\right) \mathbb{E}\left[1_{B_{n}^{c}}\left(X_{t+s}^{x}\right) \phi\left(X_{t+s}^{x}\right) \mid \mathcal{F}_{t}\right]\right]
\end{aligned}
$$

by Markov property,

$$
\begin{aligned}
& =\mathbb{E}\left[\mathbb{E}\left[1_{B_{n}^{c}}\left(X_{t}^{x}\right) 1_{B_{n}^{c}}\left(X_{t+s}^{x}\right) \phi\left(X_{t+s}^{x}\right) \mid \mathcal{F}_{t}\right]\right] \\
& =\mathbb{E}\left[1_{B_{n}^{c}}\left(X_{t}^{x}\right) 1_{B_{n}^{c}}\left(X_{t+s}^{x}\right) \phi\left(X_{t+s}^{x}\right)\right]
\end{aligned}
$$

by the basic properties of the conditional expectation (see [24, Section 9.7]).
Remark 12. In particular, given generic $s, t \in \mathbb{R}$

$$
P_{t+s, n}(\phi)(x) \neq P_{t, n}\left(P_{s, n}(\phi)\right)(x)
$$

namely $P_{t, n}$ is not a semigroup. However notice that if $t_{1}<t_{2}$, then (we take $t=t_{1}$ and $t+s=t_{2}$ above)

$$
P_{t_{1}, n}\left(P_{t_{2}-t_{1}, n}(\phi)\right)(x)=\mathbb{E}\left[1_{B_{n}^{c}}\left(X_{t_{1}}^{x}\right) 1_{B_{n}^{c}}\left(X_{t_{2}}^{x}\right) \phi\left(X_{t_{2}}^{x}\right)\right]
$$

Thus, for $P_{t}^{(n)}$ we have the following
Corollary 13. For every $x \in \mathbb{R}^{d}, 0=t_{0}<t_{1}<\ldots<t_{n}, \phi \in L^{\infty}\left(\mathbb{R}^{d}\right)$, we have $\left(P_{t_{0}, n} \circ P_{t_{1}-t_{0}, n} \circ \cdots \circ P_{t_{n}-t_{n-1}, n}\right)(\phi)(x)=\mathbb{E}\left[1_{B_{n}^{c}}\left(X_{t_{0}}^{x}\right) \cdots 1_{B_{n}^{c}}\left(X_{t_{n}}^{x}\right) \phi\left(X_{t_{n}}^{x}\right)\right]$.

### 3.3 Functional Spaces: quasi-Hölder space on $\mathbb{R}^{d}$

We now define suitable functional spaces on which the transfer operators introduced in the previous sections have a regularizing behavior and nice spectral properties.

We construct spaces which are suitable for our noncompact environment, imposing a controlled behavior far away from the origin by using weight functions growing at infinity. These spaces will be denoted as $B V_{\alpha}$ and $L_{\alpha}^{1}$. Let $\alpha>0$ and define the weight function

$$
\begin{equation*}
\rho_{\alpha}(|x|)=\left(1+|x|^{2}\right)^{\alpha / 2} \tag{21}
\end{equation*}
$$

Let $L_{\alpha}^{1}\left(\mathbb{R}^{d}\right)$ be the space of Lebesgue measurable $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ such that

$$
\|f\|_{L_{\alpha}^{1}\left(\mathbb{R}^{d}\right)}:=\int_{\mathbb{R}^{d}} \rho_{\alpha}(|x|)|f(x)| d x<\infty .
$$

Note that, $L_{\alpha}^{1} \subset L^{1}$ and if $f \in L_{\alpha}^{1}$ then $\|f\|_{L^{1}} \leq\|f\|_{L_{\alpha}^{1}}$. Moreover for $\alpha=0$, $L_{0}^{1}=L^{1}$ 。

We now adapt the Bounded Variation spaces used in [3] to the cases at hand. ${ }^{2}$ For a Borel subset $S \subseteq \mathbb{R}^{d}$ let us define

$$
\operatorname{osc}(f, S)=\underset{x \in S}{\operatorname{ess} \sup } f-\underset{x \in S}{\operatorname{essinf}} f
$$

We now define the seminorm:

$$
\|f\|_{o s c\left(\mathbb{R}^{d}\right)}=\sup _{\epsilon \leq \epsilon_{0}} \epsilon^{-1} \int_{\mathbb{R}^{d}} \operatorname{osc}\left(f, B_{\epsilon}(x)\right) d \psi(x)
$$

where $\epsilon_{0}$ is a positive number which is not restrictive to choose equal to 1 in our case ${ }^{3}$

Here the measure $\psi$ is a Radon probability measure on $\mathbb{R}^{d}$ and we require that:
$\left(A_{\psi} 1\right) \psi$ is absolutely continuous with respect to the Lebesgue measure, having a continuous bounded density $\psi^{\prime}$ such that $\psi^{\prime}>0$ everywhere.

We can define a $\|\cdot\|_{B V_{\alpha}}$ norm by setting

$$
\begin{equation*}
\|f\|_{B V_{\alpha}}:=\|f\|_{L_{\alpha}^{1}\left(\mathbb{R}^{d}\right)}+\sup _{\epsilon \in(0,1]} \epsilon^{-1} \int_{\mathbb{R}^{d}} o s c\left(f, B_{\epsilon}(x)\right) d \psi(x) . \tag{22}
\end{equation*}
$$

[^2]It is not difficult to show that $\|\cdot\|_{B V_{\alpha}}$ indeed defines a norm and the set of $L_{\alpha}^{1}$ functions for which this norm is finite is a Banach space which we denote by $B V_{\alpha}\left(\mathbb{R}^{d}\right) .{ }^{4}$

We prove that our weighted bounded variation space is compactly immersed in $L^{1}$.

Theorem 14. $B V_{\alpha}\left(\mathbb{R}^{d}\right) \hookrightarrow L^{1}\left(\mathbb{R}^{d}\right)$ is a compact embedding.
Proof. We prove that given a sequence $g_{n} \in L^{1}$ such that $\left\|g_{n}\right\|_{B V_{\alpha}} \leq M$ for some $M$ there is a subsequence $g_{n_{k}}$ and $g \in L^{1}$ such that $\left\|g_{n_{k}}-g\right\|_{L^{1}} \rightarrow 0$.

Let us consider a sequence $B_{m}=B_{m}(0)$ of balls centered in the origin with radius $m$, eventually covering $\mathbb{R}^{d}$. Let us fix $m$. By the fact that on a compact domain the usual $B V$ topology is equivalent to $B V_{\alpha}$ and the space $B V\left(B_{m}\right)$ has a compact immersion in $L^{1}\left(B_{m}\right)$ there is a subsequence $g_{n_{m, k}}$ and a function $f_{m}: B_{m} \rightarrow \mathbb{R}$ such that $g_{n_{m, k}}$ restricted to $B_{m}$ converges to $f_{m}$ in the $L^{1}$ topology.

Let us define the extension $\overline{f_{m}}$ of $f_{m}$ to $\mathbb{R}^{d}$ by

$$
\overline{f_{m}}(x)=\left\{\begin{array}{c}
f_{m}(x) \text { if } x \in B_{m} \\
0 \text { if } x \notin B_{m}
\end{array}\right.
$$

Since $\left\|g_{n_{m, k}}\right\|_{L^{1}} \leq M$ we also have $\left\|\overline{f_{m}}(x)\right\|_{L^{1}} \leq M$. Once found $g_{n_{m, k}}$ and $f_{m}$, now consider $B_{m+1}$ and from the sequence $g_{n_{m, k}}$ let us draw a subsequence $g_{n_{m+1, k}}$ converging on $B_{m+1}$ to some $f_{m+1}$. Being a subsequence of the previously extracted sequence, $g_{n_{m+1, k}}$ will converge to $f_{m}$ on $B_{m}$ and then $f_{m}=f_{m+1}$ on $B_{m}$. We can then continue inductively and define for each $m \geq 0$ a sub sequence $g_{n_{m, k}}$ and a function $f_{m}$ with $g_{n_{m, k}} \rightarrow f_{m}$ on $B_{m}$. Furthermore we will also have an extension $\overline{f_{m}}$ on $\mathbb{R}^{d}$ for each $m \geq 0$. What we have seen shows that the sequence $m \rightarrow \overline{f_{m}}$ converges pointwise to some function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$. The sequence $\left|\overline{f_{m}}(x)\right|$ is an increasing sequence and then by the monotone convergence theorem $f \in L^{1}$ and $\|f\|_{L^{1}} \leq M$.

Now for each $m$ consider $k_{m}$ such that

$$
\int_{B_{m}}\left|g_{n_{m, k_{m}}}-f_{m}\right| d x \leq \frac{1}{m}
$$

Since $\left\|g_{n_{m, k_{m}}}\right\|_{L_{\alpha}^{1}}$ is uniformly bounded we have that there is some $M_{2}$ independent of $m$ such that $\int_{\mathbb{R}^{d} \backslash B_{m}}\left|g_{n_{m, k_{m}}}\right| d m \leq \frac{M_{2}}{\rho_{\alpha}(m)}$. We have that

$$
\left\|g_{n_{m, k_{m}}}-\overline{f_{m}}\right\|_{L^{1}} \leq \frac{1}{m}+\frac{M_{2}}{\rho_{\alpha}(m)}
$$

and thus $g_{n_{m, k_{m}}} \rightarrow f$ in the $L^{1}$ topology.

[^3]Let us suppose now that $f \in B V_{\alpha}$ and let $\mathcal{K}$ be a compact set in $\mathbb{R}^{d}$. We will need later on an estimate of the $L^{\infty}(\psi)$ norm of $f$ on $\mathcal{K}$, designated as $\|f\|_{L^{\infty}(\psi, \mathcal{K})}$.

Proposition 15. For any compact set $\mathcal{K} \subset \mathbb{R}^{d}$ we have

$$
\begin{equation*}
\|f\|_{L^{\infty}(\psi, \mathcal{K})} \leq \frac{\max \left(\left\|\psi^{\prime}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}, 1\right)}{d_{\mathcal{K}}}\|f\|_{B V_{\alpha}} \tag{23}
\end{equation*}
$$

Where $\psi^{\prime}$ denotes the density of $\psi$ with respect to the Lebesgue measure and $d_{\mathcal{K}}=\operatorname{essinf}_{x \in \mathcal{K}} \psi\left(B_{1}(x)\right)$. (We remark that by $A_{\psi} 1$ we have $d_{\mathcal{K}}>0$.)

Following Proposition B. 6 in [22] we can write for any $x \in \mathcal{K}$ and $y \in B_{1}(x)$ : $|f(x)| \leq|f(y)|+\operatorname{osc}\left(f, B_{1}(x)\right)$. By integrating in $y$ over $B_{1}(x)$ we get

$$
\begin{equation*}
\left\|\left\|f(\cdot) \mid \psi\left(B_{1}(\cdot)\right)\right\|_{L^{\infty}(\psi, \mathcal{K})} \leq\right\| f\left\|_{L^{1}(\psi)}+\epsilon\right\| f\left\|_{\operatorname{osc}\left(\mathbb{R}^{d}\right)} \leq\right\| f\left\|_{L^{1}(\psi)}+\right\| f \|_{\operatorname{osc}\left(\mathbb{R}^{d}\right)} \tag{24}
\end{equation*}
$$

By using the fact that $\|f\|_{L^{1}(\psi)} \leq\left\|\psi^{\prime}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\|f\|_{L_{2}^{1}\left(\mathbb{R}^{d}\right)}$, we finally get the statement.

Remark 16. From now on we will denote with $\|f\|_{L^{\infty}(B)}$ the $L^{\infty}$ norm with respect to the Lebesgue measure restricted to the compact set B. By the assumption $\left(A_{\psi} 1\right),\|f\|_{L^{\infty}(B)}$ differs from $L^{\infty}(\psi, B)$ by a multiplicative constant depending only upon $B$.

### 3.4 Regularization properties for the transfer operator.

In this section we see how the properties of the $\operatorname{SDE}$ (2) we consider, such those derived from the Brownian motion, have a regularizing effect at the level of the associated transfer operators.

In the following lemma the notation $L_{2}^{1}$ stands for the space $L_{\alpha}^{1}$ when $\alpha=2$.
Lemma 17. Given $h>0$, there exist constants $A, B>0$ and $\lambda \in(0,1)$ (also depending on $h$ ) such that

$$
\begin{equation*}
\left\|L_{h}^{n} f\right\|_{L_{2}^{1}} \leq A \lambda^{n}\|f\|_{L_{2}^{1}}+B\|f\|_{L^{1}} \tag{25}
\end{equation*}
$$

for every $f \in L_{2}^{1}$ and every $n \in \mathbb{N}$.
Proof. Step 1. Call $L_{\text {dens }}^{1}$ the set of all probability density functions, namely the elements $p \in L^{1}$ such that $p \geq 0$ a.s. and $\|p\|_{L^{1}}=1$.

The statement of the lemma is equivalent to prove there exist constants $C, D>0$ and $\lambda \in(0,1)$ such that inequality

$$
\begin{equation*}
\left\|L_{h}^{n} p\right\|_{L_{2}^{1}} \leq C \lambda^{n}\|p\|_{L_{2}^{1}}+D \tag{26}
\end{equation*}
$$

holds true for every $p \in L_{\text {dens }}^{1} \cap L_{2}^{1}$. That the statement of the lemma implies this new one is obvious (with the same constants). Let us prove the converse. Take $f \in L_{2}^{1}$ and call $f^{+}=f \vee 0, f^{-}=(-f) \vee 0$ (thus $f=f^{+}-f^{-}$). Since
$\left|f^{ \pm}(x)\right| \leq|f(x)|$, we have $f^{ \pm} \in L_{2}^{1} \subset L^{1}$. Call $Z_{ \pm}=\left\|f^{ \pm}\right\|_{L^{1}}$ and assume $Z_{ \pm}>0$ (the case when one or both are zero is easier). Call $p^{ \pm}=Z_{ \pm}^{-1} f^{ \pm}$, elements of $L_{\text {dens }}^{1} \cap L_{2}^{1}$. By assumption,

$$
\left\|L_{h}^{n} p^{ \pm}\right\|_{L_{2}^{1}} \leq C \lambda^{n}\left\|p^{ \pm}\right\|_{L_{2}^{1}}+D
$$

hence, by linearity of $L_{h}^{n}$ and homogeneity of the norms,

$$
\left\|L_{h}^{n} f^{ \pm}\right\|_{L_{2}^{1}} \leq C \lambda^{n}\left\|f^{ \pm}\right\|_{L_{2}^{1}}+Z_{ \pm} D
$$

Again by linearity of $L_{h}^{n}$,

$$
\begin{aligned}
\left\|L_{h}^{n} f\right\|_{L_{2}^{1}} & =\left\|L_{h}^{n}\left(f^{+}-f^{-}\right)\right\|_{L_{2}^{1}} \leq\left\|L_{h}^{n} f^{+}\right\|_{L_{2}^{1}}+\left\|L_{h}^{n} f^{-}\right\|_{L_{2}^{1}} \\
& \leq C \lambda^{n}\left(\left\|f^{+}\right\|_{L_{2}^{1}}+\left\|f^{-}\right\|_{L_{2}^{1}}\right)+\left(\left\|f^{+}\right\|_{L^{1}}+\left\|f^{-}\right\|_{L^{1}}\right) D \\
& \leq 2 C \lambda^{n}\|f\|_{L_{2}^{1}}+2 D\|f\|_{L^{1}}
\end{aligned}
$$

where in the last step we have used the fact that $\left|f^{ \pm}(x)\right| \leq|f(x)|$, and the definition of the norms in $L_{2}^{1}$ and $L^{1}$. Therefore (25) holds with $A=2 C$ and $B=2 D$.

Step 2. Let us prove (26). Given $p \in L_{\text {dens }}^{1} \cap L_{2}^{1}$, on a suitable probability space choose a random initial condition $X_{0}$ with density $p$, independent of the Brownian motion. Call $X_{t}$ the solution of the Cauchy problem with initial condition $X_{0}$. Recall that the Kolmogorov operator $P_{t}$ is defined by means of the solutions $X_{t}(x)$ of the same Cauchy problem but with deterministic initial condition $x,\left(P_{t} \phi\right)(x)=\mathbb{E}\left[\phi\left(X_{t}(x)\right)\right]$. A simple disintegration argument proves that

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}\left(P_{t} \phi\right)(x) p(x) d x=\mathbb{E}\left[\phi\left(X_{t}\right)\right] \tag{27}
\end{equation*}
$$

where $X_{t}$, as defined above, is the solution with initial condition $X_{0}$. We shall use now this relation together with the duality relation between the Kolmogorov operator and the transfer operator. We have (recall that $L_{h}^{n}=L_{h n}$ )

$$
\begin{aligned}
\left\|L_{h}^{n} p\right\|_{L_{2}^{1}} & =\int_{\mathbb{R}^{d}}\left(1+|x|^{2}\right)\left|\left(L_{h n} p\right)(x)\right| d x \\
& =\int_{\mathbb{R}^{d}}\left(1+|x|^{2}\right)\left(L_{h n} p\right)(x) d x
\end{aligned}
$$

because $p$ is a probability density and $L_{h n} p$ is thus non-negative,

$$
=\int_{\mathbb{R}^{d}}\left(P_{h n} \phi\right)(x) p(x) d x
$$

by the duality relation mentioned above, where $\phi(x)=1+|x|^{2}$,

$$
=\mathbb{E}\left[\phi\left(X_{h n}\right)\right]
$$

by (27). We have thus proved that

$$
\left\|L_{h}^{n} p\right\|_{L_{2}^{1}}=\mathbb{E}\left[1+\left|X_{n h}\right|^{2}\right]
$$

Hence inequality (26) reduces to prove

$$
\begin{equation*}
\mathbb{E}\left[1+\left|X_{n h}\right|^{2}\right] \leq C \lambda^{n} \mathbb{E}\left[1+\left|X_{0}\right|^{2}\right]+D \tag{28}
\end{equation*}
$$

Step 3. In this step we prove the inequality

$$
\begin{equation*}
\mathbb{E}\left[\left|X_{t}\right|^{2}\right] \leq e^{-2 L_{2}} \mathbb{E}\left[\left|X_{0}\right|^{2}\right]+\frac{2 L_{1}+d}{2 L_{2}} \tag{29}
\end{equation*}
$$

where $L_{1}, L_{2}$ are the constants in the assumption on $b$ and $d$ is the space dimension. It is straightforward to see that (29) implies (28), completing the proof of the lemma.

It is well known that, when $\mathbb{E}\left[\left|X_{0}\right|^{2}\right]<\infty$, we have

$$
\sup _{t \in[0, T]} \mathbb{E}\left[\left|X_{t}\right|^{2}\right]<\infty
$$

for every $T>0$ (also with the supremum inside the expectation). For completeness we give the proof of this statement in Step 4 below. Here we shall use this fact.

By Itô formula,

$$
\left|X_{t}\right|^{2}=\left|X_{0}\right|^{2}+\int_{0}^{t} 2\left\langle X_{s}, b\left(X_{s}\right)\right\rangle d s+\int_{0}^{t} 2\left\langle X_{s}, d W_{s}\right\rangle+\operatorname{Tr}(I) t
$$

Assume $\mathbb{E}\left[\left|X_{0}\right|^{2}\right]<\infty$. Then $\mathbb{E} \int_{0}^{T}\left|X_{t}\right|^{2} d t<\infty$ for every $T>0$ and thus, by the properties of Itô integrals, $\mathbb{E} \int_{0}^{t} 2\left\langle X_{s}, d W_{s}\right\rangle=0$. Then

$$
\mathbb{E}\left[\left|X_{t}\right|^{2}\right]=\mathbb{E}\left[\left|X_{0}\right|^{2}\right]+\int_{0}^{t} 2 \mathbb{E}\left\langle X_{s}, b\left(X_{s}\right)\right\rangle d s+\operatorname{Tr}(I) t
$$

This identity and the fact that the function $s \mapsto \mathbb{E}\left\langle X_{s}, b\left(X_{s}\right)\right\rangle$ is continuous, imply that the function $t \mapsto \mathbb{E}\left[\left|X_{t}\right|^{2}\right]$ is of class $C^{1}$ and

$$
\frac{d}{d t} \mathbb{E}\left[\left|X_{t}\right|^{2}\right]=2 \mathbb{E}\left\langle X_{t}, b\left(X_{t}\right)\right\rangle+d
$$

From the assumptions on $b$,

$$
\frac{d}{d t} \mathbb{E}\left[\left|X_{t}\right|^{2}\right] \leq-2 L_{2} \mathbb{E}\left[\left|X_{t}\right|^{2}\right]+2 L_{1}+d
$$

This implies

$$
\begin{aligned}
\mathbb{E}\left[\left|X_{t}\right|^{2}\right] & \leq e^{-2 L_{2} t} \mathbb{E}\left[\left|X_{0}\right|^{2}\right]+\int_{0}^{t} e^{-2 L_{2}(t-s)}\left(2 L_{1}+d\right) d s \\
& \leq e^{-2 L_{2} t} \mathbb{E}\left[\left|X_{0}\right|^{2}\right]+\frac{2 L_{1}+d}{2 L_{2}}
\end{aligned}
$$

Step 4. Given $R>0$, let $\tau_{R}$ be the first time $\left|X_{t}\right|$ exceeds $R$, infinity if this never happens. We have

$$
\begin{aligned}
\left|X_{t \wedge \tau_{R}}\right|^{2} & =\left|X_{0}\right|^{2}+\int_{0}^{t \wedge \tau_{R}} 2\left\langle X_{s}, b\left(X_{s}\right)\right\rangle d s+\int_{0}^{t \wedge \tau_{R}} 2\left\langle X_{s}, d W_{s}\right\rangle+\operatorname{Tr}(I) t \wedge \tau_{R} \\
& =\left|X_{0}\right|^{2}+\int_{0}^{t} 1_{\left\{s \leq \tau_{R}\right\}} 2\left\langle X_{s}, b\left(X_{s}\right)\right\rangle d s+\int_{0}^{t} 1_{\left\{s \leq \tau_{R}\right\}} 2\left\langle X_{s}, d W_{s}\right\rangle+\operatorname{Tr}(I) t \wedge \tau_{R}
\end{aligned}
$$

Since $\mathbb{E} \int_{0}^{t} 1_{\left\{s \leq \tau_{R}\right\}} 2\left\langle X_{s}, d W_{s}\right\rangle=0$ we get

$$
\begin{aligned}
\mathbb{E}\left[\left|X_{t \wedge \tau_{R}}\right|^{2}\right] & \leq \mathbb{E}\left[\left|X_{0}\right|^{2}\right]+\mathbb{E} \int_{0}^{t} 1_{\left\{s \leq \tau_{R}\right\}} 2\left\langle X_{s}, b\left(X_{s}\right)\right\rangle d s+\operatorname{Tr}(I) t \\
& \leq \mathbb{E}\left[\left|X_{0}\right|^{2}\right]+\mathbb{E} \int_{0}^{t} 1_{\left\{s \leq \tau_{R}\right\}}\left(2 L_{2}\left|X_{s}\right|^{2}+2 C_{1}\right) d s+\operatorname{Tr}(I) t \\
& \leq \mathbb{E}\left[\left|X_{0}\right|^{2}\right]+\mathbb{E} \int_{0}^{t}\left(2 L_{2}\left|X_{s \wedge \tau_{R}}\right|^{2}+2 C_{1}\right) d s+\operatorname{Tr}(I) t
\end{aligned}
$$

By Gronwall lemma this implies, given any $T>0$,

$$
\mathbb{E}\left[\left|X_{t \wedge \tau_{R}}\right|^{2}\right] \leq\left(\mathbb{E}\left[\left|X_{0}\right|^{2}\right]+2 T C_{1}+T d\right) e^{2 L_{2} T}=: C
$$

for every $t \in[0, T]$. By Fatou lemma,

$$
\mathbb{E}\left[\lim _{R \rightarrow \infty}\left|X_{t \wedge \tau_{R}}\right|^{2}\right] \leq C
$$

Now, a.s., $\lim _{R \rightarrow \infty} \tau_{R}=+\infty$, because the solution $X_{t}$ exists globally. Hence $\lim _{R \rightarrow \infty}\left|X_{t \wedge \tau_{R}}\right|^{2}=\left|X_{t}\right|^{2}$ and the proof is complete.

In the following Lemma we see how the presence of the noise, and then the possibility to see the transfer operator as a kernel operator, also provides a form of regularization.

Lemma 18. For every $t>0, L_{t}$ is bounded linear from $L^{1}\left(\mathbb{R}^{d}\right)$ to $C^{1}\left(\mathbb{R}^{d}\right)$; in particular there exists $C_{t}>0$ such that

$$
\begin{equation*}
\left\|L_{t} f\right\|_{C^{1}\left(\mathbb{R}^{d}\right)} \leq C_{t}\|f\|_{L^{1}\left(\mathbb{R}^{d}\right)} \tag{30}
\end{equation*}
$$

Moreover if $f \in L_{2}^{1}$ then

$$
\begin{equation*}
\left\|L_{t} f\right\|_{B V_{2}} \leq C_{t, 2}\|f\|_{L_{2}^{1}\left(\mathbb{R}^{d}\right)} \tag{31}
\end{equation*}
$$

Proof. The estimate (30) follows by the definition of the transfer operator (15) and the estimate on its derivatives at item 2 of Theorem 6. The estimate (31) follows from (22) considering that $\left\|L_{t}(f)\right\|_{L_{2}^{1}}$ is estimated by Lemma 17 and for $f \in C^{1}$ it holds

$$
\begin{align*}
\|f\|_{\operatorname{osc}\left(\mathbb{R}^{d}\right)} & =\sup _{\epsilon \leq 1} \epsilon^{-1} \int_{\mathbb{R}^{d}} \operatorname{osc}\left(f, B_{\epsilon}(x)\right) d \psi(x)  \tag{32}\\
& \leq 2\|f\|_{C^{1}} \int_{\mathbb{R}^{d}} d \psi(x) \leq C\|f\|_{C^{1}}
\end{align*}
$$

since $\psi$ is a probability measure. Finally by (30) we can bound $\|f\|_{\text {osc }\left(\mathbb{R}^{d}\right)}$ by the $L^{1}$ norm and then by the $L_{2}^{1}$ norm of $f$.

By Lemma 17 and Lemma 18 we get
Lemma 19. Given $h>0$, there exist constants $A, B>0$ and $\lambda \in(0,1)$ (also depending on $h$ ) such that

$$
\begin{equation*}
\left\|L_{h}^{n} f\right\|_{B V_{2}} \leq A \lambda^{n}\|f\|_{B V_{2}}+B\|f\|_{L^{1}} \tag{33}
\end{equation*}
$$

for every $f \in B V_{2}$ and every $n \in \mathbb{N}$.
Proof. By Lemma 18

$$
\begin{equation*}
\left\|L_{h}^{n} f\right\|_{B V_{2}} \leq C\left\|L_{h}^{n-1} f\right\|_{L_{2}^{1}} \tag{34}
\end{equation*}
$$

and by Lemma 17

$$
\begin{equation*}
\left\|L_{h}^{n-1} f\right\|_{L_{2}^{1}} \leq A \lambda^{n-1}\|f\|_{L_{2}^{1}}+B\|f\|_{L^{1}} \tag{35}
\end{equation*}
$$

Putting together these two inequalities we get the statement.
Remark 20. As it is well known (see e.g [11]) the Lasota-Yorke-Doeblin-Fortet inequality proved in Lemma 19 together with the compact embedding proved in Theorem 14 implies that the operator $L_{h}$ acting on $B V_{2}$ is quasicompact (see Section 4 for more details). The use of (31) together with Lemma 17, and Theorem 14 also implies that $L_{t}$ is quasicompact when acting on $L_{2}^{1}$.

It is worth to remark that since the phase space is $\mathbb{R}^{d}$ (and thus not bounded) $L_{t}$ is not in general a compact operator when acting on $L_{2}^{1}$ and hence we cannot rely on a simple spectral perturbation theory for such operators.

For simplicity let us illustrate this in the particular case where $b(x)=-x$ and $h$ small enough. We will find a bounded sequence $f_{n} \in L_{2}^{1}$ such that $L_{t} f_{n}$ has no converging subsequences. If $h$ is small enough for each $x_{0} \in \mathbb{R}^{d}$ by Theorem 6 one can find a radius $r_{0}<1$ and a point $y_{0}$ such that if a density $f_{0}$ with $\left\|f_{0}\right\|_{B V_{2}}=1$ is supported on $B\left(x_{0}, r_{0}\right)$ then $L_{h}\left(f_{0}\right)$ is such that $\int_{B\left(y_{0}, 1\right)} L_{h}\left(f_{0}\right) d x \geq 0.9 \int_{\mathbb{R}^{d}} f_{0} d x$ (think about $r_{0}$ being very small and $f_{0}$ concentrated around a certain point $x_{0}$, then $L_{h}\left(f_{0}\right)$ will be concentrated in a certain neighborhood, of $y_{0}=\theta_{h}\left(x_{0}\right)$ and the distribution will be dominated by gaussians depending on $h$ ). Still by Theorem 6 and the fact that $b(x)=-x$ we can get
that if $h$ is small enough we can choose $y_{0}$ such that $\left|y_{0}\right| \geq 0.7\left|x_{0}\right|$. Thus, if $\left|x_{0}\right| \geq 10$

$$
\begin{equation*}
\int_{B\left(y_{0}, 1\right)} L_{h}\left(f_{0}\right)\left[|x|^{2}+1\right] d x \geq \frac{1}{2}\left\|f_{0}\right\|_{L_{2}^{1}}=\frac{1}{2} \tag{36}
\end{equation*}
$$

Now we can find $f_{1}$ with support far enough from the support of $f_{0}$ such that: $\left\|f_{1}\right\|_{L_{2}^{1}}=1$, the support of $f_{1}$ is near to a point $x_{1}$ with $\left|x_{1}\right| \geq 10$ as before, there is a point $y_{1}$, such that $\int_{B\left(y_{1}, 1\right)} L_{h}\left(f_{1}\right) d x \geq 0.9 \int_{\mathbb{R}^{d}} f_{1} d x$ and $B\left(y_{1}, 1\right) \cap B\left(y_{0}, 1\right)=$ $\emptyset$. This mean that $\left\|L_{h}\left(f_{1}\right)-L_{h}\left(f_{0}\right)\right\|_{L_{1}^{2}} \geq \frac{1}{2}$. One can then find similarly $f_{2}$ with support far enough from $f_{0}, f_{1}$ such that $\left\|L_{h}\left(f_{j}\right)-L_{h}\left(f_{i}\right)\right\|_{L_{1}^{2}} \geq \frac{1}{2}$ for $i \neq j \in\{0,1,2\}$ and so on, finding a sequence $f_{i}$ on the unit ball such that $L_{t} f_{i}$ has no converging subsequences.

### 3.5 Regularization for the perturbed operators

In this section we prove a uniform Lasota Yorke inequality for the perturbed operators with strong and weak spaces $B V_{2}, L_{2}^{1}$.

Proposition 21. There is $0<\lambda<1$ and two positive constants $A^{\prime}, B^{\prime}$ such that for any $f \in B V_{2}\left(\mathbb{R}^{d}\right), n \geq 1$ and $m \geq 1$, we have

$$
\left\|L_{t, n}^{m} f\right\|_{B V_{2}} \leq A^{\prime} \lambda^{m}\|f\|_{B V_{2}}+B^{\prime}\|f\|_{L^{1}\left(\mathbb{R}^{d}\right)} .
$$

The proof of the Proposition is based on the following two preliminary results.

Proposition 22. There are $\lambda<1, A, B \geq 0$ such that for each $f \in L_{2}^{1}, m, n \geq 1$

$$
\begin{equation*}
\left\|L_{t, n}^{m} f\right\|_{L_{2}^{1}} \leq A \lambda^{m}\|f\|_{L_{2}^{1}}+B\|f\|_{L^{1}} \tag{37}
\end{equation*}
$$

We first consider the simplified case in which $f \geq 0$.
Lemma 23. There are $\lambda<1, B \geq 0$ such that for each $f \in L_{2}^{1}$ with $f \geq 0$, $m, n \geq 1$

$$
\begin{equation*}
\left\|L_{t, n}^{m} f\right\|_{L_{2}^{1}} \leq A \lambda^{m}\|f\|_{L_{2}^{1}}+B\|f\|_{L^{1}} \tag{38}
\end{equation*}
$$

Proof. Consider $f \geq 0$. We have that $L_{t, n} f=1_{B_{n}^{c}} L_{t}(f)$ and $L_{t} f=L_{t, n} f+$ $1_{B_{n}} L_{t}(f)$. We define the sequence $g_{n}$ in the following way: $g_{m}=L_{t}^{m} f-L_{t, n}^{m} f$.

Since $f \geq 0$ and clearly also $g_{n} \geq 0$ we have that

$$
\left\|L_{t, n}^{m} f\right\|_{L_{2}^{1}}=\int\left|L_{t, n}^{m} f\right| \rho_{2} d x \leq \int\left(L_{t, n}^{m} f+g_{m}\right) \rho_{2} d x=\left\|L_{t}^{m} f\right\|_{L_{2}^{1}}
$$

by Lemma 17 we have then (38).
Proof of Proposition 22. Let $f=f^{+}-f^{-}$be decomposed into its positive and negative part (where $f^{+}, f^{-} \geq 0$ ). It holds

$$
\|f\|_{L_{2}^{1}}=\int\left|\left(f^{+}-f^{-}\right)\right| \rho_{2} d x=\left\|f^{+}\right\|_{L_{2}^{1}}+\left\|f^{-}\right\|_{L_{2}^{1}}
$$

and by Lemma 23 we get

$$
\begin{aligned}
\left\|L_{t, n}^{m} f\right\|_{L_{2}^{1}} & \leq 2 A \lambda^{n}\left(\left\|f^{+}\right\|_{L_{2}^{1}}+\left\|f^{-}\right\|_{L_{2}^{1}}\right)+2 B\left(\left\|f^{+}\right\|_{L^{1}}+\left\|f^{-}\right\|_{L^{1}}\right) \\
& \leq 2 A \lambda^{n}\|f\|_{L_{2}^{1}}+2 B\|f\|_{L^{1}}
\end{aligned}
$$

Proof of Proposition 21. The $B V_{2}$ norm is the sum of the oscillation part and of the $L_{2}^{1}$ part. For the latter we use Lemma 23. For the oscillation we integrate [3, Proposition 3.2 (ii)] with respect to our norm. Namely

$$
\begin{gather*}
\left\|1_{B_{n}^{c}} L_{t} f\right\|_{o s c} \leq \sup _{0<\eta \leq 1} \frac{1}{\eta} \int \operatorname{Osc}\left(L_{t} f, B_{n}^{c} \cap B_{\eta}(x)\right) \mathbf{1}_{B_{n}^{c}}(x) d \psi(x)+  \tag{39}\\
\sup _{0<\eta \leq 1} \frac{1}{\eta} \int 2\left[\sup _{B_{\eta}(x) \cap B_{n}^{c}}\left|L_{t} f\right|\right] \mathbf{1}_{B_{\eta}\left(B_{n}\right) \cap B_{\eta}\left(B_{n}^{c}\right)}(x) d \psi(x) \tag{40}
\end{gather*}
$$

where $B_{\eta}(x)$ is a ball centered at $x$ and with radius $\eta$ and given a set $A, B_{\eta}(A)=$ $\{x ; \operatorname{dist}(x, A) \leq \eta\}$. There are now two cases. We suppose first than $\eta<e^{-u_{n}}$; in this case the only points $x$ contributing to the rightmost integral in the previous inequality, are those belonging to a $2 \eta$-closed neighborhood of the boundary of the ball $B_{n}$; we call $S_{n}$ such an annulus. The Lebesgue measure of $S_{n}$ will be bounded by a constant $\tilde{C}$ (depending on $d$ ) times $\eta .{ }^{5}$. In the second case, $\eta \geq e^{-u_{n}}$ only the points belonging to $B_{2 \eta}\left(B_{n}\right)$ will contribute to the integral and the measure of these points is the volume of the hyper sphere of radius $\eta$ which is $O\left(\eta^{d}\right)$. The term $\sup _{B_{\eta}(x) \cap B_{n}^{c}}\left|L_{t} f\right|$ will be bounded using Lemma 15 and 18 , therefore By calling $\mathcal{K}_{n}$ the closed ball of radius $2 e^{-u_{n}}$ and by using Proposition 15, we continue to bound the quantity in (40) as

$$
\begin{equation*}
\sup _{0<\eta \leq 1} \frac{\tilde{C} \eta}{\eta}\left\|L_{t} f\right\|_{L^{\infty}\left(\psi, S_{n}\right)} \psi\left(S_{n}\right) \leq 2 \hat{C} \tilde{C}\|f\|_{L_{2}^{1}\left(\mathbb{R}^{d}\right)}\left\|\psi^{\prime}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \tag{41}
\end{equation*}
$$

where we used the bound of order $\eta$ given by the first case, which includes also the second case of higher order $\eta^{d-1}$. The constant $\hat{C}$ maximizes the constant on the right hand side of (23), depending on $\psi$ and on its strictly positive infimum over $S_{n}$, and the constant entering formula (31).

The right-hand side of (39) is bounded by $\left\|L_{t} f\right\|_{\text {osc }}$ and the latter is again bounded as in (31). Therefore we get:

$$
\left\|1_{B_{n}^{c}} L_{t} f\right\|_{o s c} \leq\left(\hat{C}+2 \hat{C} \tilde{C}\left\|\psi^{\prime}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right)\|f\|_{L_{2}^{1}\left(\mathbb{R}^{d}\right)}
$$

If we now iterate this one we have, calling $c^{*}=\hat{C}+2 \hat{C} \tilde{C}\left\|\psi^{\prime}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}$, it holds

$$
\left\|L_{t, n}^{m} f\right\|_{o s c} \leq\left\|L_{t, n} L_{t, n}^{m-1} f\right\|_{o s c} \leq c^{*}\left\|L_{t, n}^{m-1} f\right\|_{L_{2}^{1}\left(\mathbb{R}^{d}\right)}
$$

[^4]and using Lemma 23 we continue as
$$
\left\|L_{t, n}^{m} f\right\|_{o s c} \leq c^{*} A \lambda^{m-1}\|f\|_{L_{2}^{1}\left(\mathbb{R}^{d}\right)}+c^{*} B\|f\|_{L^{1}\left(\mathbb{R}^{d}\right)}
$$

If we now define $A^{\prime}=\max \left(c^{*} / \lambda, A\right), B^{\prime}=\max \left(c^{*}, B\right)$, we finally have

$$
\begin{equation*}
\left\|L_{t, n}^{m} f\right\|_{B V_{2}} \leq A^{\prime} \lambda^{m}\|f\|_{L_{2}^{1}\left(\mathbb{R}^{d}\right)}+B^{\prime}\|f\|_{L^{1}\left(\mathbb{R}^{d}\right)} \tag{42}
\end{equation*}
$$

which implies the desired result.

## 4 Rare Events Via Transfer Operator

For completeness, we remind here the statement of a result due to Keller and Liverani [14] which is fundamental to our general construction. We consider a Banach spaces $(\mathcal{B},\|\cdot\|)$ and we denote with $\mathcal{B}^{*}$ its dual. Then let $L_{\epsilon}: \mathcal{B} \rightarrow \mathcal{B}$ be a family of uniformly bounded linear operators, where $\epsilon \in E$, and $E$ is the interval $E=(0, \bar{\epsilon}]$ for some $\bar{\epsilon}>0 .{ }^{6}$.

### 4.0.1 Perturbative hypotheses

R1 The operators $L_{\epsilon}, \epsilon \in E$, must satisfy the spectral decomposition

$$
\lambda_{\epsilon}^{-1} L_{\epsilon}=\varphi_{\epsilon} \otimes \nu_{\epsilon}+Q_{\epsilon}
$$

where $\lambda_{\epsilon} \in \mathbb{C}, \varphi_{\epsilon} \in \mathcal{B}, \nu_{\epsilon} \in \mathcal{B}^{*}, Q_{\epsilon}: \mathcal{B} \rightarrow \mathcal{B}$ is a linear operator verifying

$$
\begin{equation*}
\sum_{n=0}^{\infty} \sup _{\epsilon \in E}\left\|Q_{\epsilon}^{n}\right\|<\infty \tag{43}
\end{equation*}
$$

Moreover, $L_{\epsilon} \varphi_{\epsilon}=\lambda_{\epsilon} \varphi_{\epsilon}, \nu_{\epsilon} L_{\epsilon}=\lambda_{\epsilon} \nu_{\epsilon}, \nu_{\epsilon}\left(\varphi_{\epsilon}\right)=1, \nu_{\epsilon} Q_{\epsilon}=0, Q_{\epsilon}\left(\varphi_{\epsilon}\right)=0$.
We also require that $\nu_{0}\left(\phi_{\epsilon}\right)=1$ and

$$
\begin{equation*}
\sup _{\epsilon \in E}\left\|\phi_{\epsilon}\right\|<\infty . \tag{44}
\end{equation*}
$$

R2 When $\varepsilon$ is small, $L_{\varepsilon}$ is a small perturbation of $L_{0}$, in the following sense:

$$
\pi_{\epsilon}:=\sup _{f \in \mathcal{B},\|f\| \leq 1}\left|\nu_{0}\left(\left(L_{0}-L_{\epsilon}\right)(f)\right)\right| \rightarrow 0, \epsilon \rightarrow 0 .
$$

[^5]R3 We now set

$$
\Delta_{\epsilon}:=\nu_{0}\left(\left(L_{0}-L_{\epsilon}\right)\left(\phi_{0}\right)\right)
$$

Then we require that

$$
\pi_{\epsilon}\left\|\left(L_{0}-L_{\epsilon}\right) \varphi_{0}\right\| \leq \text { constant }\left|\Delta_{\epsilon}\right|
$$

where the constant is independent of $\epsilon$.
R4 Let us consider the following quantities

$$
q_{k, \varepsilon}:=\frac{\nu_{0}\left(\left(L_{0}-L_{\varepsilon}\right) L_{\varepsilon}^{k}\left(L_{0}-L_{\varepsilon}\right)\left(\varphi_{0}\right)\right)}{\Delta_{\epsilon}} .
$$

We will assume that for each $k \geq 0$ the following limit exists

$$
\lim _{\epsilon \rightarrow 0} q_{k, \varepsilon}=q_{k}
$$

and we pose

$$
\theta=1-\sum_{k=0}^{\infty} q_{k}
$$

Proposition 24 (Proposition[14]). If $R 1-R 4$ are satisfied then

$$
\begin{equation*}
\lambda_{\epsilon}=1-\theta \Delta_{\epsilon}+o\left(\Delta_{\epsilon}\right) \tag{45}
\end{equation*}
$$

### 4.0.2 Sufficient conditions to check assumptions R1 and R2

We now give sufficient conditions to check R1 and we will show how to rewrite R2 in a form adapted to our current setting. We begin to introduce a second Banach space $\left(\mathcal{B}_{w},\|\cdot\|_{w}\right)$ which we qualify as weak when compared with the strong Banach space $\mathcal{B}$. We will first suppose
R0' For all $f \in \mathcal{B},\|f\|_{w} \leq\|f\|$ i.e. the weak norm is bounded by the strong norm and the unit ball of $\mathcal{B}$ is compact in $\mathcal{B}_{w}$. Moreover $\exists G \geq 0$ s.t.

$$
\forall \epsilon \in E \forall f \in \mathcal{B}, \forall n \in \mathbb{N}:\left\|L_{\epsilon}^{n} f\right\|_{w} \leqslant G\|f\|_{w}
$$

We then require that R1 be satisfied for $\epsilon=0$. To achieve the same result for $\epsilon>0$ we need two ingredients which will allow us to apply another perturbative result by Keller and Liverani, [13]. The first ingredient asks that:
R1' The operators $L_{\epsilon}$ satisfy a uniform, with respect to $\epsilon \in E$, Lasota-Yorke (or Doeblin-Fortet) inequality: there exists $\alpha \in(0,1), D>0$ such that

$$
\begin{equation*}
\forall \epsilon \in E \forall f \in \mathcal{B} \forall n \in \mathbb{N}:\left\|L_{\epsilon}^{n} f\right\| \leqslant D \alpha^{n}\|f\|+D\|f\|_{w} \tag{46}
\end{equation*}
$$

Finally we ask the closeness of the operators in the so-called triple norm $\|\|\cdot\|\|$, namely there exists an upper semi-continuous function $u_{\epsilon}:[0, \infty) \rightarrow[0, \infty)$, $u_{\epsilon}>0$, such that

R2'

$$
\begin{equation*}
\left\|L_{0}-L_{\epsilon}\right\|\left\|:=\sup _{f \in \mathcal{B},\|f\| \leq 1}\right\|\left(L_{0}-L_{\epsilon}\right)(f) \|_{w} \leq u_{\epsilon} \rightarrow 0, \epsilon \rightarrow 0 \tag{47}
\end{equation*}
$$

By assuming the previous conditions, it now follows from [13], see also [15], that the quasi-compactness condition (4.0.1) holds for any $\epsilon \in E, \epsilon>0$. Moreover there will be $0<\rho<1$ such that for any $\epsilon \in E$, the spectral radius of $Q_{\epsilon}$ is bounded by $\rho$, which implies (43). Finally (44) follows immediately from (46).

Condition R2 could be easily worked out when the $\nu_{0}$ will be a measure because in this case we could write

$$
\begin{equation*}
\pi_{\epsilon} \leq \sup _{f \in \mathcal{B},\|f\| \leq 1} \int\left|\left(L-L_{\epsilon}\right)(f)\right| d \nu_{0} \tag{48}
\end{equation*}
$$

If the weak norm is strong enough to bound this integral, condition R2' implies condition R2. More precisely, if we have that there is some $C$ such that

$$
\int\left|\left(L-L_{\epsilon}\right)(f)\right| d \nu_{0} \leq C\left\|\left(L_{0}-L_{\epsilon}\right)(f)\right\|_{w}
$$

then R2' implies R2. We will see that in our case this holds.

### 4.1 Verifying the perturbative assumptions in our case

In this section we verify the perturbative assumptions needed to apply Proposition 24. In order to do this, we will get information on the spectral picture of $L_{t}$ when applied to $B V_{2}$ and show that the perturbed operators $L_{t, n}$ (see (17)) can be seen as a small perturbations in some sense of the operator $L_{t}$ (see (15)).

We denote again by $B_{n}$ the ball $B\left(x_{0}, \exp \left(-u_{n}\right)\right)$ and we remind that

$$
\left(L_{t, n} f\right)(x)=1_{B_{n}^{c}}(x)\left(L_{t} f\right)(x)
$$

We now check that the perturbative assumptions listed in Sections 4.0.1 and 4.0.2 apply to these operators choosing $L^{1}$ as the weak norm and $B V_{2}$ as the strong one.
Assumption R0' comes directly from the definitions of the norms given in Section 3.3, from the compact embedding result proved at Theorem 14 and finally from Lemma 9
Assumption R1. We first prove it for $\epsilon=0$, then we extend it to $\epsilon \in E, \epsilon>0$ once R1' will be proved, see below. Assumption R1 for $\epsilon=0$ is verified by classical results on the spectral picture of regularizing linear operators. The compact immersion proved at Theorem 14 and the Lasota Yorke inequality proved at Lemma 19 for $L_{0}$, allows to apply the Ionescu-Tulcea-Marinescu theorem (see for instance [11]), and therefore the operator $L_{t}$ has the following spectral decomposition $L_{t}=\sum_{i} v_{i} \Pi_{i}+Q$, where all $v_{i}$ are eigenvalues of $L$ of modulus $1, \Pi_{i}$ are finite-rank projectors onto the associated eigenspaces, $Q$ is a bounded operator with a spectral radius strictly less than 1 . They satisfy
$\Pi_{i} \Pi_{j}=\delta_{\delta_{i j}} \Pi_{i}, Q \Pi_{i}=\Pi_{i} Q=0$. By this theorem we also get that 1 is an eigenvalue and therefore the transfer operator will admit finitely many absolutely continuous stationary measures. Furthermore, the peripheral spectrum is completely cyclic. Then we need to show that 1 is a simple eigenvalue of $L_{t}$ and that there is no other peripheral eigenvalue. This is achieved by the strict positivity of the Markov kernel $S_{t}$ (see (15)) provided by Theorem 6. ${ }^{7}$.Notice that the projector $\Pi_{1}$ will be the linear functional $\nu_{0}$ in the assumption R1.
Assumption R1' verified in Proposition 21.
Assumption R2' is verified in the following proposition
Proposition 25. The operator $L_{t, n}$ is a small perturbation of $L_{t}$, in the following sense: there is a monotone sequence $\pi_{n} \rightarrow 0$ such that

$$
\left\|L_{t, n}-L_{t}\right\|_{B V_{2} \rightarrow L^{1}} \leq \pi_{n}
$$

Proof. We have $\left\|L_{t, n}-L_{t}\right\|_{L^{1}}=\left\|1_{B_{n}}\left(L_{t} f\right)\right\|_{L^{1}} \leq \operatorname{Leb}\left(B_{n}\right)\left\|L_{t} f\right\|_{\infty}$. Notice that by Lemma 18 the $C^{1}(\mathbb{R})$ norm of $L_{t} f$, and therefore its $L^{\infty}$ norm is bounded by $C_{t}\|f\|_{L^{1}\left(\mathbb{R}^{d}\right)}$. We could finally take $\pi_{n}=C_{t} \operatorname{Leb}\left(B_{n}\right)$.

Since in our case $\nu_{0}$ is nothing but the integral with respect to the Lebesgue measure, and the weak norm is the $L^{1}$ norm, R2' implies R2 as remarked at the end of Section 4.0.2.
Assumption R3 in our setting can be stated in the following way:
Proposition 26. Let $f_{0}$ denote the invariant density of the invariant measure $\mu$; then there exists a constant $C^{\prime}$ such that

$$
\pi_{n}\left\|\left(L_{t}-L_{t, n}\right) f_{0}\right\|_{B V_{2}} \leq C^{\prime} \mu\left(B_{n}\right)
$$

We saw above that $\pi_{n}$ could be taken as $C_{t} \operatorname{Leb}\left(B_{n}\right)$; moreover by Proposition 21 the quantity $\left\|\left(L_{t}-L_{t, n}\right) f_{0}\right\|_{B V_{2}}=\left\|1_{B_{n}} L_{t} f_{0}\right\|_{B V_{2}}$ is bounded by a constant $\tilde{K}$. Therefore $\pi_{n}\left\|\left(L_{t}-L_{t, n}\right) f_{0}\right\|_{B V_{2}} \leq C_{t} \tilde{K} \operatorname{Leb}\left(B_{n}\right) \leq C_{t} \tilde{K} \frac{\mu\left(B_{n}\right)}{\inf _{B_{n}} f_{0}}$, which gives the desired result since the density $f_{0}$ is strictly positive on any finite domain of $\mathbb{R}^{d}$, as it is proved in the next lemma.

[^6]Lemma 27. Let $f_{0}$ be the density of the unique invariant measure. Then

$$
\inf _{x \in B} f_{0}(x)>0
$$

where $B$ is any bounded subset of $\mathbb{R}^{d}$.

Proof. For $t>0$, part 1 of Theorem 6 gives, for $(x, y) \in \mathbb{R}^{d}$ :

$$
D(x, y):=C_{0}^{-1} g_{\lambda_{0}^{-1}}\left(t, \theta_{t}(x)-y\right) \leq S_{t}(x, y)
$$

The invariant measure $\mu=f_{0} d x$ satisfies $f_{0}(x)=\int_{\mathbb{R}^{d}} S_{t}(x, y) f_{0}(y) d y$. Then take a compact $\hat{K}$ such that $\int_{\hat{K}} f_{0} d y>0.5$, which is possible by the regularity of the Lebesgue measure. Therefore, for $x \in B$

$$
f_{0}(x) \geq \min _{x \in B, y \in \hat{K}} D(x, y) \int_{\hat{K}} f_{0}(y) d y>0.5 \min _{x \in B, y \in \hat{K}} D(x, y)
$$

and the minimum on $D$ is strictly positive by the smoothness of $g_{\lambda_{0}}^{-1}$.

Assumption R4 needs some more work. The next proposition will show that all the quantities $q_{k}$ defined in the Assumption R7 are equal to 0 . In the present setting they are defined as the limit for $n \rightarrow \infty$ of the following quantities:

$$
q_{k, n}=\frac{\int\left(L_{t}-L_{t, n}\right) L_{n}^{k}\left(L_{t}-L_{t, n}\right)\left(f_{0}\right) d m}{\mu\left(B_{n}\right)}
$$

where $m$ is the Lebesgue measure on $\mathbb{R}^{d}$.
Proposition 28. For each $k \geq 0$ we have

$$
\lim _{n \rightarrow \infty} q_{k, n}=0
$$

Proof. Let us introduce the function $f_{k, n}:=\frac{L_{n}^{k}\left(L_{t}-L_{t, n}\right)\left(f_{0}\right)}{\mu\left(B_{n}\right)}$; we have
$\lim _{n \rightarrow \infty} q_{k, n}=\lim _{n \rightarrow \infty} \int\left(L_{t}-L_{t, n}\right) f_{k, n} d m=\lim _{n \rightarrow \infty} \int 1_{B_{n}} L_{t} f_{k, n} d m \leq \lim _{n \rightarrow \infty} m\left(B_{n}\right)\left\|L_{t} f_{k, n}\right\|_{\infty}$.
As in the proof of Proposition 25, by Lemma 18, the $C^{1}\left(\mathbb{R}^{d}\right)$ norm of $L_{t} f_{k, n}$, and therefore its infinity norm, is bounded by $C_{t}\left\|f_{k, n}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}$. On the other hand $C_{t}\left\|f_{k, n}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leq \frac{C_{t} \operatorname{Leb}\left(B_{n}\right)}{\mu\left(B_{n}\right)}$ by proposition 25 . The ratio $\frac{\operatorname{Leb}\left(B_{n}\right)}{\mu\left(B_{n}\right)}$ is bounded by a constant, as shown in the proof of Proposition 26. Then we get

$$
\lim _{n \rightarrow \infty} q_{k, n} \leq \operatorname{Leb}\left(B_{n}\right) \frac{C_{t} \operatorname{Leb}\left(B_{n}\right)}{\mu\left(B_{n}\right)} \rightarrow 0
$$

### 4.2 Proof of Theorem 2

In this section we can collect all the previous estimates and finally prove the main result of the paper.

Proof of Theorem 2. We recall some notations. We consider a given point in the phase space $x_{0}$ and a sequence $u_{n}$ going to 0 ; then we denote by $B_{n}$ the ball $B\left(x_{0}, \exp \left(-u_{n}\right)\right)$. To compact notation we will write $g$ for $g_{x_{0}}:=$ $-\log \left(d\left(x, x_{0}\right)\right)$. We will denote with $L_{t}$ the unperturbed transfer operator at time $t$ (see (15)) and with $L_{t, n}$ the perturbed transfer operator (see (17)). Let us also denote as $h>0$ the time discretization step introduced in (8).

Now, we rewrite (1), using the notation above and remembering that $t_{k}=$ $k h$, as

$$
\begin{align*}
& \mathbb{P} \otimes \mu\left(\left\|X_{t_{k}}^{x}-x_{0}\right\| \leq \exp \left(-u_{n}\right) \text { for every } k=0, \ldots, n-1\right) \\
& =\mathbb{P} \otimes \mu\left(X_{t_{k}}^{x} \in B_{n}^{c} \text { for every } k=0, \ldots, n-1\right) \\
& =\int_{\Omega \times \mathbb{R}^{d}} 1_{B_{n}^{c}}\left(X_{t_{0}}^{x}(\omega)\right) \cdots 1_{B_{n}^{c}}\left(X_{t_{n-1}}^{x}(\omega)\right) d \omega d \mu(x)  \tag{49}\\
& =\int_{\mathbb{R}^{d}} \mathbb{E}\left[1_{B_{n}^{c}}\left(X_{t_{0}}^{x}\right) \cdots 1_{B_{n}^{c}}\left(X_{t_{n-1}}^{x}\right)\right] d \mu(x)
\end{align*}
$$

Thus we can reformulate (1) by identifying sequences $\left\{u_{n}\right\}_{n \in \mathbb{N}}$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{d}} \mathbb{E}\left[1_{B_{n}^{c}}\left(X_{t_{0}}^{x}\right) \cdots 1_{B_{n}^{c}}\left(X_{t_{n-1}}^{x}\right)\right] d \mu(x) \in(0,1) \tag{50}
\end{equation*}
$$

By using Corollary 13 together with (18), after recalling that the invariant measure $\mu$ is absolutely continuous w.r.t to Lebesgue with density by $f_{0}$, we are finally able to write the distribution of the maxima in an operator-like way as

$$
\begin{align*}
& \mathbb{P} \otimes \mu\left(\left(\max _{k=0, \ldots, n-1} g_{x_{0}}\left(X_{t_{k}}^{x}\right)\right) \leq u_{n}\right) \\
& =\int_{D} \mathbb{E}\left[1_{B_{n}^{c}}\left(X_{t_{0}}^{x}\right) \cdots 1_{B_{n}^{c}}\left(X_{t_{n-1}}^{x}\right) 1\left(X_{t_{n-1}}^{x}\right)\right] f_{0}(x) d x  \tag{51}\\
& =\int\left(P_{t_{0}, n} \circ P_{t_{1}-t_{0}, n} \circ \cdots \circ P_{t_{n}-t_{n-1}, n}\right)(1)(x) f_{0}(x) d x=\int L_{h, n}^{n} f_{0} d x
\end{align*}
$$

where $L_{h, n}^{n}$ denotes the $n$-th power of the operator $L_{h, n}$.
Now we apply Proposition 24 to the transfer operator $L_{h}$ and to its perturbations $L_{h, n}$. We consider as a strong space the space $\mathcal{B}\left(\mathbb{R}^{d}\right)=B V_{2}$ and $L^{1}\left(\mathbb{R}^{d}\right)$ as a weak space. The assumptions of section 4.0 .1 are verified by $L_{h}$ and by $L_{h, n}$ thanks to the sufficient conditions quoted in section 4.1; therefore we have the following spectral decomposition for the perturbed operator $L_{h, n}$ :

$$
\begin{equation*}
\lambda_{h, n}^{-1} L_{h, n}=f_{h, n} \otimes \mu_{h, n}+Q_{h, n} \tag{52}
\end{equation*}
$$

where $f_{h, n} \in B V_{2}, \mu_{h, n} \in\left(B V_{2}\right)^{\prime}$ and $Q_{h, n}: B V_{2} \rightarrow B V_{2}$ is a bounded operator with spectral radius uniformly bounded in $n$ by some $\rho<1$. Moreover $L_{h, n} f_{h, n}=\lambda_{h, n} f_{h, n}$ and $\mu_{h, n} L_{h, n}=\lambda_{h, n} \mu_{h, n}$.

By denoting with $\left\langle\mu_{h, n}, g\right\rangle$ the action of the linear functional $\mu_{h, n}$ over $g \in$ $B V_{2}$, we have

$$
\begin{equation*}
L_{n} g=\lambda_{h, n} f_{h, n}\left\langle\mu_{h, n}, g\right\rangle+\lambda_{h, n} Q_{h, n}(g) \tag{53}
\end{equation*}
$$

moreover we use the normalization $\int f_{h, n} d x=1$ and $\left\langle\mu_{h, n}, f_{h, n}\right\rangle=1$. Thus it is sufficient to control $\int\left(L_{n}^{n+1} f_{0}\right)(x) d x$ by plugging (53) in it. Since we have a direct sum decomposition of our operator, we can iterate and get

$$
\begin{equation*}
\int\left(L_{n}^{n} f_{0}\right)(x) d x=\lambda_{h, n}^{n}\left\langle\mu_{h, n}, f_{0}\right\rangle+\lambda_{h, n}^{n} \int\left(Q_{h, n}^{n} f_{0}\right)(x) d x \tag{54}
\end{equation*}
$$

Now, 1 is the largest unique eigenvalue of the unperturbed operator $L_{h}$ and by proposition 24 and proposition 28 we have $\theta=1$, therefore:

$$
\begin{equation*}
\lambda_{n}=1-\mu\left(B_{n}\right)+o\left(\mu\left(B_{n}\right)\right) \tag{55}
\end{equation*}
$$

Then by substituting (55) in (54) we have

$$
\begin{align*}
\int\left(L_{n}^{n} f_{0}\right)(x) d x & =e^{n \log \left(1-\mu\left(B_{n}\right)+o\left(\mu\left(B_{n}\right)\right)\right.}\left[\left\langle\mu_{h, n}, f_{0}\right\rangle+\int Q_{h, n}^{n} f_{0} d x\right] \\
& =e^{-n \mu_{0}\left(B_{n}\right)+n o\left(\mu_{0}\left(B_{n}\right)\right)}\left[\left\langle\mu_{n}, f_{0}\right\rangle+\int Q_{h, n}^{n} f_{0} d x\right] \tag{56}
\end{align*}
$$

Let us now recall that by [14, Lemma 6.1] we have $\left\langle\mu_{n}, f_{0}\right\rangle \rightarrow 1$. Moreover by (43) we a uniform exponential convergence to zero of

$$
\int Q_{h, n}^{n} f_{0} d x \leq\left\|Q_{h, n}^{n} f_{0}\right\|_{L^{1}} \leq\left\|Q_{h, n}^{n} f_{0}\right\|_{B V_{2}} \leq \text { Const } \rho^{n}
$$

Now, as assumed in the statement of Proposition 2, we choose the sequence $\left\{u_{n}\right\}_{n \in \mathbb{N}}$ and a $\tau \in \mathbb{R}, \tau>0$ such that

$$
\begin{equation*}
n \mu\left(B_{n}\right) \rightarrow \tau \tag{57}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\int L_{n}^{n} f_{0} d x \rightarrow e^{-\tau} \tag{58}
\end{equation*}
$$

proving (10).

## 5 Poisson statistics

Proof of Theorem 5. For this proof, similarly to the proof of Theorem 2 we will apply 24 . We start by computing the characteristic function of the random variable $S_{n}=\sum_{i=0}^{n-1} 1_{B_{n}}\left(X_{i h}^{x}\right)$ :

$$
\begin{equation*}
\Phi_{n}(s)=\int e^{i s S_{n}} d \mathbb{P} d \mu=\int \mathbb{E}\left(e^{i s S_{n}}\right) f_{0} d x \tag{59}
\end{equation*}
$$

where $f_{0}$ is the density of $\mu$. We then introduce the perturbed operators for $f \in B V_{2}\left(\mathbb{R}^{d}\right): 8$

$$
\begin{gather*}
\mathcal{L}_{t, n} f(x)=e^{i s 1_{B_{n}}(x)} L_{t} f(x)  \tag{60}\\
\mathcal{P}_{t, n} f(x)=\mathbb{E}\left(e^{i s 1_{B_{n}}\left(X_{h}^{x}\right)} f\left(X_{h}^{x}\right)\right) \tag{61}
\end{gather*}
$$

By using (15) we get, for $f \in B V_{2}\left(\mathbb{R}^{d}\right), g \in L^{\infty}$ :

$$
\begin{equation*}
\int \mathbb{E}\left(e^{i s 1_{B_{n}}\left(X_{h}^{x}\right)} g\left(X_{h}^{x}\right)\right) f(x) d x=\int \mathcal{P}_{t, n} g(x) f(x) d x=\int \mathcal{L}_{t, n} f(x) g(x) d x \tag{62}
\end{equation*}
$$

We then observe that Lemma 11 holds for the new operator $\mathcal{P}_{t, n}$ just by replacing the characteristic function $1_{B_{n}}$ with $e^{i s 1_{B_{n}}}$.

Lemma 29. For every $t, s \geq 0, \phi \in L^{\infty}\left(\mathbb{R}^{d}\right)$

$$
\mathcal{P}_{t, n}\left(\mathcal{P}_{s, n}(\phi)\right)(x)=\mathbb{E}\left[e^{i s 1_{B_{n}}\left(X_{t}^{x}\right)} e^{i s 1_{B_{n}}\left(X_{t+s}^{x}\right)} \phi\left(X_{t+s}^{x}\right)\right] .
$$

Using this and the equalities (62), we have

$$
\begin{equation*}
\Phi_{n}(s)=\int e^{i s S_{n}} d \mathbb{P} d \mu=\int \mathcal{L}_{t, n}^{n} f_{0}(x) d x \tag{63}
\end{equation*}
$$

where $f_{0}$ is the density of the stationary measure. We now apply Theorem 24 to the operators $\mathcal{L}_{t, n}$, using $B V_{2}$ and $L^{1}$ as a strong and weak space. In order to do this, we check the assumptions (R1) to (R4), in particular (R1'), (R2'), (R3), (R4). We will omit some detail, as the proofs are similar to what is done in Section 4.1.

- (R1') Lasota-Yorke inequality. We follow Propositions 21 and Proposition 22. Let first compute the norm $\left\|\mathcal{L}_{t, n}^{m} f\right\|_{L_{2}^{1}}, m \geq 1$. We have

$$
\begin{gathered}
\left\|\mathcal{L}_{t, n}^{m} f\right\|_{L_{2}^{1}}=\left\|\mathcal{L}_{t, n} \mathcal{L}_{t, n}^{m-1} f\right\|_{L_{2}^{1}}=\left\|L_{t} \mathcal{L}_{t, n}^{m-1} f\right\|_{L_{2}^{1}} \leq \\
\left\|L_{t}\left|\mathcal{L}_{t, n}^{m-1} f\right|\right\|_{L_{2}^{1} \mid} \leq\left\|L_{t}^{2}\left|\mathcal{L}_{t, n}^{m-2} f\right|\right\|_{L_{2}^{1}} \leq \cdots \leq\left\|L_{t}^{m}|f|\right\|_{L_{2}^{1}}
\end{gathered}
$$

[^7]We finally apply lemma 17 to the rightmost quantity to get the equivalent of Proposition 22. We now need the equivalent of Proposition 21, in particular we have to estimate the oscillation seminorm of $e^{i s 1_{B_{n}}} L_{t} f$. Using the formula ${ }^{9}$, we get

$$
\begin{aligned}
& \left\|e^{i s 1_{B_{n}}} L_{t} f\right\|_{\operatorname{osc}\left(\mathbb{R}^{d}\right)}=\sup _{0<\eta \leq 1} \frac{1}{\eta} \int \operatorname{osc}\left(L_{t} f, B_{\eta}(x)\right) d \psi+ \\
& \sup _{0<\eta \leq 1} \frac{1}{\eta} \int \operatorname{osc}\left(e^{i s 1_{B_{n}}}, B_{\eta}(x)\right) \sup |L f| d \psi:=(I)+(I I)
\end{aligned}
$$

The first piece (I) on the right hand side is $\left\|L_{t} f\right\|_{\operatorname{osc}\left(\mathbb{R}^{d}\right)}$ and is bounded as in (31). For the second one, we now distinguish two cases. We suppose first than $\eta<e^{-u_{n}}$; the oscillation in the integral will contribute only when the balls $B_{\eta}(x)$ will cross at the same time the ball $B_{n}$ and its complement. In this case the oscillation will be constant and equal to $\left|e^{i s}-1\right|$ on the $2 \eta$-neighborhood of the ball $B_{n}$. If we call $S_{n}$ such a neighborhood as in the proof of Proposition 21, the Lebesgue measure of $S_{n}$ will be bounded by a constant $\tilde{C}$ (depending on $d$ ) times $\eta$. In the second case, $\eta \geq e^{-u_{n}}$ only the points belonging to $B_{2 \eta}\left(B_{n}\right)$ will contribute to the integral and the measure of these points is the volume of the hyper sphere of radius $\eta$ which is $O\left(\eta^{d}\right)$. Then we get as in (41), where we also introduced the constant $\hat{C}$ :

$$
(I I) \leq \sup _{0<\eta \leq 1} \frac{\tilde{C} \eta}{\eta}\left\|L_{t} f\right\|_{L^{\infty}\left(\psi, S_{n}\right)} \psi\left(S_{n}\right) \leq 2 \hat{C} \tilde{C}\|f\|_{L_{2}^{1}\left(\mathbb{R}^{d}\right)}\left\|\psi^{\prime}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}
$$

Therefore we get

$$
\left\|e^{i s 1_{B_{n}}} L_{t} f\right\|_{\operatorname{osc}\left(\mathbb{R}^{d}\right)} \leq C_{t, 2}\left\|L_{t} f\right\|_{\operatorname{osc}\left(\mathbb{R}^{d}\right)}+\bar{C}\|f\|_{L_{2}^{1}\left(\mathbb{R}^{d}\right)} \leq\left[C_{t, 2}+\bar{C}\right]\|f\|_{L_{2}^{1}\left(\mathbb{R}^{d}\right)}
$$

where $\bar{C}=2 \hat{C} \tilde{C}\left\|\psi^{\prime}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}$. We then put $C^{@}:=C_{t, 2}+\bar{C}$ and we continue as

$$
\begin{aligned}
&\left\|\mathcal{L}_{t, n}^{m} f\right\|_{\operatorname{osc}\left(\mathbb{R}^{d}\right)}=\left\|\mathcal{L}_{t, n} \mathcal{L}_{t, n}^{m-1} f\right\|_{\operatorname{osc}\left(\mathbb{R}^{d}\right)}=\left\|e^{i s 1_{B_{n}}} L_{t}\left(\mathcal{L}_{t, n}^{m-1} f\right)\right\|_{\operatorname{osc}\left(\mathbb{R}^{d}\right)} \leq \\
& C^{@}\left\|\mathcal{L}_{t, n}^{m} f\right\|_{L_{2}^{1}\left(\mathbb{R}^{d}\right)} \leq C^{@}\left\|L_{t}^{m-1}|f|\right\|_{L_{2}^{1}} .
\end{aligned}
$$

We therefore bound the right hand side of the previous inequality with lemma 17 and this will finally give us the Lasota-Yorke inequality, since $\left\|\mathcal{L}_{t, n}^{m} f\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leq\|f\|_{L^{1}\left(\mathbb{R}^{d}\right)}$.

- (R2') We have to bound the quantity $\left\|L_{t, n}-L_{t}\right\|_{B V_{2} \rightarrow L^{1}} \leq \pi_{n}$, where the quantity $\pi_{n}$ was defined at item R 2 in section 4.0.1.
We have for $f \in B V_{2}$ and using Lemma 18:

[^8]\[

$$
\begin{gathered}
\left\|\left(\mathcal{L}_{t, n}-L_{t}\right)(f)\right\|_{L^{1}}=\int_{B_{n}}\left|e^{i s}-1\left\|L_{t} f \mid d x \leq 2 \operatorname{Leb}\left(B_{n}\right)\right\| L_{t} f \|_{C^{1}\left(\mathbb{R}^{d}\right)} \leq\right. \\
2 \operatorname{Leb}\left(B_{n}\right) C_{t}\|f\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leq 2 \operatorname{Leb}\left(B_{n}\right) C_{t}\|f\|_{B V_{2}}
\end{gathered}
$$
\]

with $\pi_{n}=2 \operatorname{Leb}\left(B_{n}\right) C_{t}$.

- (R3') The closeness of the two operators is also quantified by

$$
\Delta_{n}=\int\left(L_{t}-\mathcal{L}_{t, n}\right) f_{0} d x=\left(1-e^{i s}\right) \mu\left(B_{n}\right)
$$

We have now to show that

$$
\pi_{n}\left\|\left(\mathcal{L}_{t, n}-L_{t}\right)\left(f_{0}\right)\right\|_{B V_{2}} \leq \text { constant }\left|\Delta_{n}\right|
$$

Since the density $f_{0}$ is locally bounded away from zero, see Lemma 27 , it will be enough to show that the quantity $\left\|\left(e^{i s 1_{B_{n}}}-1\right) L_{t}\left(f_{0}\right)\right\|_{B V_{2}}$ is bounded by a constant independent of $n$. This follows by exactly the same arguments which allowed us to bound the $B V_{2}$ norm of $e^{i s 1_{B_{n}}} L_{t}$ in item (R1').

- (R4) The quantities $q_{k}{ }^{10}$. associated to this perturbation will therefore have the form

$$
\begin{equation*}
q_{k}=\lim _{n \rightarrow \infty} \frac{1}{\Delta_{n}} \int\left(L_{t}-\mathcal{L}_{t, n}\right) \mathcal{L}_{n}^{k}\left(L_{t}-\mathcal{L}_{t, n}\right)\left(f_{0}\right) d x \tag{64}
\end{equation*}
$$

provided the limits exists. We now show that all these quantities are zero, just by repeating the proof of Proposition 28. Let us consider the function $g_{k, n}:=\frac{\mathcal{L}_{t, n}^{k}\left(L_{t}-\mathcal{L}_{t, n}\right)\left(f_{0}\right)}{\left(1-e^{i s}\right) \mu\left(B_{n}\right)}$. We have

$$
\begin{gathered}
q_{k}=\lim _{n \rightarrow \infty} \int\left(L_{t}-\mathcal{L}_{t, n}\right) g_{k, n} d x=\lim _{n \rightarrow \infty} \int_{B_{n}}\left(1-e^{i s}\right) L_{t} g_{k, n} d x \leq \\
\lim _{n \rightarrow \infty}\left|1-e^{i s}\right| \operatorname{Leb}\left(B_{n}\right)\left\|L_{t} g_{k, n}\right\|_{\infty}
\end{gathered}
$$

By using lemma 18 , we have that $\left\|L_{t} g_{k, n}\right\|_{\infty} \leq C_{t}\left\|g_{k, n}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}$, and it is immediate to check that $\left\|g_{k, n}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leq 1$. In conclusion the limit defining $q_{k}$ will tend to 0 when $n \rightarrow \infty$.

As in the proof of the Gumbel's law, we need that, given the number $\tau$, the measure of the set $B_{n}$ scales like $n \mu\left(B_{n}\right) \rightarrow \tau, n \rightarrow \infty$.

Then we get for the top eigenvalue $\iota_{n}$ of $\mathcal{L}_{t, n}$, see Proposition 24

$$
\iota_{n}=1-\left(1-\sum_{k=0}^{\infty} q_{k}\right) \Delta_{n}+o\left(\Delta_{n}\right)=1-\left(1-e^{i s}\right) \mu\left(B_{n}\right)+o\left(\mu\left(B_{n}\right)\right)
$$

[^9]Since the assumptions of section 4.0 .1 are verified by $L_{t}$ and by $\mathcal{L}_{t, n}$ thanks to the sufficient conditions quoted in section 4.1, we could repeat the steps from eq. (53) to (56) showing that the leading term in the growing of $\Psi_{n}(s)$ is just given by the $n$-th power of $\iota_{n}$. Therefore

$$
\lim _{n \rightarrow \infty} \Phi_{n}(s)=\lim _{n \rightarrow \infty} \int e^{i s S_{n}} d \mathbb{P} d \mu=\lim _{n \rightarrow \infty} \iota_{n}^{n}=e^{-\left(1-e^{i s}\right) \tau}:=\Phi(s)
$$

Notice that this is just the pointwise limit of the characteristic function of the random variable

$$
S_{n, \tau}:=\sum_{i=0}^{\left\lfloor\frac{\tau}{\mu\left(B_{n}\right)}\right\rfloor} 1_{B_{n}}\left(X_{i h}^{x}\right)
$$

Since $\Phi(s)$ is continuous in $s=0$, it is the characteristic function of a random variable $W$ to which $S_{n, \tau}$ converges in distribution. But such a limiting variable $W$ has the Poisson distribution

$$
\nu_{W}(\{k\})=\frac{e^{-\tau} \tau^{k}}{k!}
$$
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[^1]:    ${ }^{1}$ This is not satisfied by quadratic operators, therefore an additional Lipschitz cut-off is necessary to get a finite dimensional operator as above.

[^2]:    ${ }^{2}$ These kind of spaces have also been used already in the context of extreme value theory (see [7, 5]).
    ${ }^{3}$ By inspecting carefully the proof of next Lemma 15 and Proposition 21 we see that our choice of $\epsilon_{0}=1$ in the definition of oscillation does not impose any limitation. Since we are considering a localization scheme through $B_{n}\left(x_{0}\right)$ it sufficient to choose $\epsilon$ large enough to include sets $B_{n}\left(x_{0}\right)$. Moreover by Lemma 18 we see that, beside the discontinuities created by our $1_{B_{n}}$, the oscillation of $L_{t} f$ can be easily controlled, as $L_{t} f$ is regularized to $C^{1}$. This setup is different from those originally of Keller and Saussol, where $\epsilon_{0}$ was tied to the size of the partitions and the expansions of the considered maps, and had to be chosen accordingly.

[^3]:    ${ }^{4}$ The proof can be obtained by adapting Propositions B. 4 and B. 5 in B. Saussol PhD thesis ([22]). First of all one notices that $L_{\alpha}^{1}\left(\mathbb{R}^{d}\right)$ is complete. Then, if $f_{n}$ is a Cauchy sequence in $B V_{\alpha}$, it is also Cauchy in $L_{\alpha}^{1}\left(\mathbb{R}^{d}\right)$ and therefore in $L^{1}(\psi)$, since $\psi^{\prime} \in L^{\infty}\left(\mathbb{R}^{d}\right)$. Then one finally applies Propositions B. 4 and B. 5 in Saussol's thesis which explicitly uses $L^{1}(\psi)$ for the oscillatory part.

[^4]:    ${ }^{5}$ The volume of $S_{n}$ is bounded by the volume of the corresponding annulus of size $2 \eta$ around an hypersphere of radius 1 . In this case the lowest order of such a volume is $\eta$ times a constant depending on $d$.

[^5]:    ${ }^{6}$ In general the set $E$ could be taken as a closed set of parameters with $\epsilon=0$ as an accumulation point. Moreover, as Keller wrote in [15] "It is assumed that $E$ is a closed subset of $\mathbb{R}$, but again the parameter $\epsilon$ enters the estimates only via the derived quantities $\pi_{\epsilon}$ and $\Delta_{\epsilon}$ (see our conditions R2 and R3 below), so that also this result is valid for more general sets of parameters."

[^6]:    ${ }^{7}$ Here is the argument. Consider first the operator $L f(y)=\int S_{h}(x, y) f(x) d x$, where $S_{h}(\cdot, \cdot)$ is the Markov kernel defined on $\mathbb{R}^{2}$ and is bounded from below on any compact set $K \in \mathbb{R}^{2}$. We want to show that there exists only one fixed point for $L$. Suppose there are two, say $h_{1}, h_{2}$. Define $\hat{h}=\min \left(h_{1}, h_{2}\right)$. Notice that $h_{1}-\hat{h}$ is nonnegative on a set $\Omega$ of positive Lebesgue measure; moreover from a classical trick, we have easily that $L\left(h_{1}-\hat{h}\right)=h_{1}-\hat{h}$. Take now a sequence of monotonically increasing compact sets $K_{n}$ such that the first verifies $K_{1} \subset \Omega$, $\operatorname{Leb}\left(K_{1} \cap \Omega\right)>0$ and $\bigcup_{n} K_{n}=\mathbb{R}^{2}$ (use the regularity of the Lebesgue measure). Then take $y \in$ $K_{n}$ and we get $h_{1}(y)-\hat{h}(y) \geq \int_{x \in K_{n} \cap \Omega} S_{h}(x, y)\left(h_{1}(x)-\hat{h}(x)\right) d x$. Notice that the right hand side is strictly positive. So we have that $h_{1}(y)>h_{2}(y), y \in K_{n} \Rightarrow \int_{K_{n}} h_{1} d x>\int_{K_{n}} h_{2} d x$. By passing to the limit we have $\int h_{1} d x>\int h_{2} d x$, which is impossible. Call $h$ the unique fixed point of $L$. Consider now the peripheral spectrum of $L$ which consists of a finite union of finite cyclic groups. For each of those eigenvalues call $g$ one of the corresponding eigenvector. There exists $k \geq 1$ such that 1 is the unique peripheral eigenvalue of $L^{k}: L^{k} g=g$. But $L^{k} h=h$, and by repeating the proof above we see that $g=h$.

[^7]:    ${ }^{8}$ We now require that our functions have valued in $\mathbb{C}$; in this case the oscillation is defined as $\operatorname{osc}(f, S)=\operatorname{esssup}|f(x)-f(y)|, x, y \in S$. With this definition the function spaces and the norms considered extend straightforward to the complex case. We will keep denoting these spaces as $L_{\alpha}^{1}\left(\mathbb{R}^{d}\right)$ and $B V_{\alpha}\left(\mathbb{R}^{d}\right)$ also in the complex valued case.

[^8]:    ${ }^{9}$ if $u, v \in B V_{2}$ and $B$ a measurable set, then $\operatorname{osc}(u v, B) \leq \operatorname{osc}(u, B) \operatorname{esssup}_{B} v+$ $\operatorname{osc}(v, B) \operatorname{essinf}_{B}|u|$.

[^9]:    ${ }^{10}$ We use the same symbol as for the $q_{k}$ introduced in item R 4 in section 4.0.1

