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Efficient learning of the structure and parameters of local Pauli noise channels
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The unavoidable presence of noise is a crucial roadblock for the development of large-scale quan-
tum computers and the ability to characterize quantum noise reliably and efficiently with high
precision is essential to scale quantum technologies further. Although estimating an arbitrary quan-
tum channel requires exponential resources, it is expected that physically relevant noise has some
underlying local structure, for instance that errors across different qubits have a conditional inde-
pendence structure. Previous works showed how it is possible to estimate Pauli noise channels with
an efficient number of samples in a way that is robust to state preparation and measurement errors,
albeit departing from a known conditional independence structure.

We present a novel approach for learning Pauli noise channels over n qubits that addresses this
shortcoming. Unlike previous works that focused on learning coefficients with a known conditional
independence structure, our method learns both the coefficients and the underlying structure. We
achieve our results by leveraging a groundbreaking result by Bresler for efficiently learning Gibbs
measures and obtain an optimal sample complexity of O(log(n)) to learn the unknown structure
of the noise acting on n qubits. This information can then be leveraged to obtain a description of
the channel that is close in diamond distance from O(poly(n)) samples. Furthermore, our method
is efficient both in the number of samples and postprocessing without giving up on other desirable
features such as SPAM-robustness, and only requires the implementation of single qubit Cliffords.
In light of this, our novel approach enables the large-scale characterization of Pauli noise in quantum

devices under minimal experimental requirements and assumptions.

INTRODUCTION

With the increasing size and quality of quantum de-
vices in the last years, it becomes increasingly important
to develop tools that can characterize and identify multi-
ple (possibly correlated) error rates. One particular class
of channels that has received considerable attention over
the recent years is that of Pauli channels [IH5]. This
is justified by the fact that randomized compiling tech-
niques can bring the noise affecting a quantum device into
this normal form [6] and that it models well logical er-
rors [B]. Furthermore, Pauli channels have much more
mathematical structure than arbitrary quantum chan-
nels, making it easier to treat them analytically. Un-
fortunately, even the simpler class of Pauli channels re-
quires a number of samples that scales exponentially in
the number of qubits [I] to be characterized globally, i.e.
in the diamond norm.

However, it is expected that noise in physical systems
will exhibit some locality, i.e. the probability of differ-
ent Pauli errors exhibits some conditional independence
structure, as illustrated and explained further in Fig.
In this case, given a hypergraph that models the con-
ditional independence structure of different Pauli errors
and assuming that the size of the largest hyperedge is
constant, the authors of |2} [7] [§] showed how to learn the
quantum channel with a number of samples that scales
polynomially in the system’s size. Furthermore, they can

achieve this even in a way that is robust to state prepara-
tion and measurement errors (SPAM) and without using
auxiliary qubits. However, these works need to assume
that the conditional independence structure is known in
advance, which limits the application of their methods
in practice. In this work, we address and solve this bot-
tleneck in estimating Pauli noise by devising a learning
protocol that is both computationally efficient and can
learn the conditional independence structure. Further-
more, our method shares the desirable features of pre-
vious protocols, namely efficient sample complexity and
robustness to SPAM.

To achieve our results, we draw upon recent results
on learning Markovian fields [9] and adapt them to our
setting. The main technical difficulty we overcome is
that these classical works assume access to samples from
the underlying distribution. In contrast, without the
use of auxiliary qubits it is not possible to sample from
the probability distribution of various Pauli errors. To
overcome this difficulty, we develop a new method that
combines features from randomized benchmarking pro-
tocols [I0HI4] together with shadow process tomography
protocols [I5HI7], and which only requires the implemen-
tation of single qubit Cliffords. Akin to process shadows,
our protocol allows for the estimation of all marginals of
Pauli errors of a given size with a number of samples that
scales logarithmically in the number of quits and expo-
nentially in the size of the marginals. And like random-
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FIG. 1. The region B of qubits (in blue) shields regions A
(in red) and C (in black) away from each other. A mea-
sure p satisfies conditional independence if p(Pa, Pc|Pg) =
w(Pa|P)u(Pc|Pg) for any such regions. In terms of Pauli
errors, it means that given the errors that occurred in B, the
distributions of errors in A and C' is independent.

ized benchmarking, this is done in a SPAM-robust way.
We then show how to run classical algorithms for learning
Markovian fields solely with estimates of the marginals.
As our protocol checks all boxes for a practical and ef-
fective Pauli learning algorithm (no auxiliary systems re-
quired, SPAM-robustness, only requires single qubit Clif-
fords, optimal sample and efficient computational com-
plexity and no knowledge of conditional independence
structure required), we believe it will find widespread ap-
plicability to characterize large scale quantum devices.

PRELIMINARIES

Let d = 2™ be the dimension of an n-qubit system.
We use the notation [d] := {1,...,d}. A quantum state
is a positive semi-definite Hermitian matrix of trace 1.
We denote the identity matrix by I; € €% and by
idg : ©4*4 — ©9%9 the identity map, and omit the sub-
script if the dimension is clear from context. A quan-
tum channel is a map N : €% — C?¥¢ of the form
N(p) = > AkpAL where the Kraus operators {Ag}x
satisfy 3, Al Ay = I. If the quantum channel A satis-
fies further M(I) = L, it is called unital.

We define the diamond distance between two quantum
channels A and M as the diamond norm of their differ-
ence:

IN=Mllo = max _lids® N = M)(|$) (6]l

I
o:t2((0) (6)=1

where the the Schatten 1-norm of a matrix M is defined
as || M|y = tr(MTM).

Pauli channels are a special class of quantum chan-
nels whose Kraus operators are weighted Pauli operators.
Formally, a Pauli quantum channel P can be written as
follows:

P(p)= > w(P)PpP (1)

PeP,

where we recall that the Pauli matrices X,Y, Z take the
form

) () ()

and where p is a probability distribution over the set
P, = {I, X,Y, Z}®" of n-fold tensor products of Pauli
matrices (or Pauli strings).

The elements of IP,, either commute or anticommute:
let P and ) be two Pauli operators, we have PQ =
(—-1)PRQP, where P.Q = 0if [P,Q] =0 and P.Q =1
otherwise. Furthermore, we will denote the number of
non-identity elements of a Pauli string P, its weight, by
w(P).

We consider the Pauli channel tomography problem
which consists of learning a Pauli channel in the diamond
norm. Given a precision parameter € > 0, the goal is to
construct a Pauli channel P satisfying with at least a
probability 2/3:

P~ Pl < e

An algorithm A is 1/3-correct for this problem if it out-
puts a Pauli channel e-close to P with a probability of
error at most 1/3. We choose to learn in the diamond
norm because it characterizes the minimal error probabil-
ity to distinguish between two quantum channels when
auxiliary systems are allowed [18]. Since the diamond
norm between two Pauli channels is exactly twice the to-
tal variation distance between their corresponding proba-
bility distributions [13], approximating the Pauli channel
P in diamond norm is equivalent to approximating the
probability distribution p in total variation distance. The
latter is defined for two probability distributions p and ¢
on [d] as follows:

d
1
lp —qllTv = 5 z; Ipi — qil-
i—

The learner can only extract classical information from
the unknown Pauli channel P by performing a measure-
ment on the output state for a choice of the input state.
Throughout the paper, we only consider unentangled or
incoherent measurements. That is, the learner can only
measure with an n-qubit measurement device, and using
auxiliary qubits or measuring multiple copies at once is
not allowed. Furthermore, we only require product Pauli



eigenstates as input states and measurements in product
Pauli bases. This corresponds to a minimal and feasible
experimental setup.

It is possible to identify the Pauli strings modulo
phases with the space (Zy x Z3)™ [18]. Through this
identification, it is possible to see that for some Pauli

string @

0g = g rQP@) = Y (1" u(P) ()

PeP,

is nothing but the Fourier coefficient of the distribution.
Thus, it is possible to estimate the marginals of the distri-
bution p from such Fourier coefficients, as we will explain
in more detail below. In the appendix, we provide a sim-
ple scheme to learn these coefficients in a way that is ro-
bust to both state preparation and measurement (SPAM)
errors and is inspired by randomized benchmarking (RB)
combined with recent classical process shadows (PC) pro-
tocols [I5HIT7]. It combines the best of these two types
of protocols: SPAM-robustness (a feature of RB, but not
of PC) and parallelization of estimates (a feature of PC,
but not of RB). For our protocol, we assume that we can
prepare product Pauli eigenstates and measure in Pauli
bases, and that the SPAM error is independent of the
state and measurement and modeled by quantum chan-
nels @, P, (see Fig. Under these conditions, we have:

Proposition 1 (see Corollary [7). Let Pi,..., Py, bem
Pauli strings such that w(P;) < w, denote by py the prob-
ability that no error occurs, i.e. po = u(I), and suppose
that for a constant Cspay we have for all 1 < i < m:

272" tx (¥} (P)P) tr (®3(P)P,) | > Cspant.  (4)

Then O(3¥e 2Cgppy log(md™1)) state preparation and
measurements in the setting described above suffice to es-
timate all ap, up to an error €(1 — pg) with probability of
success at least 1 — 6. Furthermore, the mazximal num-
ber k of uses of the channel needed in each run satisfies

k = O(log(1/(1 = po))-

From Fourier coefficients, one can easily reconstruct
marginals of the distribution p as follows: denoting by
A C [n] a certain set of qubits, the marginal p4 is defined
as

pa@ =Y wQweP)= > (-1)%¥"ap,QeP,

PcPy P'ePo

where P x denotes the set of Pauli strings over a region
X C [n]. For ease of notations, we denote by Px the
Pauli sub-string generated by P € P,, on a region X C

In this paper, we will assume that the underlying dis-
tribution p has full support and has a conditional inde-
pendence structure modeled by a (potentially unknown)

hypergraph H = (V, H) with n vertices corresponding to
the qubits. In a nutshell, the hypergraph encodes the
fact that, if two sets of vertices A,C are shielded away
from each other by a third set of vertices B, then the
probability that a certain error occurs in vertices A, C
is independent conditioned on the errors that happened
on B. To illustrate this concept, imagine three qubits
arranged on a line such that qubit 1,2 and 2,3 interact
but not 1,3. Then we could assume that, once we fixed
that a given error happened on qubit 2, the probability
of errors happening on 1 and 3 are independent.

The Hammersley-Clifford theorem [I9] then implies
that such a measure p corresponds to a Gibbs distri-
bution. This means that

WPy —ew (Y%

£=1 h=(i1,...,ig)€H

9" (Py) — c) . )

Here 6" : P, — R is a function that takes as inputs
Pauli matrices on qubits 7; . ..4s. These functions are re-
ferred to as clique potentials. In the equation above, C
is a constant that ensures the distribution is normalized
and is called the log-partition function. The parame-
ter r denotes the maximal range of a potential, i.e. how
many qubits it acts on. We also assume w.l.o.g. that
> _0cP, 6"(Q) = 0, as we can always shift the potential
by a constant without changing the distribution.

A hyperedge h is called maximal if no other hyperedge
of strictly larger size contains h. A graph G = (V, E) can
be obtained by replacing every hyperedge with a clique.
In other words, each clique in the graph corresponds to
a local interaction in H. Let D be a bound on the maxi-
mum degree of the graph. We denote by I'(u) the neigh-
bors of u. We further require the following conditions to
ensure that we can learn the hypergraph:

(a) Every edge (i,7) € E is contained in some hyper-
edge h € H where the corresponding tensor is non-
Zero.

(b) For every maximal hyperedge h € H, 6" takes at
least one value lower bounded by some constant
a > 0 in absolute value.

(c) All the values 6" takes are upper bounded by a
constant 8 > 0 in absolute value.

LEARNING THE CONDITIONAL
INDEPENDENCE STRUCTURE

Our first task is to learn the set H of hyperedges. For
this, we adapt a greedy approach by Bresler [9]. Given a
site u and regions I, S, first introduce the functional

Vu, 115 = ERr,cEpsmps |:|Au,I|S|:| ; (6)



where A, 715 = P, (P, = R,Pr = G|Ps) — P,(P, =
R|Ps)P,(Pr = G|Ps), R is a configuration drawn uni-
formly at random from P, and G is an |I|-tuple drawn
uniformly at random from IP;. Finally, Ps is drawn ac-
cording to the unknown distribution pg. This quantity
will play a crucial role in our algorithm. In words, it
quantifies the amount by which the site v and region I
are correlated, conditioned on the nature of the config-
uration of Pauli matrices in the region S. In spirit, the
larger v, 1|5, the more likely v and I are to be neighbor-
ing, and it will be 0 if S shields u away from I. Since
we do not have direct access to this quantity due to its
dependence on the unknown distribution pig,urus, we
also define an estimate for it in the standard way:

Vuris = Erc Ep, {|3u,1\s|} : (7)

Here, we assume access to an approximation fif,yurus of
the distribution pg,3urus which we will later construct
from access to the Fourier coefficients introduced in .
The average E ps is therefore defined with respect to the
fifuyurus (Pu =R, P =
G|Ps) = Pppyim0s(Pu = RIPS)Pu,,,06(Pr = G|Ps).
The following algorithm will succeed in finding the neigh-
borhood of a node u with high probability as long as
Uy, 115 is sufficiently close to v, jjs. The algorithm also
depends on two parameters 7, L > 0, where 7 serves as a
thresholding constant, whereas L upper bounds the size
of the superset of a neighborhood of u. Both these pa-
rameters will be fixed later on.

marginal fig, whereas A, j5 = P

Algorithm 1: NeighborhoodLearning

Input: Vertex u € [n], L,7 > 0.
Output: Estimated neighborhood S of u.

Initialize S := 0;
while |S| < L and 3I C [n]\S, |I| <r -1
s.t. Uy 19 > 7 do

‘ S+ SUl;

end

for i € S do

end

return S.

Next, given ¢ € N and € > 0, we denote by A(4,¢)
the event that for all w,I,S with |I|] < r — 1 and
|S| < £ simultaneously, [v, s — V15| < € In par-
ticular, we denote A = A(L,7/2). We further choose

2¢sr4+d—1 .
T = &W and L = (8/72)In(4), with v =
SUDyen] 2apm1 D ige . <iy |guiz-ie] oy and o= e .

Here |T'|max denotes the maximum entry of a tensor T.
In [20, Theorem 5.7], it is shown that whenever the event
A occurs, Algorithm [I] returns the correct set of neigh-
bors of u for every node u. It remains to estimate the
number of samples required for event A to occur with

high probability. This is done in the next Lemma.

Lemma 2. The event A occurs with probability 1 — §
when given access to

1 4ﬁr+5L r+L
O [ log ( ) > log = (8)
L=po/ (CspamTn%) 0

copies of the channel P, where py = u(I).

Proof. Since we assume that |I| < r — 1 and |S| < L,
the set {u} U T U S has cardinality at most r + L. The
number of possible subsets of [n] with at most r + L
elements is upper bounded by n"*%, and each such re-
gion corresponds to at most 4”t% different configurations.
Therefore, to learn all the Fourier coefficients ap of Pauli
strings of weight at most r 4+ L to precision é with proba-
bility 1—4, it suffices to run the protocol of Cor. [7} which
requires access to O(—log(1—pg) 3"t E 20550 log((r+
L)n™tE4r+L§5=1)) copies of the channel P. Once the co-
efficients ap are all known, we compute their inverse
Fourier transform, since for any P4 supported in A C [n],

pa(Pa)= Y (=) %aq. (9)
QEP 4

Now, knowing the coefficients ag to precision € implies
that we can compute the coefficients ps(P4) to preci-
sion at least 4"*X¢. By [20, Lemma 5.2|, this further
implies that we can compute v, 1|5 to precision € as long

as 47tLe < 647[/%. The result follows from choosing
O

Combining this with |20, Theorem 5.7], we conclude
the following.

Theorem 3. There exists a protocol robust to SPAM er-
rors which uses a number of queries to P as in FEq.
and returns the conditional independence structure G
with probability 1 — 6. Fach query only requires imple-
menting 1—qubit Clifford gates circuits of the form of
that of Figure[3 and at most O(log(1/(1—po)) sequential
queries to P are made per run of a circuit. Moreover,
the protocol queries n times the protocol of Algorithm [1],
whose run time is of order O(Ln").

LEARNING THE COEFFICIENTS OF THE
INTERACTION

Next, we assume that we have already successfully
learned the underlying conditional independence struc-
ture, for instance by running Algorithm [I} and we aim
at learning the values of the coefficients " (Pyyy) for
any h € H. Since the distribution p is assumed to be
Gibbs, it is well-known that this task can be achieved



efficiently with access to O(log(n)) samples drawn from
local marginals. The idea behind this fact is that the ef-
fective Hamiltonian of the marginal of a Gibbs measure
is also local. Thus, learning can be performed locally
(see e.g. [2I] for a proof in the more general context of
a commuting Hamiltonian). The following result there-
fore follows from the fact that these marginals can be
accessed via the Fourier coefficients, cf. Equation 0] In
what follows, for any hyperedge h € H, we denote by
Ry, C [n] the smallest set of vertices that contains h in
its strict interior (i.e. such that h does not overlap with
the inner boundary d_Rj of Ry, that is vertices which
are contained in other hyperedges h’' # h). We will also
need the orthogonal basis {xp = Q + (—1)7Q}pep, of
characters over Py ~ Zy X Zsy, and more generally define
the product basis {xp}pecp, over a region A by taking
products of the single qubit characters.

Algorithm 2: CoefficientLearning
Input: h € H.
Output: Estimated interactions oh.

return @7’ = ﬁ ZPGPh XP <XP5 1og(ﬁRh)>'

Theorem 4. Assuming that the hypergraph H = (V, H)
is known, there exists a protocol robust to SPAM errors
which uses a number of queries to P of order

1 B7'DT'+1467'DT'+1 rD"t!
o (log( ) ¢ logn 3 . (10)

1—po (e Cspam)?

It utilizes at most O(log(1/(1—py))) sequential queries to
P and circuits consisting of single-qubit Clifford gates like
in Figure[3, and returns, for each h € H, an estimator
0" of 0" such that ||0" — 6"||s < € with probability 1 — .
Furthermore, the algorithm queries (’)(n"DTH) times the

protocol of Algom'thm@ whose run time is of order (5(1)

Proof. By a simple adaptation of the proof in [21],
it can be shown that the estimator 6" from Al
gorithm satisfies Hé\h — 0| < € as soon as
lum — Ay < celI0lgmIRI=2r Sinco
|R| < rD™1 and |6"| < B by assumption, the task then
reduces to that of estimating all the marginals pg, up to
an error of ee =AD" 4=rD" =21 iy total variation. This
can be done in a SPAM error robust manner as in the
proof of Lemma [2} since the number of possible subsets
of [n] with at most 7D"*! elements is upper bounded by
7"DT+1n’"DT+17 and since each such region corresponds
to at most 4™2""" different configurations, to learn all
the corresponding Fourier coefficients to precision €
with probability 1 — ¢, it suffices to run the protocol
of Corollary |7} which requires access to O(—log(l —
p0) 37" ¢ TE Oy log(rD" i P 4r DT 5L

copies of the channel P. Moreover, by Equation [9]

knowing these Fourier coefficients to precision €’ implies

that we can approximate the marginals in sup norm
.. 1 . L

to precision 4™P"" ¢, and therefore in total variation
.. r+1

to precision 42"P"" ¢

. The result follows after setting
427‘DT+1€/ _ 6676 TDT+147TDT+172T’. O

Note that the fact that we can estimate multiple
Fourier coefficients in parallel is crucial to ensure the
log(n) scaling of the sample complexity, something pre-
vious approaches to learning the coefficients [4, [7] [T, [22]
did not achieve.

At this stage, we turn our attention to our original
problem of learning local Pauli channels in diamond

norm. For this, we introduce some few more nota-
tions: Given Q, € Pp, we denote eg, = 5= (1, X, )
and Ag, = 2% (XQn, log ), similarly, we denote by

€0, = 5= (I, X@,) and Ag, = 5= (X, log /i), where

the inner products are with respect to the 2 norm on
P,,. By Plancherel identity, it is clear that |A — A[|7, =

Z‘h|<r ZPh,elPh, 0" (Py,) — @I(Ph)|2. Moreover, for classi-
cal Gibbs measures, the following strong convexity prop-
erty holds (see e.g. [23], 24]):

le —elle, <T[IA = Alle, ,

for some constant I' = O(1) that depends exponentially
on the degree D but is independent of n. Here the eu-
clidean space /5 is with respect to the set of parameters
Qp for h € H, i.e.

Izl = >" D lzqul*

heH QnePy

Corollary 5. The learning schemes described in Theo-
rems @ and 4| with re-scaled required precision O(en™")
provides an estimator fi of the unknown measure p
whose corresponding Pauli channel P, defined by P(p) =

> pep, H(P) PpP, satisfies
IP=Pll <e.

In particular, this strategy provides a classical description
of the channel P with access to O(n"e¢~?) uses of the

channel P and a run-time of O(n"+0"" ) e=2),
Proof. We first recall that [13]:

1P =PI = @2lln— Allrv)*
< D(pllw) + D(llp)

where in the second line, we use Pinsker’s inequality
which relates the total variation distance between two
probability measures to their relative entropies:

D(pllpz) = m1(P) (log(u1(P)) —log(ua(P))) -

PE]P’IL



By using the definitions for i and p, we further can show
that

D(ul@) + D(le) = Y > (eqn —ea.)Aan — Aau)
[h|<r QrEP)
< lle = €lles A = Alle,
<A A%
=0y > 0P -0 @)
|R|<r PLEP),
= O(n") max [|6" — "%,
The result follows after re-scaling € to en™" in Theorems
and [ in order to get the required precision. O
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of Statistics 9,

SPAM robust parallel estimation of Pauli
eigenvalues

Our protocol requires us to estimate the eigenvalues of
the Pauli channel for Paulis with small support, as these
correspond to low-weight Fourier coefficients. The esti-
mation of eigenvalues of a Pauli channel has been con-
sidered in several works in the literature [2, 4, 22].
particular, using tools from randomized benchmarking
techniques, it is possible to estimate these coefficients in
a way that is robust against both state preparation and
measurement errors (SPAM). This is a highly desirable
feature for process tomography protocols since in cur-
rent devices these errors are not negligible. On the other
hand, recent schemes inspired by the classical shadows
framework for learning states [I5HI7] showed how to in-
fer various parameters of a quantum channel from a single
class of randomized experiments. Indeed, such schemes
are able to estimate m Pauli diagonal elements of the
form

9" tr (PP(P)) (11)

for Paulis of weight at most w up to an error € with prob-
ability of success at least 1 —§ from O(9¥e~2log(md—1))
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FIG. 2. Class of circuits we use for learning the Pauli eigen-
values on three qubits in the absence of SPAM. Here, C; are
independent uniformly distributed random one-qubit Clifford
unitaries, P;, Q; are uniform independent random Pauli ma-
trices.

randomized experiments. Thus, we see that this protocol
is highly parallelizable. However, it is not as robust to
SPAM errors as randomized benchmarking. We will now
show how to obtain the best of the two worlds.

We will denote by ®* the Hilbert Schmidt dual (i.e.
evolution in Heisenberg picture) to the map ®, and by Q
the action of unitary conjugation by Q, i.e. Q(p) = QpQT.

The class of circuits we consider are illustrated in
Fig. We first prepare the system in the |0™) state,
and proceed to apply one layer of one-qubit random Clif-
fords and one layer of random Pauli matrices. After that,
we apply the target channel k£ times. This is followed by
another layer of random Paulis and 1—qubit Cliffords,
which are drawn independently from the previous ones.

The post-processing of this data will be inspired by
both the shadow process of [I5] and the character ran-
domized benchmarking of [10, I2]. For a target Pauli
string P, we define the function xp : P,, — {—1,1} given
by

xp(Q) = (-1)7<. (12)

We also define the P-Twirling 7p as

Tp(X Q)OAXQ. (13)

QEIP

It follows from standard results of representation the-
ory that 7p(X) = 27" tr (PX) P. Furthermore, given
a Pauli string P, an n qubit Clifford unitary channel
C = ®! ,C; and bitstring x € {0,1}" we define the func-
tion wp as

wp(C,z) =3P (z|CtPC|z) (" CTPC|O™) , (14)

Given a sample generated from the circuit as in Fig. 2]
where we used the channel & times with the correspond-
ing random Cliffords and Paulis and a reference Pauli
string P, we consider the random variable

Q= wp(C, Xy) xp(Q™) xp(Q™), (15)

FIG. 3. Structure of our noisy circuits for 3 qubits in the
presence of SPAM.

where X} corresponds to the output to the circuit in
Figure Let of, == 27" tr (PP*(P)) and ap = ap.
We will now show that E[Qx] = Cak, for some constant
C that only depends on the amount of SPAM errors.
Furthermore, we have that the variance of £, is bounded
as V() < 3*(P). Thus, by using a median of means
estimator, we can ensure that we obtain estimates of Cal%,
for different choices of P. By then fitting the curve k —
Cak, for various values of k, as we will describe in more
detail below, it is possible to obtain an estimate of ap
that is robust to SPAM errors.

Before we proceed to prove the claims made in the
previous paragraph, let us first make some assumptions
about how the noise acts. We will model the SPAM noise
and the noise incurred by the random Paulis by assuming
that between those two steps, there are channels 1, o
acting on the systems. This is illustrated in Fig. |3| Note
that we assume that the noise is independent of the gates
and independent of k. The latter assumption is justified
by the fact that the circuit we need to implement for
the measurement and preparations is independent of k.
The former is a standard assumption in RB, but recent
works [11] have relaxed it to weakly dependent noise.
Generalizing it to this setting should be possible here as
well, but would go beyond the scope of this work. We
now have:

Proposition 6. Let Q be the random variable defined
mn Equation where we draw C, Q™ and Q°* uniformly
and independently at random. Then

E[Q] = Cpap (16)
and

V() < 3vE) (17)
where Cp is given by

Cp = 272" tr (®}(P)P) tr (®5(P)P). (18)

Proof. We will first fix the values of Q™ and Q°** and
consider only the expectation values w.r.t. C. Note that
wp(C, X}) is only nonzero if C maps the computational
basis to the eigenbasis of P, a fact we will use repeat-
edly. As the local Cliffords are uniformly random, this



happens with probability 3=“("). Let P, P_ be the
projectors onto the positive and negative eigenvalues of
P. Again by the uniformity of the Cliffords, conditioned
on the fact that we mapped to the eigenbasis of P un-
der the Cliffords, we prepare the initial state ;—fl with
probability 1/2 and ;—:1 with probability 1/2. We then
evolve this state by ®o QoutPkQing, and measure the
POVM {P,, P_}. By the definition of the random vari-
able wp = wp(C, Xj) we have that its expectation value
conditioned on C mapping onto the eigenbasis of P is
given by

Elwp|C] = 3@ (P)2—n (tr (P ®,Q°"' P Q" (Py))
+tr (P_2, Q" PR QM4 (PL))
— tr (P_2,Q°""PF Q@4 (PL))
—tr (P+(I)2 QOUthQin@l(P_)) )
= 3¥P27" 1 (P2, Q" PF Q™ ®, (P))
As the probability of hitting the right basis is 3~%(),
it will cancel out the 3¥("). Let us now analyze the
effect of the additional Pauli twirling. By definition of

the Twirling (see Eq. ), if we take the expectation
value over Q™ and Q°" now, we obtain:

E[Q] = 27" tr (TE(®5(P)P* o Tp(®1(P))) . (19)
Note that 75 = Tp and, thus
Tp(®3(P)) = 27" tr (23(P)P) P (20)
and similarly

Tp(®1(P)) = 27" tr (&, (P)P) P = 27" tr (®}(P)P) P,
(21)

which proves our claim about the expected value. The
estimate of the variance follows again from noting that
the random variable  is nonzero only if C maps the
computational basis to an eigenbasis of P, which hap-
pens with probability 3=*(). In that case, the value of

8

the random variable squared is bounded by 9*(") which
gives that the expected value of Q7 is bounded by 3w(P),
Our bound on the variance follows. O

Some remarks are in order: first, note that as P is an
eigenvector of P, Q™ has no effect in the protocol. How-
ever, this extra step ensures that small deviations from P
being a Pauli channel will be suppressed. Furthermore, it
should be straightforward to obtain a similar protocol for
the case where input and output Pauli matrices are not
the same at the expense of a higher sample complexity
in terms of the locality.

The following corollary follows directly from the joint
use of Proposition [f] and a median of means argument:
Corollary 7. In the same setting as Prop. [0, let
Py, ..., Py be m Pauli strings such that w(P;) < w, de-
note by py the probability that no error occurs, i.e. py =
w(D), and

2720 tr (7 (P) Pi) tr (P5(P) i) | > Cspam- (22)

Then O(3%e2Cgfiyy log(md™1)) runs of circuits of the
form of Fig.[3 suffice to estimate all ap, up to an error
€(1—po) with probability of success at leat 1 —3§. Further-
more, the mazimal value of k needed in each run satisfies

k= 0®1og(1/(1 —po))).

Proof. From Prop. [0] it follows that using a median of
means estimator [25] we can estimate the mean of all
random variables with expectation value Cp,af, for a
given k up to Cspame and probability of success at least
1—46 with the advertised sample complexity. We can then
use the results of [26] to fit these values to an exponen-
tial curve and obtain an estimate that satisfies the error
bound €(1—pg) by using the channel £ = O(—log(1—py))
times. 0

Thus, by combining the randomized experiments with
an exponential fitting, it is possible to recover all Pauli
coefficients in a SPAM-robust way. Note that Cspan will
usually also scale exponentially in the locality of the Pauli
string for local noise models. E.g., for local depolarizing
noise with depolarizing probability ¢, Cspanm > (1—¢q)2%.
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