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Abstract

In this contribution, we derive a gas-liquid two-scale multi-fluid model with capillarity effects along with a
novel interface regularization approach. We introduce this unified modelling capable of encompassing the interface
representation of both separated and disperse regimes, as it occurs in atomization processes. Above a preset length
threshold at large scale, a multi-fluid diffuse interface model resolves the dynamics of the interface while, at small-
scale, a set of geometric variables is used to characterize the interface geometry. These variables result from a
reduced-order modelling of the small-scale kinetic equation that describes a collection of liquid inclusions. The
flow model can be viewed as a two-phase two-scale mixture, and the equations of motion are obtained thanks to
the Hamilton’s Stationary Action Principle, which requires to specify the kinetic and potential energies at play.
We particularly focus on modelling the effects of capillarity on the mixture’s energy by including dependencies
on additional variables accounting for the interface’s geometry at both scales. The regularization of the large-
scale interface is then introduced as a local and dissipative process. The local curvature is limited via a relaxation
toward a modified Laplace equilibrium such that an inter-scale mass transfer is triggered when the mean curvature
is too high. We propose an original numerical method and assess the properties and potential of the modelling
strategy on the relevant test-case of a two-dimensional liquid column in a compressible gas flow.

1 Introduction

Two-phase flows of liquid and gaseous phases appear in a variety of industrial applications such as the injection of
liquid in combustion chambers (Tomar et al., 2010; Providakis et al., 2012; Fiorina et al., 2016; Shinjo, 2018; Sakano
et al., 2022; Hoarau et al., 2023). In these flows, the geometry of the interface is deformed at different length-scales,
and it is then common to identify different regimes to characterize the resulting interface geometry (Ishii and Hibiki,
1975). In the separated regime, the length-scale of the interface dynamics is comparable or larger than the length-
scales of the bulk phase in the sense that no arbitrary small length-scales arise from its dynamics. Such arbitrarily
small length-scales occur in the mized regime when the interface surface undergoes topological changes through
pinching, filament break-up or apparition of holes. Finally, the disperse regime correspond to small inclusions of one
phase carried by the other. The complexity of two-phase flow dynamics, that we are here interested in, stands in the
transition between all these different regimes at different times or locations. The accurate modelling of all these flow
regimes is critical in order to obtain reliable simulations that are valuable for the design of industrial components
such as injection nozzles (Reitz and Bracco, 1979; Bode et al., 2014; Janodet et al., 2022).

The choice of the two-phase flow model is usually adapted to the regime of interest and proposes different levels
of details for the description of the interface and its associated capillarity effects. Let us briefly describe each class
of models from the smallest length-scale level of description of the interface to the largest. When including in the
modelling the full spectrum of length-scales, a family of models that can be referred to as Phase Field Diffuse Interface
Model (DIM) proposes to describe continuously the transition from one phase to the other and involves a potentially
very small length scale, which will have to be resolved, which is the thickness of the interface. Many models fall within
this category, such as Cahn-Hilliard-type models (Cahn and Hilliard, 1958), Korteweg materials (Korteweg, 1901;
Dunn, 1986; Dunn and Serrin, 1986) or second-gradient models (Gouin, 1996; Seppecher, 2002). Despite relying
on a solid thermodynamical model (see the recent derivation from the kinetic level of description by Giovangigli
(2021)) and thus a proper mathematical structure (Giovangigli et al., 2022), they are of limited use in ambient
conditions, where the physical thickness of the interface only reaches a few nanometers. At a larger scale, that is if
the thickness of the interface is not described in the model, sharp interface models (Sussman et al.; 1994; Vaudor



et al., 2017) enable a non-ambiguous location of the interface seen as a discontinuity. These strategies can be viewed
as a single-fluid system coupling across a sharp boundary. This approach is sometimes used in what can be referred
to as Direct Numerical Simulations (DNS - even if resolving all the scales is far from granted) regarding the capture
of the interface. However, for cases involving multiple interface topology regimes, implementing these approaches
requires to reconstruct the interface at all relevant scales. This can lead to an unreasonably high computational cost
for challenging setups such as atomizations where mesh convergence can rarely be reached (Herrmann, 2009; Shinjo
and Umemura, 2010; Ling et al., 2017). Finally, multi-fluid models stands at the largest scale and are typically
derived from ensemble-averaging processes of local equations (Drew, 1983) or Hamilton’s Stationary Action Principle
(SAP) (Gavrilyuk et al., 1998; Gouin and Gavrilyuk, 1999; Gavrilyuk and Saurel, 2002; Gouin and Ruggeri, 2009;
Burtea et al., 2021). For such models, the description of the interface usually assumes a unique flow regime set of
assumptions. In the separated regime, one can adopt a multi-fluid DIM, where both immiscible phases coexist within
an artificial mixture, and one usually considers the interface to be approximately captured in the computational
domain by the transition zone from 0 to 1 of a colour function, which also provides an estimate of the interface area
density (IAD)'. Following the Continuum Surface Force (CSF) model of Brackbill (Brackbill et al., 1992), one can
model capillarity as a source term based on a colour function. An alternate approach involves an equivalent flux form
also referred to as the Continuum Surface Stress (CSS) model Lafaurie et al. (1994); Gueyffier et al. (1999); Perigaud
and Saurel (2005); Grenier et al. (2013); Schmidmayer et al. (2017). Other methods based on second-gradient DIM
(Jamet et al., 2001; Bueno and Gomez, 2016) are reminiscent of the Phase Field (Cahn and Hilliard, 1958; Jacqmin,
1999) approach that relies on an adapted thermodynamic model in order to control the thickness of the interface.
However, both multi-fluid DIM or second-gradient DIM methods cannot be used to capture fine geometrical details
that are smaller than the resolution of the bulk scale, potentially related to the interface width in the second-gradient
approach. As a result, small features or small fluid inclusions are naturally out of reach for amenable mesh resolution.

At the other end of the spectrum of scales, in the disperse regime, the exact locations of the droplets or bubbles
are unknown, and a mixture statistical description with only one volume fraction for the disperse phase can be
retained in a multi-fluid disperse model (Baer and Nunziato, 1986; Raviart and Sainsaulieu, 1995; Saurel et al., 2017;
Drui et al., 2019). If more information about the distribution of the inclusions (e.g. in sizes, shapes, temperatures) is
desired, the inclusions can be modelled with a Number Density Function (NDF) which accounts for these additional
characteristics in a multidimensional phase-space (Williams, 1958) governed by a generalized population balance
equation. A method of moments can then be used to reduce this high dimensional problem into an Eulerian reduced-
order model with the transport of a finite set of moments (Massot et al., 1998; Laurent and Massot, 2001; Fox and
Marchisio, 2007; Massot, 2007).

In order to adapt the modelling choice to the various flow regimes in a single physics, coupling strategies have
been developed (Lebas et al., 2009; Herrmann, 2010; Le Touze et al., 2020), but the transfers between models are
difficult to manage and parameter-dependent, and their mathematical properties are usually hard to study. Another
strategy consists in a two-scale modelling approach where a reduced-order model of the small-scale dynamics is used.
First attempts of such models have been proposed by Gavrilyuk and Saurel (2002); Drui et al. (2019) using the
Hamilton’s SAP, but only account for a disperse flow regime of bubbles in a carrier liquid phase. Then, attempts
of unified models describing both the separated and disperse regime have been proposed in Devassy et al. (2015);
Cordesse et al. (2019, 2020); Di Battista (2021), with the introduction of some small-scale geometrical quantities. In
these last three works, Hamilton’s SAP has been used to combine a large-scale multi-fluid DIM model, adapted to
the separated phase regime above a preset length threshold, with a small-scale model adapted to the disperse phase
regime below that threshold, which aims at enriching the geometric description of the interface below the scales
resolved by the large-scale model and relies on geometric variables interpretable for any regime (Essadki et al., 2016).
However, the proper combination of the two levels of modelling at small and large scales in order to build numerical
schemes and conduct significant numerical simulations when the two scales are present has still been missing so far,
and the question of the transfer of mass from large scale to small scale still remains an open question.

In this contribution, we propose to alleviate this stumbling block of the combination of scales in a unified model
as well as a significant extension of the existing two-scale approaches in order to deal with consistent mass transfer.
The main contributions are: 1- The derivation of a unified two-scale model with Hamilton’s SAP and geometric
variables; 2- The definition of a dissipative mass transfer process that allows to regularize the large-scale interface
consistently with capillarity models at both scales; 3- The proposition of an adequate numerical strategy along with a
demonstrative test-case illustrating the properties and potential of the model. First, we propose a novel unified two-
scale approach combining two multi-fluid models. At large-scale, we choose a multi-fluid DIM with a capillarity model
based on an estimate of the IAD using a colour function along the lines of Perigaud and Saurel (2005); Schmidmayer

ILet us note that such a model, except if some specific interface compression techniques are added to the model (Shukla et al., 2010),
does not involve any interface thickness length scale as opposed to Phase Field DIM.



et al. (2017). For the small-scale model, we assume the interface to be described as inclusions and small-scale IAD
to account for capillarity is obtained as a moment of a population balance equation. Although the TAD is the only
information directly involved in the modelling of capillarity, the description of this small-scale collection of inclusions
can be enriched with more geometrical information about its distribution in sizes or shapes (Essadki et al., 2018;
Loison et al., 2023), and thus aims at describing both the mixed and the disperse regimes. The unified two-scale
model with both multi-fluid DIM and disperse models is then derived thanks to the Hamilton’s SAP by combining the
energies of each model in a two-scale mixture along the lines of Cordesse (2020). Second, the mass transfer between
scales can be viewed as a regularization of the interface at the bulk scale that acts as a local dissipative process in
the system. Such a method offers a totally new point of view for dealing with interface smoothing that is usually
performed as a non-local process during simulation (Bonometti and Magnaudet, 2007; Le Martelot et al., 2014) or
tuned using discretization parameters like the local mesh grid size (Desjardins et al., 2008; Shukla et al., 2010). Even
though our new approach still involves case-dependent parameters such as a length-scale cut-off, the mathematical
properties of the overall model can be studied more thoroughly. Third, numerical methods are gathered through a
time splitting strategy to solve the convective and capillarity fluxes with adequate methods while an original implicit-
explicit method is proposed for the instantaneous relaxation of pressures. A demonstrative test-case is proposed to
assess the modelling abilities of the two-scale approach such as the regularization property of the mass transfer or
the TAD models at both scales.

Section 2 is dedicated to the derivation of the unified two-scale model with Hamilton’s SAP including capillarity
modelling at both scales. Then, we define in Section 3 the mass transfer source terms based on a length-scale
threshold, and we assess the dissipative nature of the process. We follow with the description of the numerical
strategy in Section 4. The properties of the model are then observed and discussed thanks to a demonstrative
test-case in Section 5. Finally, we provide conclusions and perspective of this work in Section 6.

2 Two-scale model with capillarity

We consider a two-phase multi-fluid DIM where both liquid and gaseous phases locally coexist. Similarly to the
two-scale approaches proposed in Devassy et al. (2015); Cordesse et al. (2020), we model the interface both in the
separated and disperse regimes with a two-scale approach. However, we endow each scale with its own capillarity
model. The large-scale model sees only the compressible liquid and gaseous phases separated by an interface which
is regular enough to be located through the field of volume fraction and its local geometry, e.g. the mean curvature,
can also be estimated with that field. The small-scale model accounts for smaller details of the interface geometry
thanks to a set of scalar quantities gathered in a reduced-order model (see for instance Essadki (2016); Loison et al.
(2023)). Typically, we assume numerous liquid inclusions carried by the gaseous phase that we describe with a
kinetic model, but such assumption is not restrictive and the approach only relies on the availability of a small-scale
TAD equation of evolution. In order to exhibit the key elements of our two-scale model, we purposely discuss the
modelling of capillarity at both large and small scales under a set of simplifying assumptions to provide a building
block model upon which the regularizing transfer is built in Section 3. The generalization of the model is discussed
in the concluding remarks in Section 6. Once the energies of the two-scale mixture are identified, the two-scale model
is derived with Hamilton’s SAP.

2.1 Modelling assumptions for the two-scale mixture

In this first section, we make the following assumptions about the two-scale mixture :

e all the phases, liquid or gas, large or small scale have the same velocity w; (H1a)
e all the phases are equipped with a barotropic equation of state (EOS); (H1b)
e there is no mass exchanges between the phases. (Hlc)

Remark that (Hlc) is assumed in this first section where we only focus on the local coexistence of the two models
with different modelling of capillarity. It is further lifted and discussed in Section 3 where mass transfer from the
large-scale liquid phase to the small-scale one is considered.

Let us denote the quantities related to the large-scale liquid and gaseous phases respectively by the indices 1 and
2, while the small-scale has both an index 1 for its liquid nature, and an exponent d as it accounts for a disperse
regime. For a phase k, we write its volume fraction «j and its density pg. Then, the barotropic EOS is modelled by
the specific barotropic potential, the specific free energy ey (pr). The pressure is defined by py := pid€ (pr) and the



sound velocity by ¢ := (p;c)l/z. Denote also my, := agpy the effective density for each phase k = 1,2,1%, the mass
of each phase is then conserved following (H1a) and (Hlc),

omg + V - (mpu) = 0. (1)

If we define p := my + mo + m¢ the density of the medium, summing the equation above for k = 1,2, 1% enables to
retrieve the total mass conservation equation d;p + V - (pu) = 0. The total volume occupancy of the phases in the
mixture also enforces

Oé1—|—042—|—04f=1. (2)

2.2 Two-scale modelling of capillarity

Following the assumption of the flow regime at each scale, we model now the geometry of the mixture’s interface
along with its associated capillarity energy.

2.2.1 Large-scale capillarity model

At the large scale, we construct a new colour function, the large-scale volume fraction defined by

A

€75

- k=12, (3)
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such that @; + as = 1. It describes the large-scale interface geometry by taking out the influence of the small-scale
volume fraction. This new variable is used here to estimate the large-scale IAD with ||V@;||. Such a choice extends
the choice of the volume fraction proposed in Perigaud and Saurel (2005) which is recovered in the limit where there
is no small-scale, i.e. «af = 0. Furthermore, one can use this quantity that implicitly describes the large-scale
interface to estimate geometric quantities such as the mean curvature Goldman (2005)

@)= () @

Then, similarly as Schmidmayer et al. (2017); Cordesse (2020), we add a capillarity energy term based on the
large-scale IAD estimator in the large-scale mixture free energy pe such that

pe =myei(p1) + maea(p2) + o Vau |, ()

where o is the capillarity coefficient.

2.2.2 Small-scale capillarity model

We now focus on the modelling of the small scale that we assume here to be in the disperse regime made of small
liquid inclusions carried in the gaseous phase. Therefore, the small-scale inclusions can be modelled with the NDF
(z,t,m) — n(x,t,m) that counts the number of inclusions within the mixture in a small volume around « at time ¢,
the mass of which is in a neighbourhood of m. As we aim at proposing a small-scale model describing the inclusions
created in the mixed regime, the shape of the inclusions is not prescribed yet, and we introduce the isoperimetric
ratio ¢ := S2/V? to characterize their shapes. Again, we consider a minimal framework for the modelling of the
small-scale inclusions by assuming that :

e there is no break-up or coalescence of the small-scale inclusions; (H2a)
e the small scale is made of inclusions characterized by an isoperimetric ratio g; (H2b)
e the small-scale liquid phase is incompressible. (H2c)

We draw up outlooks in Section 6 to lift the first two hypotheses, while the latter is only assumed at the very last of
this discussion to show where the model with compressible inclusions would differ. First, with (Hlc) and (H2a), the
dynamics of the NDF follows the following population balance equation

o+ V- (nu) =0, (6)

Despite the simplicity of the formulation, the NDF remains a multidimensional function describing the local polydis-
persity in mass of the small-scale inclusions. Consequently, we choose to reduce the kinetic description of the spray



to a set of geometric variables following GeoMOM (Essadki et al., 2018; Loison et al., 2023). The polydispersity
in mass or size of the spray can typically be accounted for with the volume fraction af, the surface-weighted mean
and Gauss curvature densities ¥ (H), 3 (G) and the small-scale IAD denoted X. However, we only keep here the
small-scale IAD and volume fraction as it is the minimal description required for modelling capillarity. Thanks to
(H2b), the small-scale TAD is obtained by adding up the surface areas of all the inclusions by integrating (6) against
the surface area S(m, p{) = ¢*/3(m/p$)?/3 of a droplet of mass m. It results in

Y= / S(m, pd) n dim = / q/3 (r}) TR 52 di. (7)
m m

As ¥ represents the total area of inclusions within the two-scale mixture and the capillarity energy simply reads o .
Before deriving the two-scale model, let us focus on the dynamics of ¥ which is obtained by integrating (6) against
S(m, pd). Tt yields

Or((p1)?3) + V - ((p)*5u) = 0, (8)
which can be recast into either
2 2 d
8t2 +V- (E'LL) = EEV U+ §7thO(1, or DtZ = O7 (9)
Qg

with z = (p$)?/3%/m¢ as identified by Di Battista (2021), and where the closure of the dynamics of D;af
would propose an equation of evolution for X reminiscent of the one obtained with an averaging approach by
Lhuillier (2004). Now assume the incompressibility of the small-scale (H2c¢). Denote the material derivative by
D; (:) := 0t (1) + u - V (-), the incompressibility of the small-scale liquid phase (H2c) gives

Dipl =0, and 0,0+ V- (adu)=0, (10)
and (8) boils down to
X+ V. (Zu)=0. (11)

Remark that integrating the population balance equation (6) against m also recovers the mass conservation of the
small scale (1).

2.3 Derivation of the two-scale model

We derive now the dynamics of the two-scale mixture thanks to Hamilton’s SAP (Herivel, 1955; Serrin, 1959; Salmon,
1983; Bedford, 1985; Truskinovsky, 1991; Gavrilyuk et al., 1998; Gouin and Gavrilyuk, 1999; Gavrilyuk and Saurel,
2002; Berdichevsky, 2009; Gouin, 2020; Burtea et al., 2021) which requires to define the mixture Lagrangian. The
action associated to this Lagrangian is then minimized to obtain the equations of motion. Then, dissipative processes
are added by studying the mathematical entropy production rate of the derived system.

2.3.1 Energies of the two-scale mixture

The Lagrangian, denoted L, is a scalar function dimensioned as an energy which contains the model characteristics
and is defined as the difference between the kinetic and potential energies. Here, our two-scale approach is notably
distinguished by its capillarity energies provided at each scale as modelled in Section 2.2. We set

1 1 1
L= —miu® —mie; My —mau? — maes 2 —o|Vay || + =méu? — mie, (pf) —oX. (12)
2 a1 2 (&%) 2

£ Lo Leap Ly

Remark that we used the same barotropic EOS for the liquid phases, but the free energies are evaluated for inde-
pendent densities.
2.3.2 Hamilton’s stationary action principle

Hamilton’s SAP consists in the minimization of the action A := fQL' on the space-time domain 2. Consider
a small parameter )\ in the vicinity of 0 and a family of trajectories ¢*(X,¢,A) that maps a position X of the



referential domain ,(0) to its position & € Q,(t) at instant ¢. This enables the definition of an infinitesimal
Eulerian displacement

n(@.t) = (2¢") (@) @t A=0),t,1=0). (13)

s

Introducing a corresponding family of Eulerian fields b*(z, , \), one can then define a variational operator §(-) which
acts on Eulerian fields b following
Sb(, t) := (ObY)_, (@,t, A =0). (14)

We assume that these families of Lagrangian mappings and Eulerian fields satisfy the following properties:

e The mapping ¢ and Eulerian fields b of the solution are included in the families for A = 0 i.e. for all X € Q,(0)
and (z,t) € Q,
PNX LA =0)=¢(X,t), b, t,A=0) = b(x,1). (15)

e All the mappings and Eulerian fields preserve the constraints. Denote the conserved Eulerian field b, € {m, ma, m¢, af},
and the advected Eulerian fields b, € {z, p{}, then for all (x,t) € ,

Y+ V- (bdu) =0, b +u-Vb) =0. (16)
e All the mappings and families of Eulerian fields b preserve the values at the boundaries of the space-time domain

i.e. for all (x,t) € 09,
b x,t,\) = b(x, t). (17)

With this variational operator, Hamilton’s SAP writes
0A =0. (18)

Following Gavrilyuk et al. (1998); Gavrilyuk and Saurel (2002), the variations of the conserved fields b., the advected
fields b, and w are related to 1 through relations

0b. = —V - (bem), 0by = —(m - V)bg,0u = Dinp — (n- V)u. (19)

The variation of @y is das = —da; because of the volume occupation relation @; + @s = 1. As the variational
operator 0 commutes with space derivatives, we also have that §(Vay) = V(da@;). We also change the dependencies
of the Lagrangian (12) by writing ap = ax(1 — of) for k = 1,2 and ¥ = m{(p¢)~2/32. Then, the Lagrangian (12)
solely depends on the conserved quantities b. € {my, ma, m¢, af}, the advected quantities b, € {z, p{}, and u, @,
s, Vai.

L(mla ma, miiv pfa Zaaly O{f, ’LL) = [fl(mlaah O{f, ’LL) + ‘C‘?(m%alv Oé?, ’U,) + ‘Ccap(HvalH) + L?(m?a ptlia 2 ’LL) (20)
Let us denote L} := myOpm, L, — Ly, for k =1,2, 14, D" = Ova, Leap, and KT .= 9,L. We also write the divergence

of a matrix A, V- A = 0., A;; with summation on repeated indexes. Using integration by parts, the variation of the
action reads

A :/ 0K 4V [K @ u— (£ 4 L5+ L~ Loy + 00, (L1 + L)1~ VE, @ D
Q
— (0, L1 — 05, L2 — V- D)Va,}-m (21)
+ (05,1~ 05,02~ V - D)om,

where I is the identity matrix. Then, Hamilton’s SAP, i.e. §A = 0 for any variation of the trajectories  and
large-scale volume fraction variation day, yields

HK+V - [K ®u— (L] + L5+ LY — Leap +a§0,4(L1 + L2))] — Va, @ D| =0, (22
Oz, L1 — 05,L2 — V - D =0.
Evaluating the derivatives of the Lagrangian gives
Va, dx
K = D=—-0——-—, L]=- Ly =— LT = 23
pru, O’HValH 3 1 a1pP1, 2 Q2pP2, 1 ) ( )



and for k =1, 2,
OnaLyy = —apr, Oz, Lr=(1- af)pe. (24)

Using the conservative variables (my, ma, m{,af, %, pu), the full system including constraints (1)-(10)-(11) reads

omy,  +V - (mpu) =0, k=1,21¢
oot 4V . (adu) =0, .
05 4V (Su) =0, (25)

i (pu) + V - (pu @u+ (p—o||Var |)I + U%) =0,

with
mi ma

p=mn (i) o (et map) =

and @, defined by the implicit Laplace equilibrium

n(aiap)  (mian) ~ T )

where H (@) is defined by (4). This system admits a supplementary equation of conservation for H := K - u — L
(see details in appendix A) that reads

_ _ Va; ® Va, Va, _
OH+V . |(H+p—o0o||Vai|)u+o — cu—oc-———-D;a, | =0, 28
4V (- Al vmie o O vag =
with 1
H= 5pu2 + Z mier(pr) + ol|Vay | + oX. (29)

k=1,2,14

The material time derivative D;@; in the flux is implicitly obtained by taking the time material derivative of the
Laplace equilibrium (27). Remark then that the system (25) and the equation (28) are conservation equations with
fluxes depending on the gradient of @;. Nevertheless, we still refer to H as a “mathematical entropy” as it naturally
extends its usual definition. The relation between the mathematical entropy and the physical one is obtained as the
isothermal limit of the Euler-Fourier model in Serre (2010). It is showed to be convex and linked to the physical
entropy of the mixture s with % = p(e — T's) + £ p||u||* where ¢ = e + T's, and T are respectively the internal energy
and the temperature of the mixture.

2.3.3 Model at pressure disequilibrium and dissipative relaxation

Let us consider now the case where the Laplace pressure equilibrium is not fulfilled, and the dynamics of @; is not
prescribed. Then, we introduce instead the following unclosed equation

8t51 +u- Val = Ral, (30)

where Rz, is a source term yet to be determined. Considering this dynamics for @; along with the system (25), we
have that

IH+V-G =g, (31)
with ¢ = (1 — a)(p1 — p2) — 0 H) R, (see details in appendix A) and the flux
Vay _ _ _ Vo, @ Vag
Gg=Hu+Pu—0c——Rg5,, P=(a +a —ol|Va | I+ oc————— 32
HvalH ay ( 1P1 2P2 H 1||) HVC%1|| ( )

The dissipation of the system is then ensured if ¢ < 0. Remark that assuming the Laplace equilibrium satisfied
gives ¢ = 0 such that system (25) together with Laplace equilibrium (27) is non-dissipative. We propose now to
define Ry, as a pressure relaxation source term that drives the system towards the Laplace equilibrium (27)

o' —_
Ry, =e¢ ' (p1—p2— SH |, (33)
1—af



where € has the dimension of a viscosity. Note that the equilibrium (27) is recovered for the instantaneous limit case
when € — 0. With such dynamics for @;, the system now reads

Omy + V - (mpu) = 0, kE=1,2,1%
Oal + V- (adu) =0,
0

(Y +V-Zu) =0, (34)
8,@1 + u-Vaoy = ¢! (pl — P2 — ﬁﬁ) s
Oulpu) + V - (pu® ut (5 - ol| Va1 + o g% ) o,
and is dissipative in the sense that, following (31), we have a negative mathematical entropy production rate
N2
(= —6_1(1 — Ozf) (pl — P2 — dH> S O (35)
1—af

Remark that, with the relaxation (33), the entropy flux G in (31) is now explicit.

2.4 Discussion of the two-scale models

The conservative system (25) and the dissipative system (34) both extend the models of Chanteperdrix (2004); Caro
et al. (2005). They are recovered in the limit where a¢ — 0. Furthermore, when the capillarity effects are neglected,
the systems (25) and (34) are hyperbolic with respective sound velocities cf, and ¢, which are the usual Wood and
frozen sound velocities (Caro et al., 2005) increased by a factor (1 — af)~! such that

—1/2
1 « o c 1 c
d 1 1 w d / 2 2 F
C = + = —, Cr = YC —"—Yc = s 36
1—af (p<plcf ng%)) 1—af P madVim TR T (36)

1 1

where Y, = aypr/p are the mass fractions. All the other eigenvalues evaluates to the material velocity w with
linearly degenerate eigenvectors. Note that assuming the incompressibility of small-scale inclusion discards here any
non-physical sound propagation in the disperse liquid phase as remarked in Saurel et al. (2017).

Let us focus now on the impact of capillarity on the properties of the two-scale models. Because of the additional
tensor in the momentum flux, the system has not a usual conservative form with fluxes depending on the local
state only. But, if we authorize flux dependencies on V@, the model (25) with Laplace equilibrium (27) is shown
to be conservative thanks to energy balance (28), while the model (34) with the relaxation source term involves a
dissipative process. Furthermore, the hyperbolicity study of the model (34) is not possible as it involves second-order
space derivatives. Nevertheless, we propose here some elements of such a study for a comparable model relying on
the same physical assumptions, but a different mathematical structure detailed in Appendix B. This model, detailed
in (106), is an augmented model of (34) where an equation on variable w = V@, is added to the system to recover
first-order space derivatives only. Let us fist underline that the augmented model (106) is not rotational invariant.
For a particular normalized direction w, we can study the eigenstructure of the augmented model. Let us first note

Va,

~Va’ Y =o||Va | /(p(ck)?), 37

Uy ' =U W, N
respectively the velocity, the large-scale normal and a geometrical-physical parameter. In the diffuse interface with
moderate capillarity effects in comparison with acoustics, i.e. 1 < 1, we only keep the first-order terms in . In
this case, the characteristic velocities of the augmented model are

Uy, U £ ¢h(1— (w-n)?) /1), uwic;é<1+;w(w-n)2(1_(w-n)2)). (38)

Remark then that when the capillarity effects are negligible with respect to the acoustics ones i.e. 1 > 1 or when
we are oriented towards the surface normal (w-m)? = 1, we recover at the zeroth order the two-scale frozen speed
of sound c%. Otherwise, these velocities are a priori distinct but, as showed in Appendix B, the augmented system
is weakly hyperbolic. Besides, for any direction, 0 < (w - n)? < 1, note that the absolute value of the augmented
model’s eigenvalues (38) can be upper bounded by

1
Mnaz = |Ju|| + & <1 + 81/)) ) (39)



Figure 1: Schematic representation of the regularization of the large-scale interface. The grey region corresponds to
the liquid @; = 1 and the white region is the gas @; = 0. The red zones represent the locations where the mean
curvature H is higher than a prescribed maximal mean curvature H,,,,. The creation of small-scale inclusions that
occurs during the process is not represented here.

Finally, without the small-scale modelling, this augmented system shares similarities with the one proposed in
Schmidmayer et al. (2017). One difference lies in the modelling of a pressure relaxation instead of assuming a
dynamics on @7 that preserves the pressure equilibrium. Consequently, we obtained eigenvalues related to the frozen
sound velocity rather than the Wood sound velocity.

3 Introducing inter-scale mass transfer

Now that we showed how to derive two-scale unified models that account for coexisting disperse and separated phase
regimes while accounting for capillarity, we are now interested in modelling the transfer of mass from one scale to
the other. Thus, we lift the assumption (H1c) by now allowing that

e there is a mass exchange only from the large-scale to the small-scale liquid phase. (H2a)

Particularly, we are interested in modelling the liquid transfer from the large scale to the small scale following three
simultaneous goals: 1- modelling the transition from the separated regime to the disperse regime, 2- introducing
a length-scale threshold separating the two scales, 3- limiting locally the large-scale interface curvature through a
dissipation process. Such a regularizing process is represented in Fig. 1: mass transfer from the large scale to
the small scale initiates at points where the mean curvature is the most pronounced, advancing until the mean
curvature criterion is satisfied everywhere on the large-scale interface. Under the chosen convention, the local normal
Va,/||Vai] is oriented inward the liquid phase and the curvature H has a positive value in the red areas.

3.1 Mathematical entropy production of the inter-scale mass transfer

Let us consider a modified version of the two-scale model with capillarity (34) by adding source terms for each
quantity involved in the mass transfer. Particularly, the evolution equation of @; now features a source term that
will be specified in the sequel. The model writes

dmy  +V-(mu) =R,

omé  +V - (mfu) =R,

dyme  +V - (mou) =0,

oot +V - (afu) =R, (40)
85 +V.(Su) =Rs,

oy +u-Vay =Rg,,

9 (pu) + V - (pu ®u+ (5 —of|Va ) + o%) = R.,.

The equation on total momentum also features a source term R,, to balance the expected gain of capillarity energy
at small scale with a loss of kinetic energy at large scale. Remark that the source term Rg, depends on both the
mass transfer and the process that balances the Laplace equilibrium, but they are here considered together.



Let us first relate Rmf, Raf, Ry, to R,,,. Given the total liquid mass conservation, we immediately have that

Ryi = —Rp,. (41)
Then considering the incompressibility of the small-scale D; pf = 0 and dividing the equation on m¢ by p¢ leads to
R,
Ry = — p’; : (42)
1

For the source term Ry, we consider the underlying kinetic equation (6) with an additional source term R,, accounting
for the creation of droplets, i.e.
on+V - (nu) = R,. (43)

As R,, depends on m, it produces droplets of average size and mass

o Ja SR pD R, din [ MR, dm
W T Rydm T [ Rudm

Integrating (43) against S(m, p{) and m provides the desired relation

{&E + V- (Zu) = Suvg [ Ra dil = Ry, (45)

oym{ + V - (mfu) = mayg [ Rn di = =Ry,
which implies that
Savg

Mavg

Ry = — R, . (46)

With the mass transfer process, the system yields

8tm1 +

3tm§l +

8tm2 +

daf  +V-(afu) =—(p))" R,
Sav

(L 4V-(Zu) =- "R,

Mavg

oy 4u-Va,  =Rg,,
Oulpu) + V- (pu@u+ (- ol Va1 + o IRETE ) = Ru.

Concerning the dissipation of the model, the mathematical entropy production as defined and computed in Appendix
A, is

c= (1= e~ )~ 0B e, — (el + By = (o) + 2 ) w020 e (38)
P1 P1 Mavg

Remark that we recover the same mathematical entropy production as the models (25) and (34) in Section 2 when
neither mass transfer nor momentum variation are accounted R,,, = 0 and R, = 0. As previously discussed,
more information could be recovered about the polydispersity of the mass transfer provided that more geometric
variables are accounted for (Essadki et al., 2016). This model can easily be extended to account for these geometric
variables and more geometrical parameters would be available in the mass transfer. To lighten the model under
consideration, only the IAD has been kept as it is the only one which impacts the mathematical entropy production
through capillarity energies.

3.2 Large-scale mean curvature limitation via the pressure relaxation

In order to define the mass transfer between scales, we alter the large-scale Laplace equilibrium by introducing a
different curvature Hy;,, instead of H in (27),
O'Hl'
(- 722, (19)

1—af

Ral ==

a |
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This change now requires to compensate the mathematical entropy production with the source term of the momentum
equation. The regularization process is introduced by the definition of Hy;,, := min(ﬁ, H,ax) where Hyqo is a user-
specified positive curvature threshold to locally control the deformation of the large-scale interface as suggested by
the scheme in Figure 1.

Choosing such a different equilibrium leads to an unsigned term in the mathematical entropy production rate
(48) when no mass transfer is accounted for, i.e. R,,, = 0. Thus, we must determine the right mass and momentum
transfer to make the total process dissipative i.e. ¢ < 0. With such dynamics, the mathematical entropy production
rate is now

—. 1 O'Him D Sav
¢=—((1—af)(pr—p2)—0H)- (pl —py— d) - (61(0(11) + % - (61(01) + p1> +o—% ) R, +u-Ry. (50)
€ 1 —af P P1 Mavg

Then, considering that the large-scale and small-scale liquid densities are close, we define Ap; = p{ — p; and a
non-dimensional function h corresponding to the first-order integral remainder of e;(p$) + p/p¢ — (e1(p1) + p1/p1)
such that

D Q
er(of) + L~ (e1<pl>+p1> =T (4R, (51)
P1 P1 P1
with i — 0 when Ap;/p;y — 0. Then, defining
AH :=H — Hyjm, (52)

we reorganize the terms in (50) to obtain

1 cHum \> (@ 1
cz—;(l—af) <P1—P2— ””) +(p1Rm1+€o—AH> (p1 — p2)

1— d
1 H a " S (53)
_loam (0 m;) n (O@(pl —pa)h— Uavg) Ron, + u - Ra.
€ 1—af P1 Mavg
This reorganization suggests nullifying the second unsigned term with the pressure difference by choosing
1 AH
Ry, = —-227921 (54)
€ [6%)

This choice notably activates the mass transfer when AH # 0 i.e. when the local curvature H is different from the
prescribed curvature Hj;,,. Then, the mathematical entropy production rate becomes

1 cHum \2 1 oHyim Suve P1
= —“(1-af Py — — “oAH — o) h — o 2%ve L - Ra. 55
o e( al) <p1 P2 1—a‘1i> EU (1—0[‘11 +(p1 p2) Umavgag tu ( )

The first term of the right-hand side is negative for any € > 0. As h is expected to be small, the sign of the second
term depends mainly on both Hy;y,, and the ratio Sguq/mavg. Neglecting h, this second term has the sign of

Sav P Hlim
9 L _ . (56)

Mayg @2 1 —«

Let us investigate the sign of this quantity with a dimensional analysis. Given a mixture-volume of typical length [
with a small-scale of typical length [, large-scale and small-scale densities of liquid are almost the same such that
Mavg ~ p1lo, and we also have 1 — af ~ 1 and @y ~ 1. As the regularization of the interface requires setting H l:nl%
comparable to [ and then much larger than I, the quantity (56) behaves as

Scwg P1 Hlim 1 1
a N 57
s (57)

Mavg Q2 1— ay

which is consequently expected positive. Then, the dissipative nature of the inter-scale transfer, i.e. ¢ < 0, must be
enforced by choosing a momentum source term that provides a negative contribution through the third term of the
mathematical entropy production rate (55). This also confirms that an energetic transfer from large-scale momentum
through a momentum source term in (40) are necessary. Indeed, the regularization process creates a small-scale of
droplets which generates more interface area and therefore requires more energy due to capillarity energy being
proportional to the interface area.

11



3.3 Choice of the momentum source term to enforce a dissipative inter-scale transfer

We look for an expression of the momentum source term such that provides a negatively signed contribution in the
mathematical entropy production rate and which is activated similarly as the other source term of the inter-scale
mass transfer. We then propose a momentum source term of the following form

R, = —¢ '0AHR,u, (58)

with Ry > 0. Tt particularly enforces that the momentum source term is similarly activated when AH is positive
and that both velocity amplitude and the kinetic energy decrease. Indeed, the negative signing of the mathematical
entropy production rate (55) is now possible by enforcing a last condition on Ry,

oHyim

Sa’u P1 -~
—po)h— o =222 L wPR, > 0. 59
l—a‘f + (p1 — p2) Om(wgaZ + Uy 2 (59)

Such a source term is only possible for non-zero velocity which is here assumed, but later discussed in Section 3.4. We
propose here to minimize the dissipation of free energy during the inter-scale transfer by choosing R, that satisfies
the equality case of the above inequality, reading

~ 1 Sav oHiim
R <g g P1_ ld—i-(pz—pl)h), (60)

Mavg 02 1-— Qg

u?

with the assumption that

Sa'ug P1 UHlim
o —p1)h >0, 61
Umavg ag 1 -— a‘f +pz—p)hz (61)

as discussed in Section 3.2. Because of this requirement, the location where the inter-scale mass transfer is activated
must be adjusted as further discussed in Section 3.4. Then, the mathematical entropy production of the model reads

1 o
HH+V-G=- <p1 —p2— dHh-m> , (62)
€ 1—af
and the dissipation of the model only comes from pressure relaxation as the model (34). The final model reads
1
oymy; +V - (mlu) = — 7@70’AH,
€ (2
1
amd  +V - (miu) :fpj—aAH,
€ (2
oymo +V - (mgu) =0,
1 pio
d d _
daf 4V -(ofu)  =c T GAH, (63)

1 84y proAH

€ Mavg (6]

8y 4V (Su)

)

1 o
dar t+u-Vay =—(p1 —p2 — ———5 Hiim),
€ 1—af
Orlpw) +V - (pu@u+(p— ol Var )L+ o TRETE ) = ~LoAH (oh2e 8 — Sl 4 (py —p1) ) 5,

with p = @1p; + @zpo. In the limit of an instantaneous relaxation, we have

UHlim
1—af’

p1L— D2 = and H = Hyjm, (64)

and the large-scale mean curvature is then expected to be limited and the large-scale interface regularized.

3.4 Mass transfer location

In the model (63), the mass transfer from large scale to small scale is a priori triggered everywhere in the domain
provided that H # Hy;,,. However, the discussion of the inter-scale model showed that it can only occur where

O_Savg & o oHyim

d

— h >0, d, > 0. 65
e a2 m) and, |lu| (63)
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Moreover, we want to avoid the inter-scale mass transfer where there is not enough volume fraction of the gaseous
phase to receive the small-scale inclusions. This could notably happen in the inner side of the numerical spreading
of the large-scale DIM or for small-scale re-impact in the large-scale liquid phase.

We propose then to locate the mass transfer in regions of the flow that avoid these limits of the model. Therefore,
we modify the definition of Hy;,, by setting

Hijpy = 1emin(H, Hypoy) + (1 — 1) H, (66)

where C is a condition or a set of conditions that enables the mass transfer via curvature limitation, only at the
location where C is satisfied.

In order to fulfil the requirements of the regularization and avoid the limitations stated before, we choose C :=
Cl N CQ N Cg with

Sav oH, im — — _ —
Cl = (O’m 9%12_ 1 lad+(p2—p1)h20), CQ = (al,min<a1<al,max), C3 = (Val-u>0). (67)
avg —

The condition C; corresponds to the decreasing condition of the kinetic energy that also ensures the dissipative nature
of the mass transfer. The condition Cs ensures that the mass transfer occurs in the outer side of the large-scale diffuse
interface by setting the upper bound @ ;. such that there is enough gaseous phase in the mixture to receive the
small-scale liquid inclusions. Conversely, the lower bound @ ,,i» ensures that we indeed are in or very near of the
interface. The condition Cs avoids re-impact by triggering the mass transfer where the small-scale is advected away
from the large-scale interface. Remark also that C3 also includes the positivity of velocity amplitude as required by

(65).

3.5 Closure of the two-scale model and discussion

We conclude the modelling part of this work by proposing a specific closure of the two-scale model (63) with
expressions of Syyg/Mavg and h. With the reduced information about the small-scale geometry af and ¥, we propose
to make the following assumptions:

e the small-scale and large-scale liquid phases have the same linearized barotropic EOS; (H2a)
e the inter-scale produces a spray of monodisperse spherical droplets; (H2b)
e the radius of the droplets is smaller than the large-scale curvature threshold; (H2c)

With (H2a), we define py and pg 1 a pressure of reference and a density of reference for the liquid such that the EOS
reads p1(p1) = po + ¢ (p1 — po.1). Integrating the pressure law leads to

(p1log(p1))ci —
P1

e1(p1) = Po 4 €c, (68)

where e, is an energy constant. Then, from (51) and denoting 6,, = Ap1/p1, we obtain

e+ <— % log(1 45 )) = —0p, +0(5;,). (69)
I+ 5131 (Pz - p1)52 1+ 5p1 P1 p1 o1

Following (H2D), let us denote with r the radius of the droplets produced, then Squg/Mavg = 3/(rp¢). Then, according
to (T12c), we have that r = kH,; !, with 5 < 1 a scaling factor. Using this expression of Syy/Mavg in (58) and (60),
the source term on the momentum equation becomes

1 3 p1 1 h u
R,=—0cAH|—— — - Hijm— .
“ EU (Rp‘li Qg 1-— 04(11 + (p2 pl) UHZim) gHlim u? (70)
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Then, the final two-scale model reads

1
om; +V-(mu) =-— f'Oi—UAH,
€ Q9
1
omi  +V - (mfu) :fpi—UAH,
€ Qg
Oma  +V - (mou) =0,
1
g +V-(atu) =T AmH,
€ Q2]
1 3Hiim, AH
8y V- (Tu) —-mPTDE
€ K;pl 9
_ _ 1 o
Oar +u-Vay =—(p1 —p2 — —— Hiim),
€ 1—af
(pw) + V- (pu@u+ (p - ol| Vo )+ o TRETE ) = —LoAH (2,2 — L + (02 = p1) 7 ) o Hiim 25
(71)

with p = @1p; + Qapa, and Hyyy, = Le min(H, Hypap) + (1 — 1¢)H.

From this final formulation of the model, one can see that, when there is no curvature limitation, i.e. Hijm = H
and AH = 0, it extends the capillarity model of Chanteperdrix (2004) with two additional equations on small-scale
variables a¢ and ¥ and with a pressure relaxation which accounts for the Laplace pressure jump. Remark also that
the inter-scale mass transfer affects all variables except the effective density of the gaseous phase mo. Finally, for this
specific closure, the inter-scale transfer regularizing process is parametrized by H,,.., which limits the large-scale
curvature, x which pilots the amount of small-scale IAD produced by the transfer, and the conditions C which locates
in which regions of the flows the inter-scale transfer occurs.

4 Numerical strategy

We now propose a numerical scheme to solve the model (71) with the definition of Hy;, given in Section 3.4 in the
limit € — 0. It particularly enforces the local Laplace equilibrium and the limited curvature

g

b1 —p2=
The numerical strategy is based on an adequate decomposition of the model into sub-models, which are then solved
with dedicated schemes: a Godunov method (Godunov and Bohachevsky, 1959) for the hyperbolic model, an arith-
metic solver for the capillarity model (Chanteperdrix, 2004; Schmidmayer et al., 2017), and an original implicit-explicit

relaxation scheme for the pressure relaxation extending the usual Newton-Raphson methods (Chanteperdrix, 2004;
Cordesse et al., 2020) to avoid a non-local strategy for the solution of the Laplace equilibrium.

4.1 Splitting, relaxation and time integration

For the building of the numerical method, we propose to cast the system into the following fully conservative form
with a state vector g, fluxes F' and source terms ¢~ 1r(q),

dq+V-F(q) =¢'r(q), (73)

that we will solve in the limit ¢ — 0. The chosen state variable is q := (@ p, a1p1, @2p2, afp$, af, ¥, pu)T, switching
from the notation my, to aypy, for effective densities for further simplifications purposes, and the fluxes F = Fy,,, +
F,, are decomposed following a convective-related part F'p,, and a capillarity-related part F'cqp,

app
ai1p1u
Q202U
Fyy, = a‘f,g‘fu , F.,, =
afu
Yu

pu®u+pl o (YPETE — | Ve 1)

SO OO OO
—
\]
=~
=

14



and the source term corresponding to the pressure relaxation and the inter-scale mass transfer process is

—IBAH
[o)

200 AH
_ d
r(g) = 8Hy oy proAH : (75)
wpy @2
p(p1 — p2 — Tal Hiim)
ocAH (i& - 14 (p2 —p1) ﬁ) UHlim%

Kkp¢ @2 1—af

In order to develop adapted numerical schemes for each part of the system, we use a splitting procedure for the fluxes
and an instantaneous relaxation process for the source term. It results in solving successively the following three
systems,

oq+ V- F"P(q) =0, (76a)
g+ V- F(q) =0, (76b)
r(q) =0. (76¢)

Defining a discrete solution ¢” at time t", the discrete operators L"P, L% and L™'%* are time integration of systems
(762a) and (76b) with explicit Euler scheme and a projection scheme solving (76¢). We also define L = L o LhP,
Then, the state ¢ computed at the n—th time-step results from the following second-order Heun’s method with
intermediary relaxation steps,

gV =L"(g""),

q(l) — Lrelaz (q(l))’

rel =
1
q® =L7(q\}), (77)
1
a® = (g" ' + 4%,

2
qn _ Lrelam (q(3))

The stability of this time integration is not well established as the eigenvalues of model (63) are not known. Therefore,
we choose our time step similarly as a CFL condition with a maximal wave speed taken as the upper-bound of the
eigenvalues of the augmented model obtained in (39) such that

At = CFL X Aoz, (78)

with CFL the CFL number. Let us now detail the numerical procedure to solve each of the operators.

4.2 Hyperbolic fluxes

We focus here on the numerical method dedicated to the numerical approximation of operator L™ : ¢° — ¢"¥?. An
adequate strategy to solve this conservative set of equations is to use a Godunov method (Godunov and Bohachevsky,
1959; Godlewski and Raviart, 1991; LeVeque and Leveque, 1992; Toro, 2009) that relies on the conservative form
of the equations corresponding to balance equations. For the sake of readability, we now consider one dimension in
space, and we discretize the model into

hyp _ 0 S,

q; q4; _ ©i hyp _ phyp
At Yy, (Fz‘+1/2 Fifl/Q)’ (79)

where the subscript indexes the cell in the mesh, the superscript indexes the discretized time. Then, g} is the
volume average of the state of the i—th cell encompassing the space domain between z;_;/, = x; — Ax/2 and
Tip1/2 = x; + Ax/2 at the discretized time ", V; is the volume of the i—th cell, S; the surface area with the

neighbouring cells, and Fi}i’lp /o are the fluxes at the interface between the i—th cell and the (i + 1)—th cell. Remark
that for a one-dimensional regular mesh we have S;/V; = 1/Ax.
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Following the lines proposed by Godunov, we consider the following Riemann problem centred at x;; 1/,

3thFV'F(Q):07

; if 0 80
g(z,0)=¢ % LI (50
Qi1 if x> 0.

The solution g of this problem is self-similar and for ¢ > 0, and we note g(z/t) = q(x,t). The flux at the interface
Fz’flp /2 is computed by evaluating F"¥?(g(0)). Details of the procedure to solve the Riemann problem (80) is given in
Appendix C. We extend here this approach to a MUSCL scheme (Van Leer, 1979; Toro, 2009) that relies on a linear
extrapolation of the conservative set of variables qirl /2 of the state within the cell (z;,2;41) so that the previous

method is the same except the initial conditions of the interface Riemann problem that are now

if £ <0,

911/
q(z,0) = ) (81)
{q;‘:-uz’ if x > 0.

For a regular mesh the linear extrapolation within the i—th cell is defined by

Ax _ Ax
q" :qz‘+73i7 9 =49~ 5 S (82)
where s; := %(si,l/g + 8it1/2) and 84 1/9 1= %(q?H — q7). Furthermore, the slopes are limited to avoid spurious

oscillation using the MINMOD limiter (Sweby, 1984; Coquel and LeFloch, 1996; Toro, 2009) so that each component
(s;)x of the slope s; reads

o)y — max(0, min((s;—1/2)k(Siv1/2)k))s i (8iv1/2)k >0,
(s {minm,max((si_l/m<si+1/2>k>>7 it (sip1/2)e < 0. (%)

4.3 Capillarity fluxes

Let us focus now on the building of a numerical scheme for the capillarity fluxes, i.e. operator L : ¢° — q°*?, with
an arithmetical-average approach as proposed in Chanteperdrix (2004); Schmidmayer et al. (2017). The numerical
scheme is here written in two dimensions with w = (uz,u,), and the cells of a regular mesh space of step sizes Az,
Ay are here discretized with the subscripts ¢ and j,

(pux)ffjp - (puw)?,j = aL (0201)i11/2,5 (Or01)is1/2,5 (8xal)i+l/27j (8y51)i+1/2,j — [[Vay|; .
At Az [V lit/2,5 V@ [[i11/2, 1llit1/2,5
_ (azal)i—l/Q,j (axal)i—l/Q,j + (awal)ifl/zj (ayal)i—l/2,j B ||Vall| .
IVailli-1/2, Ve |liz1/2. =1/
tol (0281); 512 Qo )iginye  (Oe01)ijp1/2 Oy 00y IVai i1z
Ay [Vl +1/2 [Vl js1)2 ij+1/
o (8Jcal)i,j—1/2 (axal)i,j—l/Z + (awal)i,jfl/Q (ayal)i,j—l/Q B ”ValH o
Vel j—1/2 V@ ij-1/2 i,j—1/ ) "
(puy)gzp — (puy)?,j . 1 (6yal)i+1/2,j (azal)i_;,_l/QJ (8yal)i+1/27j (ayal)i+1/2,j va
A a = - 1l ]
At Az ||V011H1'+1/2’j HV0‘1||1‘+1/2,]' +1/2,5
(ayal)ifl/lj (azal)i—l/Q,j n (ayal)ifl/zj (8?;@1)1‘71/2,]‘ ||Va ||
_ /2 /2 - o
HVOZ1H¢—1/2,]' ||Va1||i—1/27j 1/2,5
+ o @y j41/2 )i jiryn  (Oy1)i 412 (0yT1); 510 — [IVaillijt1/2
Ay IV i41/2 V@i 112 i\j
B 3@;&1)@]‘71/2 (axal)i,j_1/2 n (83,&1)1.%1/2 (3yal)i1j71/2 T
V@] 5-1/2 V@i j_1/2 ij—1/ ;
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where the gradients are discretized following

@)is1y — (@) _ 1 ((@)ije1— @)ij1 . (@)is101 — (@1)ig1—

Ou)ipsjay = IO @i, = g (P T m (et D),

(85)

and (9y@1); j+1/2, (0201); j4+1/2 are obtained by symmetrically inverting the role of the z-axis and y-axis. Finally,
the norm of the gradient is obtained with

HvalHi—o—l/Q,j = \/(3151)?+1/2,j + (ayal)?+1/2,j' (86)

4.4 Relaxation

rel rel

The relaxation operator L. q° — "¢ projects the state q° towards a state g™ satisfying both

61(1—% 1—51)(1—0[1

and

Hma:v - Hlim = maX(Hma:m H(al))7 (88)

at fixed m{ + (m{)°, m9 and H,,q.. As the definition of H involves space derivatives of @y, a numerical solution via
a Newton-Raphson procedure would require to couple all the cells of the mesh because of the non-local discretization
of H. It is not desirable for computational reasons, and we introduce a local strategy instead.

4.4.1 Implicit-explicit integration of the instantaneous relaxation process to account for mass transfer

Sharing similar ideas as dual time stepping (Jameson, 1991), we propose to use an integration procedure for a
fictitious time 7 by introducing the dynamical system related to the relaxation with inter-scale mass transfer

1
87—(041/)1) = - *gAI_L
€ (2
1
8T(a§lpii) _7;:170-AHa
€ (V9
0r(azp2) =0,
1
a‘racli :7fp10-dAHa
€ t2pf (89)
1
o.% _1 Savg proAH
€ Mavg (&%)
1 o
67—7 = - - 7Hlm 9
aq e(pl b2 1704 lim)
. = (=8 - Hiim—0AH.
(pu) € (ffﬂfoéz 1-af o) oHym ) 7" w2

The relaxed state q,..; is then asymptotically reached for 7 — +o0 in (89) and initial state q°. We propose to
integrate implicitly the source terms on @; and explicitly the other ones involving H. This notably enables to recover
a method similar to the classical Newton-Raphson method where there is no mass transfer. Following the chosen
implicit-explicit time integration, and defining the function of the Laplace pressure equilibrium
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the discretization in fictitious time reads

AT pfo
(a1p)" — (a1p1)* = _?%(AH)k’
2

(oo — (adplyt = ETO7 (A ppyE,
€

(a2p2)k = (042/)2)07
AT pro
()"~ (af) = == = (Am),
Q2P (91)
AT Saug M(AH)IC7

€ Mgayg 02

AT 1
—k+1 _ —k _ 2T k@bt — gk k
aftt = e (P @ - ah 0w, )

+ ((a1p1) ! = (2191)") (O o) F)* + ((a)* — (ail)k)(f?(a;t)f)k),

T k i k uk
(o1 = ()t = =5 (25— o (=) ) o o A"

lim
where pf = (a1p1)"/(@7)/(1 = (af)*), @5 := 1 — @}, and (u*) := (pu)*/((a1p1)* + (azp2)* + (afp{)*) and with the
initial condition g = q®?. After some manipulations for the update of @;, we obtain

Ek:-‘rl o Ek _

Ar 1

—k+1 _ —k e 1—(af)k r A7 pho b At 1
a; - —ay = A:1 O P (7: _?Z(AH) ((8(a1pl)]:> *(5(64)]:) (92)

Now the choice of the fictitious time step ratio { remains. If no mass transfer were accounted for, one would choose
an arbitrarily large value to recover a Newton-Raphson method, but the explicit scheme together with admissibility
conditions enforces a finite choice that is now discussed.

4.4.2 Relaxation restricted to admissible states

In order to keep the integration scheme providing valid states during the relaxation process, we want to enforce
“stability conditions” for pu, a1p1, af and @y, by keeping the updated values in their admissible sets. These set are
(0,1) for @; and af, RT for ayp; and such that the velocity amplitude decreases. For @y, a parameter 0 < A < 1
close to 1 to ensure that the next iteration akH does not get closer than a fraction A of the distance that separated
@¥ from the boundaries of (0,1).

Starting with the stability condition on pu, a decreasing amplitude is equivalent as

(pu)k-‘rl . ,uk >0

AT 3 b 1 h¥ ! AT (93)
= — < (oA | =5 - —— 4+ (ph - oHjim w) . uk = [ — .
7= ot (LB = gy 0 ) g )0 ) s
For the stability on a;p;, we have the following condition ensuring positivity
AT ko ! AT
(1) >0 = —< (a1p)® (@(AH)’C) =: <€> : (94)
2 a1 p1,max

For the stability on af that is only increasing during the process, we ensure that it does not go beyond 1 even if we
actually expect it to remain small compared to 1. It yields

(@) — (D <A1 - () = 2T <A1 - (ad)* >(”1" (AH) ) . (A) . ()

€ 052 pl € a‘l’l,maz

Finally, for the stability of @;, we have the following condition,

—aak <alt —al <A -ah) — (P <A€T> =0 and 7 <A67> 20) )
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Phase ‘ Do Co 00
1 10° Pa 10 m.s~! 103 kg.m =3
2 10° Pa 10 m.s™! 1 kgm™3

Table 1: Parameters of the fluids’ barotropic linearized EOS.

with
Pi(X):=aX? + 01X +c1, Po(X):=aX?+byX +ca, (97)
and

kO'
a:= m(AH)k((P‘f)_l(%g?)k = o F)Y), br= (1= (@))THFE + Nag (02, F)"),

by := (1 — (DM L(FF = 2ab (05, F)F), e :=-X1—-a¥), ¢ :=\ak.

For the first condition P;(A7/e) < 0, its validity depends on the sign of the discriminant A; of the second-order
polynomial P;.

(98)

e If Ay < 0, the condition is always satisfied as ¢; < 0 and the stability of @; does not introduce any restriction
on At/e;

o If A; > 0, At /e is restricted by either the first root of P; when a < 0 or the second root when a > 0.

A similar discussion can be conducted for the second condition P2(A7/€) > 0 such that one can define a maximal
step ration (A7/€)a, maz defined by the minimal bound enforced on A7/e by the two conditions of (96).
In the end, the final step ratio A7/e to be used for the integration in fictitious time (92) is

A:m<(A> (&) () () ) .
€ € pu,max € a1 p1,max € a%,maa: € @i ,mazx

such that the next iteration g**' fulfils all the admissibility conditions.

5 Simulations

We propose now to study a two-dimensional test-case of a liquid column deformed by an incident gaseous flow such
that filaments appear on each side of the deformed column. Such a test-case provides us with a curved interface
involving different scales: a large-scale interface corresponding to the shape of the column core and a small scale
for the filaments. The parameters of the model have been purposely chosen such that the time needed for the
deformation of the column is comparable with the one of advection throughout the domain. The physical parameters
are the ones of a liquid water/air configuration except for the sound velocities which are decreased to mitigate the
computational cost of the fast propagation of shock waves. Nevertheless, this test-case presents all the ingredients to
illustrate the inter-scale mass transfer and its curvature-limitation properties. The numerical method is implemented
and the test-case is available in the open-source finite-volume solver [dataset] Josiepy.

5.1 Description of the test-case and simulation without inter-scale transfer

We consider a two-dimensional 4 x2 m domain D filled with a liquid column filled with water (denoted by the subscript
1) of circular section of radius R = 0.15 m and located at the position C = (1,1) m, immersed in a gaseous phase
filled with air (denoted by the subscript 2). The fluids are given a linearized barotropic EOS: p(p) = po + c3(p — po),
the parameters of which are listed in Table 1. The capillarity coefficient is set at 1072 N.m~!. We distinguish then
three areas : the gaseous area (G), the liquid area (L) and the mixture area (M) resulting from a smoothening of
the large-scale volume fraction field over a thickness of R/5. The location of these areas along with the initialization
parameters are summarized in Table 2. An inlet boundary condition is enforced on the left side of the domain with
Dirichlet conditions on @y, u, af and ¥ to keep the boundary at the initial state, while a homogeneous Neumann
condition is set on phase pressures. An outlet boundary condition is set on the right side with a Neumann condition
for all components. Top and bottom boundaries are periodic. The simulations are then performed over a time period
of 3 s on 400 x 200 cells with a CFL condition set to 0.4. In this first simulation of reference, the regularizinf mass
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Area ‘ Location ‘ a1 P1 D2 Ugs Uy a‘{l b))

@ | D\Bo(R+ RJ5) 0 NaN  po 6.66 m.s ! Oms T 0 Om?
(L) B (R) 1 po+o/R NaN 0m.s™! Oms™!t 0 Om!
(M) | Bo(R+R/5)\ Bc(R) | ha,(x) po+oH — po  Yiugw)+Yaup (@ Oms™' 0 Om™'

Table 2: Initialization state for each area. Bc(r) denotes the ball of radius r centred in C, and hg, is a smoothening
function defined by hg, : ® — hg, (||T — xc||) with kg, : © — exp(22?(2? — 3) /(2% — 1)?), and the mass fractions are

denoted Yy = agpr/p.

transfer is deactivated by choosing H,,qe = 10° m~! which is an order of magnitude larger than the inverse of the
discretization length Az~ =102 m~1.
The overall dynamics is showed in Fig. 2 and described in three successive stages:

e Stage 1: The liquid column deforms as it undergoes the upstream pressure of the incident flow between ¢t = 0 s
and t = 0.25 s. The interface is well resolved as the iso-line @; = 0.5 and the interface area estimator maxima,
are superposed.

e Stage 2: We observe the growth of two filaments on both the top and bottom sides of the liquid column between
t =0.25 s and t = 1.25 s. The interface is less and less well-located as we go further to the filament’s extremity
and the TAD estimator shows an opening at its end. This shows that the simulation is not converged enough
in space discretization and the capillarity phenomena are lost at these small scales.

e Stage 3: The water column breaks in two and gets out of the simulation domain between ¢ = 1.25 s and ¢t = 2
s. The interface has numerically spread too much such that the liquid core of the column does not reach a
volume fraction of 1.

These numerical difficulties can also be quantified through the evolution of Hy;, := mgx(ﬁ]lc) defined with the

criteria (67) that is always located at the end of the ligaments. Fig. 3 shows that Hj;, quickly rises from 1/R as
the ligaments start to grow, and it saturates at approximately 150 m~! which corresponds to the scales of the space
discretization length.

5.2 Comparison with the activated mass-transfer

In order to circumvent the challenging resolution of the filaments’ growth at large scale, we introduce now the inter-
scale transfer to both regularize the large-scale interface, and model the primary atomization in the under-resolved
mixed-regime region. We consider then the same initial setup as the one described in Section 5.1. However, we
change the settings dedicated to the inter-scale mass transfer by choosing Hpa, = 40 m~!, p¢ = 10% kg.m™3 and
k = 1. We expect that the curvature threshold H,,,, limits the mean curvature H;;, while the latter parameter s
pilots the amount of TAD created when mass is transferred form large to small scales.

We propose to discuss the dynamics of this system by highlighting the impact of the two main effects of the
inter-scale mass transfer: (i) the large-scale regularizing properties of the inter-scale process, (ii) the quantitative
repartition of both the liquid mass and IAD between large and small scales. The following two sets of figures address
each of these effects:

(i) In Figs. 4-5, we compare the dynamics at large scale of the two cases by plotting respectively the large-scale
volume fraction @; and the large-scale IAD estimator | V@ ||. In Fig. 6, we compare the evolution in time of
the curvature Hj;, to measure the regularizing impact of the inter-scale transfer.

(i) In Fig. 7, effective densities at large scale a3 p; and small scale afp¢ are compared and their repartition between
the two scales is plotted in time in Fig. 9. The same discussion is proposed for the IAD in Fig. 8 along with
its evolution in time in Fig. 10.

5.2.1 Regularizing properties

Let us first observe from Figs. 4-5 that the dynamics is similar during stage 1 as the inter-scale transfer has not
started yet. When the filaments begin to grow during stage 2, we see that the growth is stopped when the mass
transfer is activated via a curvature threshold set to Hy,qae = 40 m™'. The interface is locally regularized in the
sense that the under-resolved filaments, appearing when there is no mass transfer, have been transferred to the
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small-scale part of the model. As showed in Fig. 6, the curvature Hy;g is indeed limited starting from stage 2 and is
almost always kept below the threshold H,,,,. We observe that the curvature goes over the limit for some snapshots
which correspond to situations where the condition C1 is not satisfied, and then, mass transfer cannot occur despite
the mean curvature higher than the threshold. This regularization also allows to “close” the interface through a
non-negligible amount of IAD ||V@; | all around the iso-line @; = 0.5 at large scale which makes the capillarity fluxes
more effective. This consequently impacts the overall dynamics, and we particularly observe that the core of the
liquid column has a more compact shape.

Given the mesh resolution considered, we have a better resolution of the large-scale capillarity phenomena with
the inter-scale transfer, while the previously under-resolved interface dynamics previously observed is now purposely
modelled in the small-scale model with geometrical quantities.

5.2.2 Repartition of mass and IAD between scales

Now let us discuss the repartition of the liquid mass and the IAD between both scales. As expected one can observe
in Fig. 9 that some large-scale liquid mass is transferred to the small-scale model while conserving the total liquid
mass during stage 2. The superposition of the effective densities at both scales shows that the mass transfer has
happened at the extremities of the large-scale ligaments, and the small-scale liquid phase is then advected by the
flow. We can again measure the overall impact on the dynamics as the liquid mass is not spatially distributed at the
same location, whether the inter-scale transfer is activated or not, by summing the contributions of both the large-
and small-scale components.

Regarding the IAD, one can see in Fig. 10 that the regularization tends to decrease the total large-scale IAD
when mass transfer is activated, in accordance with the more compact shape of the liquid core. Furthermore, when
the inter-scale transfer is activated, the sum of the IAD from both scales largely exceed the large-scale IAD when
the inter-scale transfer is deactivated. Indeed, the IAD production associated with small-scale droplets outweights
the reduction of IAD of the large-scale interface induced by the regularization. The larger Sq.q/mMavg is, or in our
case the smaller & is, the more IAD is produced at small scale. The fine-tuning of this a parameter will be examined
in further studies as it has no influence here on the large-scale dynamics or the amount inter-scale mass transfer.

6 Conclusion

Following the two-scale modelling approach, we have successfully introduced a proper way of combining two scales
in a unified manner, accounting for capillarity at both scales, and proposed an innovative local regularization of the
large-scale interface through the definition of a dissipative mass transfer between scales. With a multi-fluid CSS
approach for the large-scale capillarity model, we have added a supplementary potential energy depending on the
gradient of a colour function, that is chosen to be the large-scale volume fraction. The resulting model includes both
capillarity fluxes along with a local Laplace equilibrium. A modification of this local equilibrium is then used to
build a mass transfer model between scales, that induces a regularization technique of the large-scale interface. More
specifically, we enforce a relaxation evolution towards a Laplace equilibrium with a preset maximal curvature which
sets an upper limit for the large-scale interface curvatures. This modified large-scale Laplace equation then triggers
the transfer to a small-scale kinetic-based model based on at least two geometric quantities the small-scale IAD and
volume fraction. Finally, a numerical scheme along with simulations allows to confirm the expected behaviour of
the model on a first demonstrating case. The parameters of the model need to be further investigated with DNS
comparisons where smaller scales are resolved. Nevertheless, the approach lays the foundations of a key feature for
unified two-scale models including the mixed zone, while controlling the range of scales to be resolved in the numerical
simulations at the modelling level.

For further studies and models, the introduction of a different velocity at small scale would improve the description
of the disperse regime by including key phenomena such as drag, added mass or secondary break-up, even though it
was not required for the modelling of the inter-scale mass transfer in this work. This is work in progress. Such a model
could also be extended to both an improved small-scale description in the disperse regime and the mixed regime,
and would rely on an extended small-scale model accounting for deformed and polydisperse inclusions as proposed in
Loison et al. (2023). Pressure and temperature relaxations in the context of fluids with full EOS and thermodynamical
mass exchange such as proposed by Pelanti (2022) are also under consideration for further developments.
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A Mathematical entropy production of the two-scale capillarity model

For calculation purposes, we consider a transport equation on the variable z = (p$)?/3%/m{ similarly to Di Battista
(2021) instead of the conservation equation on ¥. We introduce then the source term R, such that D;z = R,, and
R. = Rs(pH)?/?/mé+ 2R, /m¢. We do not prescribe the dynamics of @;, and we consider then the following system
of equations,

Oymy +V . (mu) =R,

Oms  +V - (mou =0,

6,57715 +V. (mju) = Ri’;lil (100)
day  +V - (afu) =—(p1)" Ry,

Oz +u-Vz =R,,

O(pu) +V:(pu@u+P) =R,,

where the dynamics of @; is not specified and P is a general pressure tensor. Remark also that the fourth and fifth
equations are equivalent to Dyp{ = 0 and D;z = R,. We look for a supplementary conservation equation for an
entropy-entropy flux pair (H,G) such that the entropy production rate ¢ is negatively signed,

s =0H+V-G<O0. (101)

With the summation convention on repeated indexes, the divergence of a matrix A is V- A = 9, A;;, and the double
scalar product of two matrices A and B is A : B = A;; Bj;. Furthermore, the gradient of a vector a is Va = 0, a;.
With H := K - u — £, multiplying the momentum equation of (100) by u gives

O=u-0K+u-[V:-(K@u+P)|—u-R,
—0,(K +u)— K -0u+ V- [(K.u)®u+PTu —(K®u):Vu—P:Vu—u-Ry (102)
=OH+V-(Hu+P'u)+0L+V-(Lu)— K- -0u— (KQu): Vu—P:Vu—u-R,.
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Developing the derivatives of the Lagrangian and accounting for the dynamics given by (100) yields

0=0H+V- {"Hu + PTu}
+ Oy L1Dymy + O, L1 D + 0,0 L1 Dy
+ Oy LoDy + O, Lo Dily + D0 LoDyt
+ Oypa LD + 0,0 LD, pf + 0.L1 D, 2
+D-Dy(Va))+ LV -u—P:Vu—u-R,

—OH+V - [Hu + P o+ (D@)D} 4 (05, L1 — 02, L0 — V - D)Dyy
1
+ [aml,cl Y p— (aadcl + aadcz)] Ry, + 0.LIR.
1 pl 1 1

- {P + [ﬁ*{ L+ LY Logy +af (&lfﬁl + aafﬁg)] I+D® Val} . Vu—u- Ry

Evaluating the Lagrangian leads to

Va —
0=0H+ V. (’Hu +PTu — CTOélDtOél) + (1~ af)(p1 — p2) — oH| Dyaiy

[Va||
_ [} + @
n (eg_el_plwz(p@ 2/3+1p1dw2) Ry
P1 P1
Va, ® Va
- <P - ((oqpl + Topy —o*Vqu)I—l—aM)) L Vu
[Va||

- Umf(pf)fZ/ng —u- Ry,

with ¢ := e;(p?) and e; := e1(p1). We choose the entropy flux G by setting

_ _ _ Va; ® Va
P = (qup1 + qap2 — o|Vay|) T+ UW7
e ! (103)
G :=Hu+Plu—0o——"_Da.
[Va |
With the expression of Lagrangian (12), the mathematical entropy production rate finally evaluates to
_ D1 dv—2/3 , Q1P1 t Q2p2
c=—[1—=ad(p —ps) —cH Da—(ed—e—+azp —l—)Rm
(1 —af)(pr — p2) — oH] Doy it (p) pr . (104)

+om$(p?) PR, + u - R,.

Then, the sign of the mathematical entropy production rate ¢ depends on the assumptions on the dynamics of @y
and the source terms R,,, and R,.

B Hyperbolicity of the augmented two-scale model with capillarity

The system of conservation equations modelling our two-scale two-phase flow with capillarity (34) involves fluxes,
which not only depend on the set of conserved variables, but also on their gradients, in particular for @;. A possible
mean to study the mathematical properties of the system consists in considering an augmented system of equation
including a new conserved variable w := V@;. Depending on capillarity fluxes model, the system may still involve
derivative of the conservative variables, and it is possible to resort to a symmetrization of the system using entropy
variables in order to study the structure of the resulting system of Partial Differential Equations (PDEs) Gavrilyuk
and Gouin (1999); Giovangigli et al. (2022).

Nevertheless, within the framework of our model, a study of hyperbolicity for (34) can be led under the following
assumptions along the same lines as Schmidmayer et al. (2017): 1- we consider an augmented system of conservation
equations, where the new variable w is introduced and satisfies an independent conservation equation. The link
between Va; and w is then a result of initial conditions and of the dynamics of the system of PDEs. 2- Even if we
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rely on this augmented variable, we are still in the presence of gradients of the conserved variables in the sources
terms, where the mean curvature involves the derivative of w. These terms are still considered as source terms and
are supposed to be local fields, in the sense that they are not taken into account in the convective part of the system.

We then consider an augmented model with w as an independent variable. Taking the gradient of the equation
on @ leads to

ow+V(u-w)=S8, (105)
where S is a source term which does not impact the hyperbolicity study. We then consider the following first-order
homogeneous system
omy + V- (mpu) =
0ad + V- (adu) =
XY 4+ V:2Zu) =
ey +uw-Va; =0,
ow + V(u-w) =0,

F(pu) +V + [pu @ u+ (p— o|w|)I+o%Z | = 0.

[l

) k:17271d7

oo oo

(106)

Remark that the above system is not rotational invariant as the equation on w is not an equation of conservation
and that hyperbolicity must be studied for each direction w with ||w| = 1. Denote the primitive set of variables
q = (my,ma,m¢, ad, ¥, ay, w,, Wy, Wy, Uz, Uy, Uz). We consider a smooth solution such that we look for a quasi-linear
form

oq+ Ay(q)0:q9 + Ay(q)dyq + A.(q)0.q = 0, (107)

with A; are the Jacobian matrices in the direction i. Denote n := w/||w| and Ap := p; — ps, then (106) admits a
linearized form with the matrices A; given by (108).

ug 0 0 0 0 0 0 0 0 my 0 0
0 ug 0 0 0 0 0 0 0 my 0 0
0 0 ug 0 0 0 0 0 0 md 0 0
0 0 0 ug 0 0 0 0 0 af o 0
0 0 0 0 ug 0 0 0 0 = 0 0
0 0 0 0 0 g 0 0 0 ) 0 0
0 0 0 0 0 0 g 0 0 wy  wy  ws
Az (q)= 0 0 0 0 0 0 0 ug 0 0 0 0
0 0 0 0 0 0 0 0 g 0 0 0
1 3 0o ()2 o 3pa—cipitar 4 (n2 + n2) o 2 o 2 o 0
p(lfaf) p(l—a‘li) c<E > o (ny +ng o YN o Ug
0 0 0 0 0 0 %ny(n§+n§) %nm(n§+n§) —Znanyns 0 ugp 0
0 0 0 0 0 0 %nz(n§+n§) 7%& %nm(n§+n§) 0 0 ug
uy 0 0 0 0 0 0 0 0 0 my 0
0 uy 0 0 0 0 0 0 0 0 my 0
0 o uy 0 o 0 o o 0 o m(‘]j o
0 0 0 uy 0 0 0 0 0 o af o
0 0 0 0 wy 0 0 0 0 0 b5 0
0 0 0 0 0 uy 0 0 0 0 0 0
0 0 0 0 0 0 u 0 0 0 0 0
_ y
Ayla) = o 0 o 0 0 0 0 wy 0 wy  wy  wg (108)
0 0 0 0 0 0 0 0 uy 0 0 0
0 0 0 0 0 0 ‘;ny(ni +n§) %nz(ni+ng) —%nznynz uy 0 0
2 2 2 2
cy c3 0 d\2 o p2c5—p1ei+AP _ o 2 o 2 2 _a 2 0 0
p(1=af)  p(1-af) (F) Z p My oy (nz +n2) p 2"y vy
0 0 0 0 0 0 —%nmnynz %nz(nii»ng) %ny(ni+ni) 0 0 uy
Uy 0 0 0 0 0 0 0 0 0 0 mq
0 uy 0 0 0 0 0 0 0 0 0 my
0 0 uy 0 0 0 0 0 0 0 0 nzg
0 0 0 uy 0 0 0 0 0 0 0 af
0 0 0 0 ws 0 0 0 0 0 0 )
0 0 0 0 0 wy 0 0 0 0 0 0
0 0 0 0 0 0 uy 0 0 0 0 0
Az(q) = 0 0 0 0 0 0 0 Uy 0 0 0 0
0 0 0 0 0 0 0 0 Uy wq wo w3
0 0 0 0 0 0 %nz(n% +n?2) —Cngnyns T ng(n2 + n%) wy 0 0
0 0 0 0 0 0 7%nlvnyn2 %nz(ni + nz) %ny(ni + ni) 0 Uy 0
2 2 2 2
°1 c3 o d 2 o p2c3—p1e]+AP s 2 o 2 o 2 2 ° o
S(oad)  (ioed (e e % ngnl % nyn2 2 nz(n? +n3) ws
As the system is not rotational invariant, consider then the direction w with ||w| = 1. Let us study then the
eigenvalues of the Jacobian matrix A, := w, A, + wyAy + w. A, associated to this direction. The characteristic

polynomial P, of A, reads

Po(A) = (A — ue)® <A—uw>4+<A—uw>2<—<c%>2—%nwn(l—(w-n>2>>+<c%>2%||w||<1—(w-n)?) . (109)
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with 4, = u-w. Denote We,, := pu2 /(c||Vau||) and Ma,, = uy/ctk, the roots of P, gives the following eigenvalues

A1,2,3.4,5.6,7,8 = U, (110)
¢ 1], Ma? L Ma? *  Ma?

)\9710 = ’u,‘_,:I:CF 3 [1+ We: (17(w-n)2):| +§ |:17 We: (lf(w-n)Q):| +4 WC: (17(w-n)2)(w-n)27 (111)
M. 2 M 2 2 M 2

A2 = uwic%i 3 [1+ W‘é: <17<w-n>2>} ;\j [17 Wi: <17<w~n>2>} +4 W‘;: (1-(w'n)2)(w-n)2. (112)

As u,, is a multiple eigenvalue, we are particularly interested in whether there are as many independent eigenvectors
associated to u, as the degree of multiplicity which is here 8. Denoting r = (r;);=1.... 10, finding the eigenvectors of
u,, are obtained by solving

(A, —u,I)r =0. (113)

Using Wolfram Research (2023), we obtain the following eigenvectors

T _ 3
ri=(0 0 1 0 0 0 0 0 0 0 0 0 ),

r?:OOO%Ol 0 0 0 0o 0 0 ),
ri=(0 0 0 0 0 0 0 0 0 (nxw)T ),

)

( )

( )
r:‘f:<0 0 0 0 10 0 0 0 0 0 0 ) (114)

( )

( )

7«?:(0 0 0 2l-len® o [(1- (- -n)?)n—(w-n)w]” 0 0 0 )
p(ct)

Remark that the eigenvectors are independent and span a subspace of dimension 7 when n and w are not collinear,

and a subspace of dimension 6 when they are collinear as r¢ = 0. In either case, the system (34) is weakly hyperbolic.

C Solution of the Riemann problem

We detail here the computational method to evaluate the flux at the interface between two cells, arbitrarily called
7left” and "right” and denoted with the indexes L. and R. We consider the z-axis oriented in the direction of the
interface. For the considered Godunov method, we recall that the fluxes at the interface are evaluated using the
solution g of the Riemann problem

og+V -F(q) =0,

ifz <0, 115
q(x,0)={‘“ | )
qr ifz >0,

with ¢ = (pai1, a1p1, azpa, afpl, af, pus, pu,). Given the self-similar nature of the solution, we denote q(z/t) = g(z,t)
for ¢ > 0, and the interface flux is evaluated as F(q(0)). The solution of this Riemann problem with linearized
barotropic EOS is an extension of the work proposed by (Chanteperdrix et al.; 2002). Indeed, the model presented
in their work is recovered when a¢ — 0, and the structure of the eigenvalues is the same with two truly non-linear
waves of velocity u, + c?m and additional linearly degenerate fields to the material velocity u,;.

Given the structure of the eigenvalues and eigenvectors, the solution of this problem is self-similar with three
waves denoted from left to right in the usual  —¢ plane as the 1-wave, the discontinuity wave, and the 3-wave. They
separate the x — t plane in four regions:

e the left state q; at the left of the 1-wave,
o the left star-state g7 between the 1-wave and the discontinuity wave,

o the left star-state g between the discontinuity wave and the 3-wave,
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o the right state gp at the right of the 3-wave.

From the Rankine-Hugoniot conditions, one can demonstrate that the normal velocity u, and the pressure p are
constant across the discontinuity wave. For either shocks or rarefaction waves, left and right states are both linked
to their respective star regions of same velocity v} and p*. We express that relation with functions fr, and fr giving
respectively the velocity of the star region from the left/right state and the pressure of the star region. The common
normal velocity within the star region gives

fo®™,q1) = (u2)” = (ua)r = fr(P", qR)- (116)

For concision purposes, only the main computational procedure along with the differences are highlighted here, and
the reader is referred to their work for an exhaustive discussion. We propose here to establish the expression of fr,
for the 1-wave only, as the expression of fg is similarly obtained.

C.1 Expression of f; for a 1-shock

Let us write the Rankine-Hugoniot conditions for a 1-shock of velocity s,
s(ar, —aqr) = F"(q1) — F"""(qy). (117)

Such a shock is only valid if the Lax inequality (u;)r > s > (u)* holds. We develop and reorganize this set of
equation to obtain for ¢ € (pair, a1p1, azpe, adpd, o, pu,)

* — (ug)r—s
qr, = 4qr (ug)* —s” (
W . e 118)
{ (puw)}: (pLuac)L ((uz))l’:—s + (ZZ)*p_LS-

From these equations, we particularly obtain that

pL—D"
pr((uz)r — (uz)*]

* (UT)L_S

(@) = @)z,  pL=rL W)y —s (ue)r +

(119)

In order to get the expression of f, for a shock, we need to express s as a function of p* and (u;)*. We do so by
using the linearized barotropic EOS and the first relation of (118) in the last relation of (119) to express p* with s
and (ug)*. Then, isolating s yields

1— (af)p gt — (ug)*
(uz) * a2 (Uz)r — (ug)

s = ugz)” + pric — . 120
T an ) e (120)

Using this relation with the last relation of (119) finally gives

(ua)* = () — /1~ (a1 P . [k qy). (121)
\/PL@* —PL 2

+ (1= (af)r)pr(ch)?)

According to the Lax inequality, this last relation is only valid for p* > p;.

C.2 Expression of f; for a l-rarefaction

Consider now a rarefaction wave connecting the state gq; and q}. From the Riemann invariants associated with
Uy — c% for the barotropic linearized EOS,

d d
a1p1 a1p1 X d d d L 4 d ( (a1p1)(a2p2) )
, , , , cp(l—a¥), uz+ =cx(l—af)lo — = . (122
Qap2  Qipr Q1p1 1 il v 2 a i) log (1—af)2a; (1 —@18)po,1p0.2 (122)

As these invariants are equal in state q; and g}, some calculations provide for ¢ € (pavy, a1p1, a2pa, afp$, ad, pUy)

* 1_0‘1,* ug—u”
o = a (1—a§,g)eXp(cg<1—a;,g>)’

* d d PL(C(;E*)Q (1—((¥d)L) raref (—x (123)
() = ()r HeR)r(l (o)) log (GrtelBilolel ) . proref e g,
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where the last relation defines the function fr, for p* < p;, such that (uy)r < (uz); Remark that we start computing
the state in the star region with the component a(;* thanks to the first relation of (123) with ¢ = af and a Newton-
Raphson method.

We finally define the function fr with

7'a7'ef(—* fp =k =

Ly p*.qp) ifp* <pp,

L@ an) =<5 e (124)
k fihok(p*,qp) ifP* > Py

C.3 Solution algorithm

Given the definition of f; and assuming that we have obtained fr similarly, we obtain the solution of the Riemann
problem (115) by proceeding as follows:

(i) Identifying the nature of the 1-wave and 3 wave by solving in P the invariance of velocity (u, ) in the star region
with a Newton-Raphson method,

fL(ﬁa qL) - fR(iE7 qR) =0. (125)

(ii) Identifying the region where the cell interface stationary wave x/t = 0 belongs,

(iii) Computing the state g(0) and the flux F(g(0)) with the set of relations (118) or (123).
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Figure 2: Liquid column deformation without inter-scale transfer. Liquid volume fraction a; € (0,1) "l (top)
and estimator of the IAD || V@; | € (0,16) "l (bottom) with the iso-line @; = 0.5 (white, bottom). Snapshots
are taken each 0.25 s from ¢ = 0 s to t = 2.5 s from top to bottom and left to right.
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Figure 3: Evolution in time of the mean curvature Hj;, when inter-scale transfer is deactivated.
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Figure 4: Large-scale liquid volume fraction oy € (0,1) "l with mass transfer (top) and without mass transfer
(bottom). Snapshots are taken each 0.25 s from ¢t = 0 s to t = 2.5 s from top to bottom and left to right.

33



Figure 5: Large-scale IAD |[a;] € (0,16) "M with mass transfer (top) and without mass transfer (bottom).
Snapshots are taken each 0.25 s from ¢ = 0 s to t = 2.5 s from top to bottom and left to right.
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Figure 6: Evolution in time of the mean curvature Hj;, when inter-scale transfer is either activated (red) or deactivated
(blue). Threshold H,,q, = 40 m™1 is represented with the black dashed line.
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Figure 7: Large-scale liquid effective density a1p; € (0,10%) without inter-scale transfer Wl (top), with inter-scale
transfer "M (bottom), and small-scale liquid effective density a{p{ € (0, 3.8 x 10?) with inter-scale transfer
(bottom). Snapshots are taken each 0.25 s from t = 0 s to t = 2.5 s from top to bottom and left to right.
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Figure 8: Large-scale IAD || V@, || € (0, 1.6) without inter-scale transfer "l (top), with inter-scale transfer "l
(bottom), and small-scale IAD ¥ € (0, 3.4) with inter-scale transfer "l (bottom). Snapshots are taken each 0.25
s from t =0 s to t = 2.5 s from top to bottom and left to right.
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Figure 9: Evolution in time of liquid effective density for large-scale a1p; and no inter-scale transfer (black), for
large-scale a;p; and inter-scale transfer (blue), for small-scale a{p¢ and inter-scale transfer (red), for both scales
aip1 + afp? and inter-scale transfer (dashed green),
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Figure 10: Evolution in time of large-scale IAD ||V@; || and no inter-scale transfer (black), for large-scale | V@ || and
inter-scale transfer (blue), for small-scale ¥ and inter-scale transfer (red), for both scales ||[V@: || + X and inter-scale
transfer (dashed green),
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