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Classifying patient biomarker trajectories into groups has become frequent in
clinical research. Mixed effects classification models can be used to model the
heterogeneity of longitudinal data. The estimated parameters of typical trajec-
tories and the partition can be provided by the classification version of the
expectation maximization algorithm, named CEM. However, the variance of the
parameter estimates obtained underestimates the true variance because classi-
fication uncertainties are not taken into account. This article takes into account
these uncertainties by using the stochastic EM algorithm (SEM), a stochastic
version of the CEM algorithm, after convergence of the CEM algorithm. The
simulations showed correct coverage probabilities of the 95% confidence inter-
vals (close to 95% except for scenarios with high bias in typical trajectories). The
method was applied on a trial, called low-cyclo, that compared the effects of low
vs standard cyclosporine A doses on creatinine levels after cardiac transplan-
tation. It identified groups of patients for whom low-dose cyclosporine may be
relevant, but with high uncertainty on the dose-effect estimate.
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1 INTRODUCTION

The aim of unsupervised classification is to identify homogenous groups among a heterogeneous population without any
prior knowledge on these groups. In medicine, it can involve a biomarker with repeated measurements (biomarker trajec-
tory) and in this case the purpose is to gather biomarker trajectories into a small number of groups of similar trajectories.
The classification provided is useful for exploring and understanding the heterogeneity of biomarker trajectories among
patients.

Two different approaches can be applied to model heterogeneous data: the mixture model and the classification model.
For both approaches, the principle is to suppose that there exists K latent typical trajectories underlying the individual
trajectories. The mixture model for longitudinal data1,2 considers that each individual trajectory is a mixture of these
typical trajectories weighted by the posterior probabilities of belonging to them. After estimation of the parameters—the
parameters of the typical trajectories and the prior probabilities of belonging to a group—a posterior classification may be
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applied according to the maximum posterior probability. The initial objective of the mixture model is not to classify but
to appropriately model trajectories, allowing heterogeneity; hence the typical trajectories may not necessarily correspond
to patients, and can thus be difficult to interpret. An alternative is to use a classification model.3,4 In the classification
model, the population is supposed to be divided in K homogeneous subpopulations, and each patient belongs to a sin-
gle group; the predicted trajectory of a given patient is the typical trajectory of the group to which he/she belongs. The
groups have real meaning, because each group is associated with a set of patients. The parameters, which are jointly esti-
mated, are the parameters of the typical trajectories, the prior probabilities to belong to each group, and the partition of
patients into groups. This article focuses on the classification model. In order to take into account the between-individual
variability within groups, it is possible to extend the classification model by incorporating random effects around the
typical trajectories.5

This latter model, named mixed effects classification model, allows inference on the parameters through a classifi-
cation algorithm that deals with the maximization of the classification likelihood. As the maximization is complex, it is
performed iteratively with an alternation between a classification phase and a maximization phase, using an initial classi-
fication. The estimators of the parameters are assumed to be asymptotically distributed according to a multivariate normal
distribution centered on the true values of the parameters and with a variance-covariance matrix equal to the inverse of
the Fisher information matrix obtained maximization. This however, does not take into account the uncertainties of clas-
sification. Although the classification performed is assumed to be correct during the estimation of the parameters, there
is an uncertainty regarding the obtained classification; the standard errors are underestimated and the inference is not
valid.

This article presents a method that aims at taking into account classification uncertainties in the variance of the
parameter estimates of mixed effects classification models. The objective is to be able to make correct inference, to provide
the confidence intervals of the parameters of typical trajectories, and perform a statistical test. This article first intro-
duces the model and the algorithm used. Simulations were then performed to evaluate the method. The model is finally
applied to a clinical trial comparing the effects of a low vs standard dose of cyclosporine A on creatinine levels in the
post-cardiac-transplant period. The estimate of the low-dose effect is provided with its confidence interval along with its
test result.

2 THE MIXED EFFECTS CLASSIFICATION MODEL

2.1 The model

Let Yi = (Y i1, … , Y iTi) be the response vector of the Ti successive measurements of individual i, with i= 1, … , N, and
Y it correspond to the tth measurement of individual i, with t= 1, … , Ti. Let zik = 1 if the ith individual belongs to the kth
group and 0 otherwise, with k= 1, … , K. The corresponding partition is denoted by P, and 𝛑= (𝜋1, … , 𝜋K) is the vector
of prior probabilities of belonging to each group (0 ≤ 𝜋k ≤ 1 for k= 1, … , K, and

∑K
k=1𝜋k = 1).

If the ith individual trajectory belongs to the kth group, the mixed effects classification model may be written as:

Yi = Xi1𝜸 + Xi2𝜷k + Zibik + 𝜺i,

with bik ∼N (0, Dk) and 𝜺i ∼N (0, 𝜎2ITi).
Xi1 is the design matrix with the p1 fixed effect covariates associated with the vector of coefficients 𝜸, identical across
groups. Xi2 is the design matrix including the time effect, with the p2 group-dependent fixed effect covariates associated
with the vector of coefficients 𝜷k. Depending on the model used, there may be no parameter with identical effects across
groups, but only different ones. Zi is the design matrix with q covariates—which can include the time effect—and their
effects are assumed to be random across individuals. The coefficient vectors of random effects, bik, are independent and
identically distributed according to a normal distribution with mean zero and variance-covariance matrix Dk that may
depend on the group or be identical across groups.

Conditional on group membership, the marginal distribution is:

f
(

yi, 𝜸, 𝜷k,Dk,𝝅, 𝜎
2) ∼ N

(
Xi1𝜸 + Xi2𝜷k,ZiDkZT

i + 𝜎
2ITi

)
.

This distribution allows calculation of the classification likelihood.6 The parameters to estimate are 𝜸, 𝜷k,Dk, 𝝅, 𝜎
2
,

and the partition P.
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2.2 The algorithm

Simultaneously maximizing the classification likelihood according to the parameters and the partition is difficult, so the
CEM algorithm is applied. The CEM algorithm7 is the classification version of the expectation maximization (EM)8,9

algorithm. It is used to estimate the partition and the parameters of the model. A classification step is incorporated
between steps E and M of the EM algorithm. Starting from an initial partition, the mth iteration is defined as follows:

• E-step: Estimation of the posterior probability of belonging to group k for each individual i, according to the parameters
obtained in the previous iteration:

post.prob(m+1)
ik =

𝜋kf
(

yi, 𝜷
(m)
k ,D(m)

k , 𝜎
2(m)

)

∑K
k=1𝜋kf

(
yi, 𝜷

(m)
k ,D(m)

k , 𝜎
2(m)

) .

• C-step: Assignment of each trajectory i to the group providing the maximum post.prob(m+1)
ik (1 ≤ k ≤ K), leading to

zik
(m+1) and the partition P(m+1).

• M-step: Maximization of log classification likelihood conditional on P(m+1), and re-estimation of the parameters of
typical trajectories (using potentially numerical algorithms) and prior probabilities. For prior probabilities, the estimate
is given simply by:

𝜋
(m+1)
k = 1

N

N∑

i=1
z(m+1)

ik .

This method is classically used for models without random effects, but it was evaluated and validated for mixed effects
models.5 In the M step, the estimates of 𝜷k,Dk, and 𝜎2

k can be obtained using classical algorithms for mixed effects models,
such as the ones included in the lme function from the nlme R package10 (R version 3.6.2). The R programs is available
in the Supporting Information. These three steps are repeated until the difference in the log classification likelihood
between two consecutive iterations is less than a given threshold value or when there is no change in the partition. As
the solution provided is dependent on the initial partition,7 the CEM algorithm is repeated several times from different
initial partitions and the partition that provides the highest value of the log classification likelihood is kept.

2.3 Inference method

For inference, the usual estimators of standard errors of mixed effects models can be used, but these do not take into
account the uncertainty in the obtained partition. The method proposed in this article uses a stochastic algorithm, named
SEM, to generate randomness on the partition obtained using the CEM algorithm. The randomness is then included in
the variance of the estimators using Rubin’s method.11

The SEM (stochastic EM) algorithm is a stochastic version of the CEM algorithm.7 The main idea is to replace the
C-step by an S-step of random classification according to the posterior probabilities. The value of zik

(m) is no longer deter-
mined by the maximum posterior probability but is drawn according to a multinomial distribution for a given posterior
probability of belonging to each group. Usually, this stochastic algorithm, proposed by Celeux et al is used to overcome the
limitations of EM and CEM algorithms and avoid the suboptimal solutions linked to the initial partition.7,12,13 The authors
propose to apply the SEM algorithm before applying the CEM one, because generating randomness permits to investigate
likelihood in more depth, and allows to provide a better initial partition. Other solutions can be used to avoid suboptimal
solutions, for example, by running the CEM algorithm from different initial partitions, then keeping the solution that
lead to the maximum likelihood. The present article does not focus on the way to obtain the optimal solution, but on an
approach for parameter inference that takes into account the uncertainty on the classification. The SEM algorithm was
applied after the CEM one to correctly estimate the variance. Several iterations of the SEM were performed on the solution
obtained with the CEM algorithm. During each iteration, randomness is generated around the classification according
to the posterior probabilities, then parameter are estimated with their standard errors. The randomness is then included
in the variance of the estimators using Rubin’s method; the variance of the pooled parameter estimate is calculated from
the within and between SEM iteration variance described as follows.
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Let 𝛽 be the parameter to be estimated and V𝛽 its variance. The realization of W classifications from the SEM algorithm
leads to W estimations of 𝛽 and V𝛽 , denoted by 𝛽m and V̂𝛽

m
. The computation of variance is therefore based on the

following Rubin’s formula11:

V̂𝛽

∗
= 1

W

W∑

m=1
V̂𝛽

m
+ W + 1

W
×

∑W
m=1

(
𝛽

m − 𝛽∗
)2

W − 1
.

The estimator of the parameter asymptotically follows a normal distribution centered on the true value. Therefore, a
Wald confidence interval can be obtained.

3 SIMULATIONS

3.1 Design

Five types of simulations were performed to analyze the effect of different factors on the results. First, the effect of the
heterogeneity inside groups was analyzed. Then the effects of the sample size and the number of measurements were
analyzed. The type I error rate was also assessed. Finally, the sensitivity of the results according to the number of SEM
iterations was analyzed.

General design: Simulations were defined as follows: N patients, T repeated measurements, K= 3 latent groups with
the following proportions, 22%, 31%, and 47%. In each group, there were two different treatment arms: half of the patients
received the experimental treatment and the other half received the control treatment. Due to the randomization, there
was no treatment effect at baseline, but only on the slope of the trajectories (𝛽Trt). Typical trajectories, shown in Figure 1,
were defined by a second-order polynomial:

𝛽0k + (𝛽01 + 𝛽Trt × 1Trt) × t + 𝛽2k × t2
,

where 𝜷0 = (10 7 2), 𝜷1 = (−0.4 0.01 0.6), 𝜷2 = (0.02 0.08 0.02), and 𝛽Trt = −0.1 (treatment effect on the slope).
In each group, the individual trajectories were simulated by considering a residual SD 𝜎 = 2, and by taking into account

Gaussian random effects on the intercept and slope. These effects were centered on zero, with variance-covariance matrix
Dk=D (which was considered identical across groups).

Types of simulations: To analyze the effect of the heterogeneity between trajectories inside groups, the
variance-covariance matrix D of the random effects was changed from one scenario to another. There were 320 trajectories
(N = 320) and 11 repeated measurements (Ti = 11). Four different scenarios were defined. Except for scenario S1, the cor-
relation between the intercept and the slope was close to 0.5 (S1: correlation of 0.32). For the four scenarios, the matrix D
was chosen according to the ratio of the between-individual variance (trace

(
tiDt′i

)
) over the total variance within groups

(trace
(
tiDt′i + 𝜎

2ITi

)
). The first scenario S1 had a very low heterogeneity inside groups that increased from S2 to S4.

S1∶ D =

(
0.01 0.001

0.001 0.001

)

, S2∶ D =

(
0.4 0.1
0.1 0.1

)

,

S3∶ D =

(
0.8 0.25

0.25 0.3

)

, S4∶ D =

(
2 0.6

0.6 0.7

)

.

The classification became more difficult when the variances were higher, likely due to more overlap between
trajectories, inducing more uncertainty on the classification.14,15

For the analysis of the effect of sample size, performed only for the scenario S2, different numbers of trajectories were
simulated: N = 320, N = 160, N = 96, and N = 64 (with Ti = 11).

To analyze the effect of the number of measurements per trajectory, again only for scenario S2, Ti was decreased to 5
(the time interval was the same from 0 to 10, the timepoints 0, 2.5, 5, 7.5, and 10 were choose). The effect of the number
of measurements was assessed for different numbers of trajectories: N = 320, N = 160, N = 96, and N = 64.
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F I G U R E 1 Typical trajectories of the three groups in the control and treatment arms, used for simulations. Solid lines: control arms.
Dashed lines: treatment arms. Black lines: group 1; dark grey lines: group 2. Light grey lines: group 3

Then the type I error rate was evaluated using the S2 scenario, N = 320, Ti = 11, without treatment effect (𝛽Trt = 0).
Finally, a sensitivity analysis was performed by changing the number of iterations of the SEM algorithm for the S2 sce-

nario, N = 320, Ti = 11, and 𝛽Trt = −0.1. The number of iterations tested was W = 10, W = 50, W = 75, W = 100, W = 150,
and W = 200.

For each simulation design, 1000 datasets were simulated. The classification model applied to the dataset was defined
as the model used for data simulation. The CEM algorithm was initialized from the true partition because the perfor-
mances of the CEM algorithm were already evaluated in a previous paper.5 Except for the sensitivity analyses on the
number of SEM iterations, all simulations were performed with a number of SEM iterations equal to 100.

Evaluation criteria: The validity of the inference method was assessed by two criteria. First the coverage proba-
bility of the 95% confidence interval, defined by the proportion of datasets for which the confidence interval contained
the theoretical value, along with the width of the confidence interval. Second the type I error rate was defined by the
proportion of datasets for which the null treatment hypothesis was rejected (the P-value was below 0.05) under null
treatment hypothesis. For this latter criterion, only the scenario S2 with 320 trajectories, 11 measurements, and 𝛽Trt = 0
was applied.

Other criteria evaluating the performance of the model were given: the misclassification percentage and the average
bias of predicted trajectories (which was defined as the average, in all individuals, of the difference between the true
typical trajectories and the estimated ones calculated in each individual).

3.2 Results

Heterogeneity inside groups: The coverage probability of the 95% confidence intervals decreases with the increase
in ratio of the between-individual variance over the total variance within groups; the percentage of misclassification as
well as the bias increase with the increase in that ratio (Table 1). The coverage probability of scenarios S1 and S2 are
close to 95% while those of scenarios S3 and S4 are generally lower than 95%, the lowest being 87.5%. The width of the
confidence intervals for the different estimates of the model parameters increases with the increase in the random effects
variance-covariance matrix (Appendix, Table A1). As shown in Table A2 and Figure A1, for each parameter in each group,
the variances of the parameter estimates for the method that takes into account the uncertainty in the classification are
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T A B L E 2 Comparison of the coverage probability of the 95% confidence intervals obtained with the methods that take into account or
not classification uncertainty, for scenarios S1 to S4

Coverage probability of the 95% confidence intervals (%)

Group 1 Group 2 Group 3 Trt

Scenario

Classification
uncertainty taken
into account 𝜷01 𝜷11 𝜷21 𝜷02 𝜷12 𝜷22 𝜷03 𝜷13 𝜷23 𝜷Trt

S1 Yes 96.1 95.1 95.5 96.0 96.3 95.3 93.3 93.6 93.4 94.8

No 96.1 95.1 95.5 95.8 96.3 95.3 93.2 93.6 93.4 94.2

S2 Yes 93.9 94.3 94.4 93.3 93.5 93.4 94.5 94.8 95.0 95.2

No 91.0 93.7 93.5 85.4 91.2 91.1 89.4 93.9 93.8 94.0

S3 Yes 93.0 94.1 93.7 91.1 92.6 92.8 93.0 93.8 94.3 95.7

No 89.0 93.4 93.0 78.3 88.9 89.5 85.1 92.7 92.5 94.8

S4 Yes 90.2 93.1 93.7 88.2 92.1 90.2 87.5 91.1 93.4 94.9

No 80.5 91.1 91.7 64.2 86.0 80.7 73.4 89.6 89.7 90.4

Abbreviations: S1, S2, S3, S4, scenarios for the random effects variance–covariance matrix; Trt, treatment effect.

close to the ones of the method that does not take into account the uncertainty for scenario S1, which is the scenario with
low between-individual variance. However, for the scenarios with higher between-individual variance, variances with
the new method are higher than the ones obtained using the classical method, especially for group 2. Since the typical
trajectory of group 2 is between the typical trajectories of groups 1 and 3, the uncertainty in classification is higher for that
group. These results are reflected in the results of the coverage probability of the 95% confidence intervals presented in
Table 2. For scenario S1, the coverage probabilities of the two methods are similar. For the other scenarios, the coverage
probability of the classical confidence intervals decreases much more than the one of the confidence intervals that take
into account the classification uncertainty. For example, for group 2 and scenario S2, the coverage probability of the
intercept is 93.3% for the one that takes into account the classification uncertainties compared to 85.4% for the one that
does not.

Sample size: The misclassification percentages and the coverage probabilities remain stable when the number of
patients decreases (total number of measurements by trajectory Ti = 11, Table 3). As expected, the width of the confidence
intervals increases when the number of trajectories decreases (Appendix, Table A3).

Number of measurements per trajectory: The misclassification percentages, and consequently the bias, increases
with the decrease in the number of measurements, leading to wider confidence intervals. This however, has low impact
on the coverage probabilities (Table 3—Appendix, Table A3).

Type I error rate: For simulations under the null treatment hypothesis, the estimated type I error rate was 4.6%.
Number of SEM iterations: For the last simulations, the coverage probabilities remain stable whatever the number

of iterations of the SEM algorithm, even for W = 10 (Table 4).

4 APPLICATION

4.1 Context

In the “low-cyclo” trial,15 95 heart transplant patients aged 18 to 65 years were centrally randomized to receive either
low-dose or standard-dose cyclosporine A (CsA concentrations of 130-200 μg/L, N1 = 47 vs 2002-300 μg/L, N2 = 48) during
the first 3 months after transplantation. The primary endpoint was serum creatinine using eight measurements: one every
50 days for the first 3 months, one per month until 6 months, and then one per quarter. A mixed model was used by
Boissonat et al,15 but no significant difference was found in creatinine over time between the two arms. Figure 2 shows
high heterogeneity of the individual trajectories of creatinine over time. The hypothesis was the presence of groups within
the population, with an effect of low-dose CsA only for some of them. A mixed effects classification model thus seemed
well-suited in this example for the estimation of low-dose CsA on each latent group.
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T A B L E 4 Coverage probability of the 95% confidence intervals according to the number of SEM iterations

Coverage probability of the 95% confidence intervals (%)

Group 1 Group 2 Group 3 Trt
Number of
SEM iterations 𝜷01 𝜷11 𝜷21 𝜷02 𝜷12 𝜷22 𝜷03 𝜷13 𝜷23 𝜷Trt

10 95.0 95.6 94.8 92.0 94.4 94.3 94.1 93.5 94.9 94.3

50 95.0 95.5 95.1 91.9 94.1 94.5 94.4 93.8 94.9 94.3

75 94.9 95.5 95.1 92.1 94.2 94.5 94.6 93.7 95.0 94.3

100 95.1 95.5 94.9 92.8 94.4 94.5 94.6 93.7 94.9 94.3

150 95.0 95.5 95.1 92.9 94.3 94.5 94.7 93.7 94.7 94.3

200 95.0 95.5 95.0 92.6 94.3 94.5 94.6 93.7 94.7 94.3

F I G U R E 2 Observed trajectories (thin lines) colored according to the classification obtained via the CEM algorithm and typical
trajectories (thick lines) obtained with the mixed effects classification model. Solid lines: standard dose. Dashed lines: low-dose. For group 3
the two typical trajectories overlapped. Dark grey line: mean trajectory of group 1; light grey line: mean trajectory of group 2; medium grey
line: mean trajectory of group 3

4.2 Mixed effects classification model

A mixed effects classification model was applied to classify the 95 patients into three different groups, to be consistent with
previous work on these data.3 To model the creatinine trajectories, a second-order polynomial relationship was used. Only
the intercept and linear slope were considered random. These effects were centered on zero, with variance-covariance
matrix D (which was considered identical across groups).

Assuming that the effect of the low-dose CsA on creatinine is progressive, an interaction between time and treatment
was added to the model. For group k the model may be written as follows:

Creati = 𝛽0k + b0ki + (𝛽1k + b1ki + 𝛽dose k × dose) × time + 𝛽2k × time2 + 𝜺i

with bki ∼N (0, D) and 𝜺i ∼N (0, 𝜎2I).
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T A B L E 5 Low-Cyclo parameter estimates with their corresponding 95% confidence interval and P-value for the different groups

Estimate 95% CI P-value

Group
1

𝛽1 164.24 [147.68, 180.80] 0.000

𝛽2 −1.80 [−17.94, 14.34] 0.827

𝛽3 0.28 [−1.26, 1.81] 0.724

𝛽Trt −3.64 [−7.99, 0.71] 0.101

Group
2

𝛽1 152.53 [134.29, 170.77] 0.000

𝛽2 24.71 [10.43, 38.99] 0.001

𝛽3 −1.54 [−2.88, −0.20] 0.024

𝛽Trt −1.15 [−4.92, 2.63] 0.552

Group
3

𝛽1 112.72 [106.90, 118.53] 0.000

𝛽2 −5.27 [−7.99, −2.55] 0.000

𝛽3 0.36 [−0.19, 0.92] 0.203

𝛽Trt −0.15 [−1.85, 1.54] 0.860

The CEM algorithm was repeated 100 times from different initial partitions of the patients. The confidence interval
and test result were given for fixed parameters according to the new method presented in this article.

4.3 Results

The three groups obtained appear to have clinical meaning (Figure 2). Group 1, which includes 11.6% of the population,
corresponds to patients with low kidney function immediately after heart transplantation but who somewhat improved
with time after transplantation. These patients probably had a renal insufficiency related to the heart disease. Group 2, in
which 5.3% of the population is included, corresponds to patients with low kidney function and whose creatinine levels
were high and even increased at the beginning of the follow-up. These patients probably had organic renal insufficiency.
At last, group 3 corresponds to patients with normal levels of creatinine at the time of heart transplantation that remained
stable after surgery. These patients, who represent 83.2% of the population, had good kidney function.

According to Figure 2, the treatment has a visible effect on groups 1 and 2 as found in another article3 that used the
same data. The estimations of the coefficients in Table 5 also reflect a more important impact of low-dose CsA for groups
1 and 2. The parameter estimates are provided with their confidence interval and P-value. According to these last results,
the dose effect is not statistically significant. Figures A2 and A3 show the typical trajectories in each treatment arm and
the corresponding pointwise confidence intervals.

5 DISCUSSION

The present article presents a method which takes into account classification uncertainties in the variance of the param-
eter estimates of a mixed effects classification model. Overall, simulations showed that the coverage probabilities of the
95% confidence intervals are close to 95%, except in some scenarios where the variances of the random effects are high,
Furthermore, the coverage is better (up to 24% higher) than the one obtained by the classical method that does not take
into account classification uncertainties. The ratio of the two estimate variances was always greater than 1 and reached
2.910. Trajectory classification may be performed using classification models without random effects; in this case, the
uncertainty in the classifications may be lower, and the difference in coverage probabilities between the two methods for
confidence interval construction (the one taking into account classification uncertainties and the one that does not) is
much lower.

The simulation results showed that the probability of coverage is generally lower than 95% when the misclassification,
and consequently the bias, of typical trajectories are high, for example, in case of high heterogeneity inside groups. An
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appropriate variance for the estimated parameters will not overcome the bias in the estimate, and hence will result in
poor coverage probabilities.

The width of the confidence intervals increased with the decrease in the number of trajectories/measurements and
the increase in the random effect variance. The typical trajectory of a group is all the more uncertain—and may not be
relevant—when the heterogeneity inside the group increases; it is hence logical that the width of the confidence intervals
increases. Of note, with respect to the scale, the widths of the confidence intervals for the slope parameters were generally
larger than the ones of the other parameters; this is explained by the fact that the treatment had an effect on the slope of
the trajectories.

Since there was enough information on each trajectory due to a high number of measurements, the coverage
probabilities were not greatly modified when the number of patients decreased reasonably.

The variations in the number of SEM algorithm iterations did not greatly modify the coverage probability of the con-
fidence intervals and their width. This can be explained by the good characteristics of the scenario S2 (N = 320, Ti = 11).
For multiple imputation, it is agreed that the number of imputations does not need to be high (usually less than 20).16

However, more work would be needed on different scenarios to be sure that less than 20 SEM iterations are sufficient to
achieve appropriate coverage probabilities, and that is why for most of the simulations and for the application, 100 SEM
iterations were used.

In this work, the proposed method to obtain the confidence interval of the parameters was evaluated only on the
less complex model; that is, the classification model with a between individual variance equal across groups. It would
be interesting to evaluate also this method on the classification model with distinct between individual variance across
groups.14,17

The constructed confidence intervals for low-cyclo were very wide and the effect of low-dose CsA was not significant
for groups 1 and 2. This lack of significance may be due to a lack of power since groups 1 and 2 contained very few patients.

Studies on low-cyclo have shown negative results with regard to the treatment effect,18 explained mostly by the high
heterogeneity between patients. A mixture mixed model could have been used to take into account the heterogeneity.
However, due to biological reasons, the low-dose CsA may be efficient only for some patients, mostly patients that have
an impaired kidney function. Hence, the treatment effect may be group-dependent. It is therefore necessary to have
well-defined groups of patients that are clinically relevant, and the use of a classification model instead of a mixture
one thus seems more appropriate to identify patients who may benefit from the dose reduction. Generally, classification
approaches are used only to identify groups, and in that case confidence intervals are not really necessary. However, in
this specific example, an inference method is necessary to estimate the effect of a parameter—here the treatment—for
each latent group.

It could be interesting to investigate factors that may be associated with a group membership and that may predict
the latent groups (such as age, sex, medical history, etc). A multinomial logistic distribution could be used to model the
prior probabilities according to these factors. Once again, an inference method would be necessary to test the association
between such factors and the latent groups, and the one proposed in this article could be applied.

The plotted confidence intervals for the typical trajectories are pointwise ones (this means that, at a given time, 95%
of the confidence intervals contained the true value). In practice, the question is often: does a new trajectory belong to a
specific group. To answer this question, one should use fluctuation intervals, which are constructed using random effects
and random fluctuations, and are defined on the whole trajectory set, that is to say confidence bands (a region containing
the whole trajectory, therefore at any time).19 Further work is needed to define confidence bands.

Although the results obtained from the simulations were good, they concerned a very specific example, and might
thus not be generalizable to other examples. Moreover, the number of measurements herein was relatively high, which
is not always the case with clinical data, and the simulation scenarios did not include missing data. The validity of the
method, and mostly its limitations, need to be further investigated.

6 CONCLUSION

For inference after a classification based model, it is recommended to take into account the classification uncertainty
in the variance of the parameter estimates. This can be performed by using the SEM algorithm after convergence of the
CEM algorithm, combined with the Rubin’s formula. The method leads to an appropriate coverage probability of the
confidence intervals, except in some situations, notably when the heterogeneity inside groups is high.
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