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A direction-selective cortico-brainstem
pathway adaptively modulates innate
behaviors

Jiashu Liu1,2, Yingtian He1,2, Andreanne Lavoie1,2, Guy Bouvier3 &
Bao-hua Liu 1,2

Sensory cortices modulate innate behaviors through corticofugal projections
targeting phylogenetically-old brainstem nuclei. However, the principles
behind the functional connectivity of these projections remain poorly
understood. Here, we show that in mice visual cortical neurons projecting to
the optic-tract and dorsal-terminal nuclei (NOT-DTN) possess distinct
response properties and anatomical connectivity, supporting the adaption of
an essential innate eye movement, the optokinetic reflex (OKR). We find that
these corticofugal neurons are enriched in specific visual areas, and theyprefer
temporo-nasal visualmotion,matching thedirectionbias of downstreamNOT-
DTN neurons. Remarkably, continuous OKR stimulation selectively enhances
the activity of these temporo-nasally biased cortical neurons, which can effi-
ciently promote OKR plasticity. Lastly, we demonstrate that silencing down-
stream NOT-DTN neurons, which project specifically to the inferior olive—a
key structure in oculomotor plasticity, impairs the cortical modulation of OKR
and OKR plasticity. Our results unveil a direction-selective cortico-brainstem
pathway that adaptively modulates innate behaviors.

Layer 5 (L5) pyramidal neurons (PNs) in mammalian sensory cortices
sendwidespread axon collaterals to phylogenetically older portions of
the brain, including various brainstem nuclei that mediate funda-
mental innate behaviors1–8. The functions of these cortical descending
outputs have been of long-standing interest to the field since their
initial discovery. Projection-specific circuit perturbations have shown
that these corticofugal projections can modulate the sensory respon-
ses in brainstem nuclei and contribute to the plasticity of corre-
sponding innate motor behaviors2,3,5,6,9–11, allowing animals to readily
adapt to changing environments or challenging conditions. Despite
the importance of the corticofugal projections in the plasticity of
brainstem circuits and innate behaviors, the underlying circuit
mechanisms are still poorly understood. The anatomical and func-
tional characteristics of corticofugal projections are crucial in deter-
mining how they contribute to the adaptive changes in innate

behaviors. L5 PNs projecting to the brainstem (cortico-brainstem) do
not overlap with L5 PNs projecting to other cortical areas (cortico-
cortical) or to the striatum (cortico-striatal)3,12,13. Moreover, recent
functional studies of the primary visual cortex (V1) revealed that
cortico-brainstem PNs possess distinct visual response properties
compared to cortico-cortical or cortico-striatal PNs3,13,14. Although
these findings suggest that corticofugal projections feed unique sen-
sory information to the brainstem, they do not answer whether the
signals carried by each individual corticofugal channels to different
brainstem nuclei are functionally specialized andmatch the properties
of corresponding innate behaviors.

One behavioral model to address the above question is the
optokinetic reflex (OKR), an involuntary eye movement that stabilizes
the image on the retina as an animal’s head or the visual surround
move, and thus plays an essential role in vision1,15. This innate behavior
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is an attractive choice, because its neural underpinning is character-
ized by a distinctive visual response property. The OKR in the hor-
izontal axis is mediated by the closely apposed optic tract and dorsal-
terminalnuclei (NOT-DTN) in thebrainstem1,2,15, which receive fromthe
contralateral eye direct retinal input uniquely encoding a temporo-
nasal motion relative to this eye. Consistently, the activity of NOT-DTN
is also highly biased towards the temporo-nasal visual motion pre-
sented to the contralateral eye1,2,16–18, distinguishing theNOT-DTN from
other brainstem nuclei that are innervated by the visual cortex19–21.
Thus, this temporo-nasal direction bias is an appealing property of the
OKR. In addition to the retinal input, the NOT-DTN is also innervated
by the corticofugal projections from both the V1 and higher visual
areas (HVAs)1,2,22,23, where neurons respond to gratings or random dot
patterns moving in various directions24–26. Interestingly, previous stu-
dies on monkeys reported that neurons in motion-sensitive areas MT
andMST projecting to the NOT-DTN also preferentially respond to the
temporo-nasal motion27,28. However, NOT-DTN-projecting neurons in
other visual areas have yet to be systematically examined; neither
known are the anatomy and functionality of the brainstem neurons
downstream of the corticofugal projection. Thus, it remains an open
question in themouse to what extent the response properties of these
visual corticofugal projections match those of their downstream tar-
gets in the NOT-DTN.

Another essential property of the OKR is its plasticity. It enables
the amplitude of the eye movements to be adaptively modified
through experience or contexts, thereby ensuring image stability
throughout life2,29–31. For example, a prolonged exposure to OKR sti-
muli can lead to an increase in theOKRgain2,30,31, ametric reporting the
strength of the behavior. The OKR potentiation is a widely studied
model to understand the circuit basis underlying the plasticity of
innate behaviors. Previous studies have attributed it mainly to the
synaptic and cellular plasticity in subcortical structures including the
cerebellum and brainstem nuclei29,30,32–34. Nevertheless, a recent study
showed that the corticofugal projection connecting the visual cortex
to the NOT-DTN can also contribute to OKR potentiation by boosting
the NOT-DTN activity2. However, how the signals in this descending
pathway result in the plasticity of the NOT-DTN and subsequent
changes in theOKR remains elusive. In theory, the enhancedNOT-DTN
activity could result from several possible circuit, cellular, and synaptic
mechanisms. Among them, an attractive mechanism is the elevated
responsiveness of corticofugal neurons, since the visual cortex is well-
known for its a life-long capacity of plasticity35–37. The visually evoked
activity in the visual cortex can undergo dramatic changes, when ani-
mals learn visually guided behavioral tasks38,39, or are exposed to visual
experience40–42. If inheriting the cortical plasticity, the corticofugal
projection to NOT-DTN could increase its visual activity to boost the
cortical innervation to NOT-DTN and consequently potentiate the
OKR. If thiswere the case, it would provide an insightful perspective on
the role of corticofugal projections and expand our view of how the
cortical plasticity, known for its role in learned behaviors, can directly
contribute to the adaptive plasticity of innate behaviors.

Here, we combined virus-based circuit tracing with in vivo two-
photon calcium imaging to examine the connectivity and the response
properties of L5 PNs in the mouse visual cortex that project to the
NOT-DTN. We found that the NOT-DTN-projecting PNs exhibited a
prominent bias towards temporo-nasal visual motion, matching the
functional properties of their projection target, the NOT-DTN. Inter-
estingly, we discovered that following OKR potentiation induced by a
drum grating oscillating bidirectionally along the azimuth, the activity
of NOT-DTN-projecting PNs selectively increased only in the popula-
tion that prefers the temporo-nasal direction. Furthermore, we
found that the visual cortex innervated only one subpopulation of
NOT-DTN neurons, which project specifically to the inferior olive (IO)
in the brainstem, a structure pivotal in cerebellum-dependent OKR
plasticity. This IO-projecting NOT-DTN population also preferred the

temporo-nasalmotion, and itwas critical for the corticalmodulationof
OKR and OKR plasticity. Lastly, with modeling we revealed that the
temporo-nasal bias and direction-selective plasticity enabled NOT-
DTN-projecting PNs to efficiently enhance their input to the NOT-DTN
to support the OKR potentiation. Overall, our results provide com-
pelling evidence that a direction-selective and plastic descending
pathway links the visual cortex to brainstem, which specializes in
adaptively modulating the OKR.

Results
NOT-DTN-projecting PNs share temporo-nasal bias with
their target
Since the most prominent trait of NOT-DTN neurons is their response
preference for the temporo-nasal visualmotion1,2,16–18,43,44, we examined
whether the visual cortical neurons that project to theNOT-DTN (NOT-
DTN-projecting PNs) have a similar direction preference to their pro-
jection target. We first performed extracellular recordings from the
NOT-DTN in anesthetized mice with silicon probes, while presenting
sinusoidal gratings drifting in eight directions to the animals’ con-
tralateral eye (Fig. 1a). The majority of isolated NOT-DTN units
responded preferentially to visual stimulimoving in the temporo-nasal
direction (Figs. 1b and d open bars), consistent with previous reports
on response properties of NOT-DTN neurons1,2,16,17,43. Next, to evaluate
the direction preference of NOT-DTN-projecting PNs, we performed
two-photon calcium imaging in awake mice (Fig. 1a). We conditionally
expressed GCaMP6s exclusively in NOT-DTN-projecting PNs by locally
injecting a retrograde AAV-Cre virus (Retro-Cre) into the NOT-DTN of
Ai14 tdTomato reporter mice (see Methods; Supplementary Fig. 1a, b
left). Using in vivo two-photon imaging, we observed a sparse popu-
lation of fluorescence-labeled PNs exclusively in L5 of the ipsilateral
visual cortex (0.64% of L5 neurons; Supplementary Fig. 1c left, d). We
examined the calcium dynamics of these corticofugal neurons in
response to the above sinusoidal gratings presented to the con-
tralateral eye (see Methods; Fig. 1c). The NOT-DTN-projecting PNs
were sensitive tomoving stimuli. More than half of them, pooled from
both V1 and HVAs, responded to drifting gratings of at least one
direction (777 out of 1482 neurons, 52%; Supplementary Fig. 2a top). A
direction selectivity index (DSI)was computed to evaluate the strength
of direction selectivity. We found that 54% of the responsive neurons
had DSIs of at least 0.33 (the maximum response is more than double
of the response to the null direction, Supplementary Fig. 2a). Next, we
determined the preferred direction of NOT-DTN-projecting PNs
(Supplementary Fig. 2b, c). Strikingly, there were many more neurons
that prefer the temporo-nasal direction than the ones preferring any of
the other 7 directions (27% for temporo-nasal direction vs 8–14% for
theother 7directions; Fig. 1d solid bars).Overall, these results indicate
that the NOT-DTN-projecting PNs share the same direction preference
as their brainstem target.

Is the temporo-nasal direction preference a unique feature of the
NOT-DTN-projecting PNs or a common feature among all brainstem-
projecting PNs? To address this question, we injected a large volume of
the Retro-Cre virus into the midbrain (see Methods), which covered
several brain regions, including the NOT-DTN, the pretectal nuclei, the
superior colliculus (SC), as well as the medio-caudal part of lateral
posterior thalamic nucleus (LP) (Supplementary Fig. 1b right). In com-
parison to the focal injection into the NOT-DTN, a much denser L5
population (8.74% of L5 PNs; Supplementary Fig. 1c right) was labeled
with GCaMP6s, and we referred to these neurons as midbrain-
projecting PNs. This PN population consisted of a similar percentage
of responsive neurons compared to the NOT-DTN-projecting popula-
tion (2124 out of 3879 neurons, 55%; Supplementary Fig. 2a bottom).
However, it did not present any temporo-nasal bias (13% for temporo-
nasal direction vs 10–15% for the other 7 directions; Fig. 1e) as seen in
the NOT-DTN-projecting PNs (Fig. 1d solid bars). Such difference
between these two PN populations did not depend on the DSI
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(Supplementary Fig. 2d). Similarly, the general L5 PN population in the
visual cortex (see Methods; Supplementary Fig. 1e, f), which includes
cortico-cortical, cortico-striatal, and cortico-brainstem PNs, neither
favored the temporo-nasal motion (Fig. 1f). These results demonstrate
that the temporo-nasal bias is indeed a unique feature of the NOT-DTN-
projecting PNs.Moreover, theNOT-DTN-projecting PNspossessedboth
a distinctly higher DSI and a greater percentage of direction-selective
neurons, in comparison to the midbrain-projecting PNs (DSI =0.40±
0.01 vs 0.35 ±0.01; 54% vs 45% with DSI ≥0.33; Fig. 1g, Supplementary
Fig. 2a, e). This higher degree of direction selectivity of the NOT-DTN-
projecting PNs largely came from those preferring the temporo-nasal
motion (DSI =0.46 ±0.02 vs 0.38 ±0.01, temporo-nasal vs non-tem-
poro-nasal; Fig. 1h). Taken together, these results indicate that the NOT-
DTN-projecting PNs form a distinct pathway among cortico-brainstem
projections, which sends functionally relevant information to the
brainstem OKR circuit.

Lastly, we examined the SF tuning and TF tuning of the NOT-DTN-
projecting andmidbrain-projecting PNs by varying the SF or TF values
of temporo-nasally moving gratings (Supplementary Fig. 3). As the
NOT-DTN neurons preferentially responded to intermediate SFs and
low TFs (Supplementary Fig. 3a, e)2,17, a higher percentage of the NOT-
DTN-projecting PNs preferred intermediate SFs of 0.08 and0.16 cycles
per degree (cpd) and a low TF of 0.5Hz, compared to the midbrain-
projecting PNs or general L5 PNs (Supplementary Fig. 3c–d, g–h).
These results further support the idea that the projection from the
visual cortex to the NOT-DTN tends tomatch its downstream target in
response properties.

Temporo-nasal bias of NOT-DTN-projecting PNs in V1 and
posterior HVAs
Since individual visual cortical areas are functionally specialized24,26,45–48,
it is possible that only selective visual areas transmit neural signals
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encoding temporo-nasal motion to the NOT-DTN. To explore this
possibility, we first investigated which visual area(s) send descending
projection to theNOT-DTN. After locally injecting the Retro-Cre virus in
the NOT-DTN of Ai14 mice (Fig. 2a top, Supplementary Fig. 1b left), on
coronal sliceswe observed a sparse population of tdTomato-positive L5
PNs across both V1 and HVAs exclusively in the ipsilateral hemisphere

(Fig. 2a bottom, Supplementary Fig. 4a), consistent with the results
from two-photon imaging (Supplementary Fig. 1c left, d). Interestingly,
the density of these PNs was remarkably inhomogeneous throughout
the visual cortex. For instance, we found two patches of visual areas
where the NOT-DTN-projecting neurons were highly enriched: one
patch was located at the anterior portion of V1 and the other one
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occupied HVAs posterolateral to V1 (LI, LM, POR, and PL; referred to as
posterior HVAs; Fig. 2b top, c top solid bars, Supplementary Fig. 4b, c
solid bars). In comparison, these PNs appearedmuch sparser in the rest
of visual cortical areas, i.e., the posterior portion of V1 and HVAs ante-
romedial or anterolateral to V1 (AL, RL, A, AM, and PM; referred to as
anterior HVAs; Fig. 2b top, c top open bars, Supplementary Fig. 4b, c
open bars). However, the midbrain-projecting PNs, which were labeled
with a widespread injection of the Retro-Cre virus (Supplementary
Fig. 1b right), were much more populated and more uniformly dis-
tributed in the visual cortex (average density=8.7e-06 vs 0.6e-
06 cells/μm3, coefficient of variation of density=0.32 vs 0.67; Fig. 2b
bottom, c bottom). Thus, these results demonstrate that the cortico-
fugal projection to the NOT-DTN primarily originates from the anterior
V1 and posterior HVAs. Moreover, the area-specific enrichment of NOT-
DTN-projecting PNs also suggests that they come from a distinct
population, instead of random samples of themidbrain-projecting PNs.

The appearance of NOT-DTN-projecting PNs in two patches indi-
cates that there are two streams of cortical innervation, one from the
anterior V1 and the other from the posterior HVAs. Do both routes
carry the same information about the temporo-nasal motion? To
answer this question, we investigated the direction selectivity of the
corticofugal neurons located in three areas: V1 (mostly anterior V1),
posterior HVAs, and anterior HVAs (mainly areas PM and AL) (Fig. 2d,
Supplementary Fig. 5a). In both V1 and posterior HVA, but not the
anterior HVA, there were significantly more neurons within the NOT-
DTN-projecting population that prefer the temporo-nasal motion (V1:
27% vs 8–15%; posterior HVAs: 32% vs 5–15%; anterior HVAs: 14% vs
5–23%; Fig. 2e top). As controls, we examined themidbrain-projecting
PNs in V1 and posterior HVAs, and found much fewer neurons with a
bias towards the temporo-nasal direction (V1: 16% vs 27%; posterior
HVAs: 11% vs 32%; Fig. 2e bottom). Furthermore, in both V1 and pos-
terior HVA groups, the NOT-DTN-projecting PNs possessed stronger
direction selectivity (V1: 0.42 ± 0.01 vs 0.35 ± 0.01; posterior HVAs:
0.39 ± 0.02 vs 0.35 ± 0.01; Supplementary Fig. 5b) and a higher per-
centage of direction-selective neurons (V1: 55.0% vs 45.9%; posterior
HVAs: 52.3% vs 45.1%; Supplementary Fig. 5c) than the midbrain-
projecting PNs. Thus, these results indicate that the corticofugal pro-
jections from both V1 and posterior HVAs conduct the signal
concerning temporo-nasal motion to the NOT-DTN.

Posterior HVAs impact the OKR more strongly than
anterior HVAs
The corticofugal projection to the NOT-DTN is the biological basis for
the visual cortex to modulate the OKR2. The striking difference in
the density of NOT-DTN-projecting PNs among HVAsmade us wonder
whether posterior HVAs have a stronger impact on the OKR behavior
than anterior HVAs. To evaluate the OKR, a mouse was head-fixed at
the center of a virtual drum displaying a vertical grating, and its right
eye was monitored by infrared video-oculography2 (see Methods;
Fig. 3a).When the grating drifted horizontally in a sinusoidal trajectory
(oscillation amplitude 5°), the animal’s eye tracked the grating motion
in an oscillatorymanner, a signature of theOKR behavior (Fig. 3b). The
strength of the behavior was quantified by calculating an OKR gain,
which is the ratio between the amplitude of the eye trajectory and the
amplitude of the grating trajectory. OKR gainwas dependent on the SF
of the grating, reaching a maximum at 0.16 cpd (Fig. 3c), as described
previously2.

To examine the impact of the visual cortex on the OKR, we
optogenetically silenced its activity by photoactivating GABAergic
inhibitory neurons which express Channelrhodopsin2 (ChR2), a light-
sensitive cation channel (Fig. 3d bottom). Consistent with previous
reports2,49, bilaterally silencing the visual cortex led to a reduction in
OKR gain, indicating a facilitatory effect of cortical input on the OKR
(Fig. 3d top left). We referred to this percentage reduction as the
cortical contribution to OKR gain. As controls, illuminating the visual

cortex of wild-type mice had no effect on OKR gain (Fig. 3d top right,
Supplementary Fig. 6a). With this method we compared the impact of
anteriorHVAs and posterior HVAs on theOKR, by shining blue light on
either one of these two areas in the samemicewhile covering the other
one (see Methods; Fig. 3e top). Consistent with the density difference
of NOT-DTN-projecting PNs in HVAs, silencing posterior HVAs
decreased the OKR gain significantly more than silencing anterior
HVAs (8.7 ± 1.2% vs 5.0 ± 1.0%; Fig. 3e, f, Supplementary Fig. 6b). This
data demonstrates that posterior HVAs indeed contribute more to the
OKR than anterior HVAs, indicating the functional specialization of
HVAs inmodulating the OKR. Are these HVAs involved in the plasticity
of the OKR differently? We induced OKR potentiation by exposing
head-fixed mice to a drum grating oscillating bidirectionally along the
azimuth continuously for 45min (see Methods, Fig. 3g), a classic
experimental paradigm to study OKR plasticity2,30,31. Consistent with
previous reports2,30,31, continuous OKR stimulation significantly
increased the OKR gain, but the exposure to a grey screen (blank
stimulus) did not (0.21 ± 0.03 vs 0 ±0.03; Fig. 3g, h). Upon the induc-
tion of OKR potentiation, the contribution of posterior HVAs to OKR
gain almost doubled (7.9 ± 1.9% to 13.9 ± 1.5%), but the contribution of
anterior HVAs barely changed (3.7 ± 1.2% to 5.2 ± 1.4%, Fig. 3i, Supple-
mentary Fig. 6c). As a result, now posterior HVAs contributed even
more strongly to the OKR than anteriorHVAs (Supplementary Fig. 6d).
These results demonstrate the differential role of posterior and ante-
rior HVAs in the OKR plasticity. Moreover, when the posterior HVAs
were silenced, the amount of OKR potentiation on average reduced by
33% (0.24 ± 0.06 to 0.15 ± 0.06, Supplementary Fig. 6e), indicating that
a substantial portion of OKR potentiation may depend on the
posterior HVAs.

Direction-dependent cortical impact on the OKR
Since the NOT-DTN-projecting PNs have a unique temporo-nasal
direction bias (Fig. 1d solid bars), next we wondered whether the
effect of silencing the visual cortex on the OKR also depends on the
direction of drum gratings. The OKR in mice is highly asymmetric50.
When one eye was occluded (see Methods), only temporo-nasal
motionwith respect to the viewing eye (equivalently, ipsiversive to the
contralateral NOT-DTN) effectively triggered the OKR behavior, but
naso-temporal motion did not (norm. OKR gain: 0.05 ±0.03, Supple-
mentary Fig. 7a-c). This result indicates thatwhen anoscillating grating
is presented to a binocularly viewing mouse, each pair of the eye and
the corresponding contralateral NOT-DTN alternatingly drive the OKR
(Supplementary Fig. 7d left, e left). To estimate the direction-
dependent cortical contribution to the OKR, we unilaterally silenced
the left visual cortex with the forementioned optogenetic method
(Fig. 3d) while presenting drum gratings moving either temporo-
nasally or naso-temporally in reference to the right eye of binocularly
viewing mice (ipsiversively or contraversively to the left visual cortex
andNOT-DTN, Supplementary Fig. 7d left, e left). The cortical silencing
evidently decreased the gain of the ipsiversive OKR behavior
(27.5 ± 1.84%, Supplementary Fig. 7d right, f left), but to our surprise it
instead enhanced the gain of the contraversive OKR (-11.8 ± 3.34%,
Supplementary Fig. 7e right, f right). These results indicate that the
visual cortex facilitates theOKRmediated by theNOT-DTN in the same
hemisphere (Supplementary Fig. 7d left), but suppresses the behavior
mediated by the NOT-DTN in the opposite hemisphere (Supplemen-
tary Fig. 7e left). The cortical suppression of contraversive OKR (Sup-
plementary Fig. 7e right, f right) suggests that the weak activation of
NOT-DTN-projecting PNs by naso-temporal motion (Fig. 1d) may
innervate the non-operating NOT-DTN and in turn counteract the OKR
mediated by the counterpart NOT-DTN. Lastly, we measured the cor-
tical contribution to monocularly driven OKR evoked by the temporo-
nasal motion (or ipsiversive), with (open-loop) or without (closed-
loop) keeping the retinal slips at constant speeds (see Methods).
Consistent with the effect of cortical silencing on ipsiversive binocular
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OKR (Supplementary Fig. 7d right, f left), silencing the left visual cortex
reduced the gain of ipsiversive monocular OKR in both closed-loop
and open-loop conditions (17.0 ± 1.7% vs 16.7 ± 2.8%, Supplementary
Fig. 7g-i). This direction-dependent cortical impact on the OKR is
aligned with previous lesioning studies on primates and cats49,51 and
supports the idea that the visual cortex modulates OKR behavior
through its ipsilateral projection to the NOT-DTN (Fig. 2a, Supple-
mentary Fig. 4a).

Direction-selective plasticity in the NOT-DTN-projecting PNs
The corticofugal projection can potentiate the amplitude of the OKR
by boosting the activity of the NOT-DTN2. Next, we explored one of
several potentialmechanisms that account for the change inNOT-DTN

activity: the NOT-DTN-projecting PNs may become more responsive
following OKR potentiation to supply stronger cortical input to the
NOT-DTN. To test this, we measured the activity of corticofugal neu-
rons evokedby fourmotiondirections (temporo-nasal, naso-temporal,
up, and down) as well as the OKR gain before and after OKR poten-
tiation (Fig. 4a). Interestingly, along with the emergence of OKR
potentiation (0.16 ± 0.04; Fig. 4b), the amplitudes of calcium respon-
ses of the NOT-DTN-projecting neurons were strengthened (Fig. 4c).
To quantify the change in cortical activity, we used a plasticity index
(PI, see Methods), with positive or negative values representing an
increase or decrease of activities, respectively. After continuous OKR
stimulation, 67.2% of the NOT-DTN-projecting PNs increased their
responses to moving gratings (Supplementary Fig. 8a, b).
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(n = 23 mice; *, P =0.005, one-sided Wilcoxon signed-rank test). Red data points
come from the animal in e. g OKR of one example mouse before (pre stim.) and
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jectories (Thickness, s.e.m.) and the corresponding OKR gains (n = 24 cycles). Blue
and black, with and without cortical silencing. h Summary of OKR potentiation
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Liu et al. (2016)2.
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Next, we compared the plasticity index among cortical neurons
with different preferred directions. Considering the relevance of
temporo-nasal motion to OKR behavior, we focused on the activity
evoked by this particular direction. Following OKR potentiation, the
NOT-DTN-projecting neurons that preferred horizontal motions
becamemore responsive (PI = 0.20 ±0.05), but theones that preferred
vertical motions did not (PI = -0.06 ±0.06; Fig. 4d, Supplementary
Fig. 8c left). Interestingly, although a bidirectionally moving grating
was used to induce OKR potentiation, the NOT-DTN-projecting PNs
that preferred the temporo-nasal motion showed a much higher
increase in the amplitude of calcium responses than those preferring
the naso-temporal motion (referred to as direction-selective plasticity;

PI = 0.29 ± 0.04 vs 0.07 ± 0.06; Fig. 4e, Supplementary Fig. 8c left). In
comparison to the NOT-DTN-projecting population, the plastic
change in the activity of the midbrain-projecting population was sig-
nificantly less (Supplementary Fig. 8b), and it showed no difference
between temporo-nasally biased and naso-temporally biased neurons
(PI = 0.19 ± 0.03 vs 0.18 ± 0.04; Fig. 4e, Supplementary Fig. 8c right).
When a grey screen (blank stimulus) replaced drum gratings, cortical
activity of neither NOT-DTN-projecting nor midbrain-projecting
populations increased (Fig. 4d). A horizontal drum grating oscillating
vertically for 45min did not increase the gain of horizontal OKR, nei-
ther the activity of NOT-DTN-projecting cortical neurons in response
to temporo-nasal motion (Supplementary Fig. 8d-f). Altogether, these
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results demonstrate that prolonged horizontal OKR stimulation
selectively enhances the cortical activity of NOT-DTN-projecting PNs
that prefer the temporo-nasal direction, which will lead to a cell-type
specific enhancement of cortical input to the NOT-DTN and as a result
boost NOT-DTN activity. Considering the NOT-DTN-projecting PNs are
necessary for OKR potentiation2, the direction-selective plasticity
suggests that these PNs form a functionally distinct population in
promoting OKR potentiation.

Lastly, we analyzed the relationship between the strength of
cortical plasticity and OKR potentiation. Remarkably, we found a
positive correlation between the plasticity index of cortical activity
evoked by the temporo-nasal motion and the OKR potentiation
(Fig. 4f). Animals exposed to continuous OKR stimulation had larger
values of both the plasticity index and OKR potentiation, than the
control animals exposed to a grey screen (blank stimulus) (Fig. 4f blue
and grey crosses). This result highlights the significance of the plastic
change in corticofugal activity as a mechanism underlying OKR
potentiation.

The visual cortex innervates a specific NOT-DTN population
Although at the population level the NOT-DTN neurons show a pre-
ference for temporo-nasal visual motion, more than 46% of them still
prefer non-temporo-nasal directions (Fig. 1d, dashed open bars).
That led to the question of whether the NOT-DTN neurons that receive
cortical innervation have the same temporo-nasal direction bias as
their presynaptic partners—the NOT-DTN-projecting PNs in the
visual cortex. To visualize these cortical-recipient NOT-DTN neurons,
we injected an anterograde trans-synaptic Cre virus (Antero-Cre)
into the visual cortex and a Cre-dependent tdTomato virus into the
NOT-DTN, which conditionally expressed tdTomato in downstream
NOT-DTN neurons (Fig. 5a). The NOT-DTN neurons project tomultiple
downstream structures in the brainstem, including the inferior olive
(IO), SC, medial terminal nucleus (MTN), contralateral NOT-DTN and
sparsely to the nucleus prepositus hypoglossi (NPH) (Supplementary
Fig. 9a, b)52–54. And they can be divided into largely non-overlapping
neuronal populations based on their projection targets52. Thus, to
determine the identity of these cortical-recipient NOT-DTN neurons,
we examined their axonal projections. Surprisingly, axons of these
anterogradely labeled NOT-DTN neurons were manifested in the ipsi-
lateral IO and sparsely seen in the ipsilateral NPH, but not in the other
three downstream structures, SC, MTN, and the contralateral NOT-
DTN (Fig. 5b). Indeed, we confirmed that the NOT-DTN neurons that
project to the IO, labeled by an injection of Retro-Cre virus into the IO,
sent only sparse collaterals to the ipsilateral NPHanddidnotproject to
other downstream targets (Supplementary Fig. 9c, d), indicating that
they belong to a distinct population. Taken together, these results
demonstrate that the descending projection from the visual cortex
selectively impinges on the population of NOT-DTN neurons that
project to the IO.

To further validate the connectivity of the visual corticofugal
projections with IO-projecting NOT-DTN neurons, we performed
rabies virus-based retrograde trans-synaptic tracing. Following condi-
tional expression of TVA receptor and rabies glycoprotein in IO-
projecting NOT-DTN neurons (starter cells, Fig. 5j, Supplementary
Fig. 9e), the injection of EnvA-pseudotyped glycoprotein-deleted
rabies virus (RV-GCaMP6s) in the NOT-DTN indeed trans-synaptically
labeled L5 PNs in the ipsilateral visual cortex (referred to as NOT-DTN-
innervating PNs, Fig. 5k left, Supplementary Fig. 9f). And these trans-
synaptically labeled PNswereobviouslymore condensed in anterior V1
and posterior HVAs than the rest of visual cortex (Supplementary
Fig. 9f-h). This finding agrees with the results from AAV-based retro-
grade tracing and anterograde trans-synaptic tracing (Figs. 2b, c, 5b).
In addition, we noted that a small fraction of retinal ganglion cells
(RGCs) in the contralateral eye were also labeled in the same animals
(referred to as NOT-DTN-innervating RGCs, 187.4 ± 28.4 cells/mm2,

5.7% of the total RGC population in mice55, Supplementary Fig. 9i).
Interestingly, these RGCs were clearly more populated in the superior
portion of the retina than the inferior portion (229.6 ± 40.4 vs
148.3 ± 19.0 cells/mm2, Supplementary Fig. 9j). Since both the superior
retina and the anterior V1 monitor the visual space below the hor-
izontalmeridian, we conclude that retinotopicallymatched retinal and
cortical inputs converge in IO-projecting NOT-DTN neurons. Next, to
determine what types of RGCs innervate IO-projecting NOT-DTN
neurons, we analyzed their dendritic morphology and dendritic stra-
tification in the inner plexiform layer (IPL) of the retina (Supplemen-
tary Fig. 9k). NOT-DTN-innervating RGCs had relatively small dendritic
fields (200.1 ± 7.7μm), and their dendrites highly branched; most of
these RGCs (74%) had their dendritic arbors stratifying in both ON and
OFF sublaminar layers of the IPL, while some (26%) had dendritic
stratification mainly in the ON sublamina (Supplementary Fig. 9k-m).
These morphological characteristics suggest that they are ON-OFF or
ON direction-selective RGCs, which is consistent with a recent report
that both ON direction-selective RGCs and ON-OFF direction-selective
RGCs in mice project to the NOT-DTN56.

Next, we examined thedirectionpreferenceof IO-projectingNOT-
DTN neurons. We combined single unit recording and optogenetic
antidromic stimulation to identify the IO-projectingNOT-DTNneurons
that expressed Chronos, a ChR2 variant (see Methods; Fig. 5c). Brief
pulses (5ms duration) of blue light delivered on top of the IO elicited
spikes in axons coming from the NOT-DTN (Fig. 5c-f). These anti-
dromic spikes recorded in the NOT-DTNwere characterized by a small
jitter (0.40±0.05ms) and short onset latency (5.52 ± 0.62ms; Fig. 5d,
e), which allowed us to unequivocally identify IO-projecting NOT-DTN
neurons. Remarkably, all IO-projecting neurons (100%, n = 22)
responded robustly to sinusoidal gratings moving in the temporo-
nasal direction (0°), but were minimally active or even suppressed
when the gratings moved in the opposite direction (180°; Fig. 5f-h). In
contrast, among the NOT-DTN neurons that were not antidromically
stimulated (presumably non-IO-projecting neurons), only 40.6% pre-
ferred the temporo-nasal direction (Fig. 5g). Moreover, in comparison
to non-IO-projecting neurons, the IO-projecting ones had a much
stronger direction bias (DSI = 0.95 ± 0.03 vs 0.57 ± 0.03; Fig. 5i), and
they were more likely tuned to intermediate SF values (91.7% vs 58.0%
preferring 0.08 and 0.16 cpd, Supplementary Fig. 10).

The NOT-DTN-projecting PNs had much less temporo-nasal bias
than the NOT-DTN neurons (Fig. 1d) and the subpopulation, IO-
projecting NOT-DTN neurons (Fig. 5g). Such difference may result
from the possibility that the retrograde AAV virus may infect axons of
passage that do not innervate the NOT-DTN57; this technical limitation
could contaminate the dataset of NOT-DTN-projecting PNs with
midbrain-projecting PNs and thus result in an underestimation of
direction bias in NOT-DTN-projecting population. To eliminate this
ambiguity, we used the same rabies virus-based trans-synaptic tracing
method to express GCaMP6s in the visual cortical neurons that
innervate IO-projectingNOT-DTNneurons (NOT-DTN-innervating PNs,
Fig. 5j). Two-photon calcium imaging revealed that these PNs had a
similar degree of temporo-nasal direction bias (29.4% for temporo-
nasal direction vs 6.9–15% for the other 7 directions; Fig. 5k, l) and
direction selectivity (0.38 ±0.02; Fig. 5m) to the NOT-DTN-projecting
PNs. Taken together, these above results (Figs. 5g, l, 1d) indicate that
the IO-projecting NOT-DTN neurons share similar visual feature
selectivity with their cortical input, revealing a functionally specific
disynaptic pathway that connects the visual cortex to the IO in the
brainstem.

The NOT-DTN to IO projection is required for cortical
modulation of OKR
The corticofugal projection to the NOT-DTN is necessary for the visual
cortex to influence the OKR behavior2. As this projection selectively
innervates the IO-projecting NOT-DTN neurons (Fig. 5b), we
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hypothesized that this specific NOT-DTN population is responsible
for the cortical influence on the OKR. To test this, we used a
similar intersectional strategy aforementioned (Supplementary Fig. 1a)
to conditionally express hM4Di, a chemogenetic silencer, in the

IO-projecting NOT-DTN neurons in both hemispheres (see Methods;
Fig. 6a). We confirmed the effectiveness of hM4Di in chemogenetically
silencing the IO-projecting NOT-DTN neurons by staining c-Fos, an
immediate early gene activated in response to neuronal activity. The
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b Coronal slices of brainstem structures downstream of NOT-DTN (n = 1 mouse).
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terminal nucleus; c. NOT-DTN, contralateral NOT-DTN; SC, superior colliculus.
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and jitter of antidromic spikes (n = 24 neurons). Red circle, neuron in d. f Direction
tuning of an example neuron. Top, trajectory of moving grating (green) and timing
of laser pulses (blue). Middle, raster plots of single-unit activity. Arrows and num-
bers, directions of moving gratings. Bottom, PSTH of the same neuron. Inset,
direction tuning curve. Red arrow, preferred direction. g Histogram of the pre-
ferred direction of IO-projecting or non-IO-projecting NOT-DTN neurons with
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amidal neurons (PNs). j Schematic of experimental setup. k Left, example two-
photon image. Colors, preferred directions of neurons with DSI ≥0.1. Inset, higher
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al. (2016)2.
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intraperitoneal injection of clozapine N‐oxide (CNO), an agonist of
HM4Di, effectively suppressed the c-Fos activity in IO-projecting NOT-
DTN neurons evoked by 60min of intermittent OKR stimulation,
compared to saline injection (0.29e4 ± 0.01e4 vs 0.58e4 ± 0.03e4;
Supplementary Fig. 11a, b).

We examined the cortical contribution to OKR gain by optogen-
etically silencing the visual cortex while chemogenetically suppressing
the activity of IO-projecting NOT-DTN neurons (Fig. 6a). When saline
was injected, cortical silencing reduced the OKR gain significantly
across various SF values (10.6 ± 3.03%; Fig. 6b-c saline, Supplementary
Fig. 11c), consistentwith our previous report2. Crucially,whenCNOwas
instead injected to suppress the activity of IO-projecting NOT-DTN
neurons, cortical silencing no longer affected the OKR gain
(-0.6 ± 2.7%; Fig. 6b-c CNO, Supplementary Fig. 11c). As controls, when
tdTomato was expressed in the IO-projecting NOT-DTN neurons
(Supplementary Fig. 9c), the administration of CNO had no influence
on the cortical contribution to OKR gain (13.6 ± 2.1% vs 16 ± 2.3%, saline
vs CNO; Fig. 6c right). These results indicate that the IO-projecting
NOT-DTN neurons are required for the visual cortex to modulate OKR
behavior. Consistently, optogenetically silencing the IO-projecting
NOT-DTN neurons in the left hemisphere, which conditionally
expressed inhibitory opsin ArchT (Fig. 6d, Supplementary Fig. 11d-e),
reduced the gain of ipsiversive OKR (temporo-nasal), but not the gain
of contraversive OKR (naso-temporal, 14.4 ± 3.5% vs -0.07 ± 1.5%,
Fig. 6d-f). These results resemble the effect of silencing the left visual
cortex (Supplementary Fig. 7d-f). Thus, the IO-projecting NOT-DTN
population is the hub through which the ipsilateral visual cortex
directly innervates the brainstemOKR circuit and consequently exerts
its impact on the OKR behavior.

Lastly, since the NOT-DTN to IO projection is downstream of the
retinal and cortical inputs, both of which are essential for OKR plasti-
city, we examined the role of this brainstem pathway in OKR poten-
tiation. We applied the same chemogenetic method to suppress the
activity of IO-projecting NOT-DTN neurons during the induction of
OKR plasticity (Fig. 6g). Disrupting this pathway by CNO injection
effectively prevented OKR potentiation, but saline injection did not
(-0.01 ± 0.04 vs 0.33 ± 0.06; Fig. 6h,i), which is consistent with the
blockage of OKR plasticity by lesioning the IO30. Therefore, the NOT-
DTN to IO projection pathway is indispensable for the OKR
potentiation.

Temporo-nasal bias and direction-selective plasticity promote
cortical innervation
So far, we showed that the NOT-DTN-projecting PNs are characterized
by temporo-nasal bias and direction-selective cortical plasticity. To
understand the roles of these functional properties in the cortical
innervation of the NOT-DTN, we built a firing-rate-based feedforward
model in which the NOT-DTN as a single node receives convergent
inputs from a collection of PNs in the visual cortex (Fig. 7a). Model
parameters such as the proportion of cortical neurons that are biased
towards one particular direction (Fig. 1d solid bars), and their firing
rates before and afterOKRpotentiation (Supplementary Fig. 12a),were
estimated from our experimental data (see Methods). The simulation
showed that upon cortical plasticity the synaptic input provided by the
NOT-DTN-projecting PNs increased muchmore than that provided by
themidbrain-projecting PNs (121.8 versus 62.7; Fig. 7b, c top left). This
result indicates that the NOT-DTN-projecting population is more effi-
cient in enhancing cortical drive to the NOT-DTN than the midbrain-
projecting population, to support the OKR potentiation.

Next, we asked what circuit features matter to the transformation
from cortical activity into synaptic input to the NOT-DTN. We varied
three circuit features of the NOT-DTN-projecting PNs (temporo-nasal
bias, strength of direction selectivity, and direction-selective cortical
plasticity) one at a time. First, we replaced the distribution of preferred
direction in the model with the non-temporo-nasal bias from the

midbrain-projecting PNs (Figs. 1e, 7c top right). Second, we used the
responses of midbrain-projecting PNs (Fig. 7c bottom right, Supple-
mentary Fig. 12a bottom), which have less direction selectivity than the
NOT-DTN-projecting PNs (Fig. 1g). Lastly, we disrupted the direction-
selective cortical plasticity of NOT-DTN-projecting PNs in three ways:
(1) equalize plasticity strengths among the PN populations biased
towards different directions (uniform plasticity, Fig. 7c bottom left);
(2) swap the plasticity strength of temporo-nasally biased PNs with
those preferring other directions (Supplementary Fig. 12b); (3) use the
plasticity strength ofmidbrain-projecting PNs instead (Supplementary
Fig. 12c). In all above scenarios of perturbations, the amount of extra
cortical input generatedby the corticalplasticity dramatically reduced.
Thus, temporo-nasal directionbias, direction selectivity, anddirection-
selective plasticity are all required for the efficient integration of cor-
tical input.

Do the above three circuit features interact with each other or
work independently in the integration of cortical input? To address
this question, we systematically varied the direction bias profile of the
NOT-DTN-projecting population (Fig. 7d top schematic). When we
included more neurons with a temporo-nasal bias, extra cortical drive
upon cortical plasticity increased monotonically (Fig. 7d magenta
curve). Interestingly, it rose rapidly when the fraction of temporo-
nasally preferring neurons was low, and reached 85% of the maximum
(Fig. 7dhorizontal dashed line) at the actual fraction in theNOT-DTN-
projecting population (Fig. 7d magenta vertical line). This result
indicates that a moderate amount of temporo-nasal bias is enough for
efficient cortical integration. Next, to examine the interaction between
the strength of direction selectivity and temporo-nasal bias, we sub-
stituted the firing rate of cortical neurons with the responses of
midbrain-projecting PNs. Consequently, the new curve (Fig. 7d black
curve) reached the maximum value more slowly, indicating that the
strength of direction selectivity affects how cortical input depends on
temporo-nasal bias. Furthermore, to examine the interaction between
direction-selective plasticity and temporo-nasal bias, we tweaked the
original model by using uniform plasticity. The resulting flat curve
(Fig. 7d grey curve) indicates that the specificity of cortical plasticity
indeed dramatically impacts the relationship between cortical input
and temporo-nasal bias, highlighting the functional importance of
differential plasticity. Lastly, we explored the interaction between the
strength of direction selectivity and direction-selective cortical plas-
ticity. The increment of cortical input rose linearly (Fig. 7e magenta
curve) with the plasticity strength of temporo-nasally preferring PNs.
Interestingly, the midbrain-projecting PNs, which have less direction
selectivity, gave rise to a shallower slope than theNOT-DTN-projecting
PNs (Fig. 7e black curve). Collectively, these modeling results
demonstrate that direction bias profile, strength of direction selec-
tivity, and direction-selective cortical plasticity interact with each
other, synergistically facilitating the integration of cortical input to the
NOT-DTN.

Discussion
To understand the functional organization of the cortico-brainstem
projections, we examined the response properties and connectivity of
NOT-DTN-projecting PNsusing two-photon calcium imaging andvirus-
based circuit tracing. Our results revealed unprecedented specificities
in this corticofugal population in comparison to the general midbrain-
projecting population. Functionally, the NOT-DTN-projecting PNs are
biased to temporo-nasal visual motion, matching the response prop-
erties of the NOT-DTN neurons they innervate (Fig. 1 & 5). In addition,
the activities of these temporo-nasally biased corticofugal neurons are
selectively enhanced upon the induction ofOKR potentiation (Fig. 4e).
Anatomically, the NOT-DTN-projecting PNs appear to be clustered in
the anterior V1 and posterior HVAs (Fig. 2b, c), and they specifically
innervate the NOT-DTN neurons that project to the IO (Fig. 5b). Alto-
gether, we uncovered a visual pathway which transmits behaviorally
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relevant motion signals from selective visual areas to the brainstem to
promote the plasticity of OKR behavior.

A long-standing effort in the field has been to understand the
logics of anatomical connectivity and response properties of the long-
rangeprojections along the visual pathways. It iswell-documented that
in the retinofugal, thalamocortical, or cortico-cortical pathways, the
projections to different downstream targets carry distinct types of
visual information, supporting the existence of anatomically and
functionally separate channels or ‘labeled lines’. Our results highlight
the exquisite functional specificity of output channels from the visual
cortex to the brainstem, suggesting a precise ‘division of labor’ among
different axonal projections within the cortico-brainstem pathway.
Brainstemnuclei innervated by the visual cortex have various response
properties and are involved in different visual functions1,19,21,58–61.
The unique temporo-nasal bias of NOT-DTN-projecting PNs (Fig. 1)
suggests that cortico-brainstem projections to different downstream
targets may follow the same principle of functional connectivity:
the response properties of target-specific cortico-brainstem projec-
tions match those of the brainstem circuits they innervate. Thus,
each cortico-brainstem projection as a separate channel or ‘labeled
line’ may send distinct behaviorally relevant signals to the corre-
sponding brainstem nucleus. This functional specificity provides an
efficient solution for the visual cortex to adaptively modulate innate
behaviors.

Our data show that the NOT-DTN-projecting PNs have less degree
of temporo-nasal bias than their postsynaptic targets, NOT-DTN neu-
rons (Fig. 1d). It is unlikely that this difference can be fully accounted
for by the nonspecific infection of axons of passage that innervate
other structures, but not NOT-DTN, since trans-synaptically labeled
PNs that synapse on the IO-projecting NOT-DTN neurons also have a
substantial portion of non-temporo-nasally biased neurons (Fig. 5l).
Moreover, such difference between NOT-DTN-projecting PNs and
NOT-DTN neurons was also uncovered in primates17,18,27,28. Thus, the
differential level of temporo-nasal direction preference between NOT-
DTN neurons and their cortical inputmay be conserved inmammalian
species. What is the functional role of those non-temporo-nasally
biased PNs?One potential function is to impact the contraversiveOKR.
The OKR is driven by the left and right NOT-DTNs in a push-pull
manner; that is to say, the difference in activity between the operating
(ipsiversive) and non-operating (contraversive) NOT-DTNs determines
the strength of OKR62. Since some of the NOT-DTN-projecting PNs
preferentially respond to naso-temporal motion, they could provide
innervation to the non-operating NOT-DTN (Supplementary Fig. 7e
left), and thus depress the expression of OKR behavior. This idea is
supported by our result that silencing the visual cortex on one side
enhances the gain of the contraversive OKR but reduces the gain of
ipsiversive OKR (Supplementary Fig. 7d-f). This finding is reminiscent
of previous studies49,51 reporting that unilateral lesion of monkey MT
andMSTor cat visual cortex enhanced theOKR running away from the
side of lesion, i.e. contraversive OKR, but impaired ipsiversive OKR.
Therefore, combining the facilitatory effect on ipsiversive OKR and
suppressive effect on contraversive OKR, NOT-DTN-projecting PNs
with a diverse direction bias allow animals to bidirectionally modulate
innate behaviors.

The response properties of visual cortical neurons in adult ani-
mals undergo dramatic changes when animals learn visually guided
behavioral tasks38,39,63,64, or experience repetitive visual exposure40–42.
An important step of transforming cortical plasticity to behavioral
changes is the integration of cortical input in motor centers down-
stream of the corticofugal projections. We discovered that the NOT-
DTN-projecting PNs become more responsive following OKR poten-
tiation, with the maximum change observed in the temporo-nasally
biased population. This cortical plasticity, at least in part, explains the
enhanced cortical drive to the NOT-DTN, which in turn contributes to
OKR potentiation. Remarkably, computational modeling shows that

the direction-selective cortical plasticity works synergistically with the
temporo-nasal direction bias to efficiently integrate cortical input in
the NOT-DTN neurons (Fig. 7c-e, Supplementary Fig. 12b, c). Overall,
the modeling results provide a mechanistic framework to understand
how corticofugal neurons modulate the brainstem activity in order to
adapt innate behaviors.

In addition to cortical plasticity, the plastic changes in subcortical
circuits have also been shown to play a critical role in the plasticity of
oculomotor behaviors29,30,32–34,65. In a classical model, the OKR plasticity
is induced by the retinal slip, a type of motor error signal conducted by
the NOT-DTN projection to the IO and further down to the
cerebellum32,66,67. IO neurons give rise to the climbing fibers that form
synaptic connections with Purkinje cells in the cerebellar cortex32,66,67.
Through these connections, the retinal slip can shape the plasticity of
the synapses between the parallel fibers and Purkinje cells68,69, a cere-
bellar mechanism underlying the adaptation of OKR. Interestingly, our
data show that the projection from NOT-DTN to IO is well-suited for
carrying the signals of retinal slips associated with horizontal environ-
mental or head movements, because all the IO-projecting NOT-DTN
neurons prefer the temporo-nasal motion (Fig. 5g) and they are
required for OKR plasticity (Fig. 6i). More importantly, we found that
the IO-projecting NOT-DTN neurons receive temporo-nasally biased
cortical input (Fig. 1 & 2), indicating that in addition to the retinal input,
theNOT-DTN→ IOprojection can also transmit cortical signals of retinal
slips to the cerebellum. This result suggests that the visual cortex may
also have an impact on the cerebellum-dependent OKR potentiation,
which would imply an interaction between the cortical and cerebellar
mechanisms of OKR plasticity. Thus, the IO-projecting NOT-DTN
population is a key node that integrates the retinal signals and cortical
signals of retinal slips and is essential for the adaptive plasticity of OKR.

What is the functional role of the visual cortex→NOT-DTN→ IO
pathway in the OKR? Under the baseline condition without OKR plas-
ticity, this pathway has weak impact on the OKR behavior2 (Figs. 3d-f,
6b-f, Supplementary Fig. 7). Instead, the retinal input is the driver of
the OKR behavior, determining the basic level of OKR including its
tuning curves (the set point) likely via NOT-DTN projections to pre-
oculomotor structures different from the IO, such as the projections to
themedial vestibular nucleus and NPH53,54. When the protocols of OKR
potentiation are applied, NOT-DTN-projecting PNs become more
active (Fig. 4d-e). Correspondingly, now the visual cortex contributes
to the OKR gain more strongly and perturbing various stages of
the visual cortex to IO pathway severely compromises the OKR
potentiation, while largely preserving theOKR behavior and its tuning2

(Figs. 3i, 6g-i). These findings support the idea that in the context
of OKR plasticity the cortical input works as a modulator to fine-
tune the behavioral responses around the set point. Thus, the
cortico-brainstem pathway may play an important role mainly in the
plasticity of innate behaviors.

Like monkeys and carnivores70, the primary and higher visual
areas in mice are hierarchically organized24,45,46,71–73. Based on inter-
areal connectivity between visual areas, it has been proposed that
those areas can be divided into functionally specialized ventral and
dorsal streams72,74. However, considering the controversy in defining
these two streams inmice46,75,76, we used the cortical locations to name
the two groups of HVAs (anterior vs posterior), which differ in the
density of NOT-DTN-projecting PNs. Notably, the posterior HVAs
(equivalent to the ventral stream areas) send significantly more pro-
jections to the NOT-DTN (Fig. 2b, c) and contribute more robustly to
the OKR behavior and its plasticity (Fig. 3e, f, i, Supplementary Fig. 6b,
c), compared to the anterior HVAs (equivalent to the dorsal stream
areas). These results alignwith the idea that themouse visual cortex, as
in other mammalian species, also has two parallel streams of infor-
mation processing. Moreover, the specific contribution from the
posterior HVAs is reminiscent of previous findings that the motion
sensitive areas in monkeys (MT andMST) project strongly to the NOT-
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DTN77,78, and these projections share the temporo-nasal direction
bias27,28. However, we recognize the discrepancy between mice and
monkeys: MT and MST belong to the dorsal stream of monkey visual
cortex; but the anterior HVAs in mice, the analog to the dorsal stream,
barely project to the NOT-DTN and have little influence on the OKR
(Figs. 2b, c, 3e, f, i). This discrepancymay reflect the species difference.
Notwithstanding, a recent view considers the POR (one of the

posteriorHVAs) inmice tobe thehomologof theMTarea inmonkeys75

because they are both located on the temporal cortex and receive
strong innervation from the ancient extrageniculate pathway
(retina→SC→ LP)76,79. This view reconciles the above discrepancy; thus,
the area specific connectivity between the visual cortex and the NOT-
DTNmay stand for a circuit feature of corticofugal projections shared
by mammalian species.

0.0

Time (s)
0 2

NOT-DTN proj. PNs

4
Time (s)

2

Midbrain proj. PNs

4

VC

NOT-DTN

0.9

1.8

I
(

sy
n

ar
b.

 u
ni

ts
)

a b

Pre-potent.
Post-potent.TN biased

UP biased
NT biased
DN biased

plasticity
strength

Ex

Midbrain proj.

NOT-DTN proj.

c
TN bias no TN bias

0 100 2 00
Plas. strength of
TN bias. PN (%)

0% plasticity
strength in TN

250% plasticity
strength in TN

Δ
ch

ar
ge

of
co

rti
ca

l i
np

ut
 (%

)

Uniform plas.

Differential plas.

e

Δ
ch

ar
ge

of
co

rti
ca

l i
np

ut
 (%

)

144%

-4%

58%

-7%

Δ
ch

ar
ge

of
co

rti
ca

l i
np

ut
 (%

)

change
dir. selectivity

change
plasticity

differential
plasticity

Midbrain proj.

resp.

Δ
ch

ar
ge

of
co

rti
ca

l i
np

ut
 (%

)

NOT-DTN proj.

resp.

150

0

50

100

0 50 100
% of TN bias. PN

Differential
plasticity

Uniform
plasticity

50

100

150

Δ
ch

ar
ge

of
co

rti
ca

l i
np

ut
 (%

)

0% TN bias 100% TN bias

NOT-DTN proj.
resp.

Midbrain proj.
resp.

150

0

50

100

150

0

50

100

2 00

100

NOT-DTN proj.
resp.

Midbrain proj.
resp.

d

change
dir. preference

TN bias

TN bias no TN bias

Δ
ch

ar
ge

of
co

rti
ca

l i
np

ut
 (%

) 150

0

50

100

no TN bias

0

= Mean(   + + + )

TN TN

NOT-DTN proj.
plas. strength

Midbrain proj.
plas. strength

Differential plas. Uniform plas. Strong DS Weak DS

VS VS

0.0
0

0.9

1.8

0

Fig. 7 | Temporo-nasal bias and direction-selective plasticity promote the
integration of cortical input. a Feedforward model of the cortical input to the
NOT-DTN in response to temporo-nasal visual motion. Colors encode preferred
directions. The number of cortical neurons that prefer one of the four directions is
determined according to data in Fig. 1d solid. The number of lightning bolts indi-
cates cortical plasticity strength (data from Supplementary Fig. 8c). Note that the
temporo-nasally biased pyramidal neurons (PNs) have stronger plasticity than PNs
preferring other directions (differential plasticity). The firing rates are derived from
the calcium responses in Fig. 1d–e. VC, visual cortex; Ex, excitation; TN, temporo-
nasal; NT, naso-temporal; UP, up; DN, down. b Synaptic current provided by NOT-
DTN-projecting (left) or midbrain-projecting (right) PNs. Black bar, the duration of
visual stimulation (VS). c Percentage change in cortical input (charge) received by
theNOT-DTNuponcortical plasticity. Schematicson topof eachpanel illustrate the
parameters used inmodeling. Top left, originalmodels where the parameter values
from either NOT-DTN-projecting PNs (left) or midbrain-projecting PNs (right) are

used. Top right, the direction preference chosen from either NOT-DTN-projecting
PNs (TN bias) or midbrain-projecting PNs (no TN bias). Bottom left, the plasticity
strength chosen from either differential plasticity or averaged plasticity strength of
four direction-biased populations (uniform plas.). Bottom right, cortical responses
chosen from either NOT-DTN-projecting PNs (strong DS) or midbrain-projecting
PNs (weak DS). d Plot of percentage change in cortical input (charge) vs the per-
centage of temporo-nasally biased PNs in three scenarios: responses of NOT-DTN-
projecting PNs are used (magenta curve); responses ofmidbrain-projecting PNs are
used (black curve); uniform plasticity is used (grey curve). Vertical dashed lines,
actual percentages of temporo-nasally biased PNs in NOT-DTN-projecting
(magenta) or midbrain-projecting (black) populations. Horizontal dashed line, the
maximum percentage change in cortical input. e Plot of percentage change in
cortical input (charge) vs plasticity strength of temporo-nasally biased PNs, when
responses ofNOT-DTN-projecting PNs (magenta curve) ormidbrain-projecting PNs
(black curve) are used.
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In conclusion, this study reveals three functionally relevant circuit
features (strong temporo-nasal direction bias, area-specific origin, and
direction-specific plasticity) that distinguish the corticofugal projec-
tion to the NOT-DTN from other cortico-brainstem projections. These
specific functional properties endow cortico-brainstem projections
with the capability of efficiently innervating brainstem targets to
adaptively modulate innate motor behaviors.

Methods
Mice
All experimental procedures performed in this study were approved
by the Biological Sciences Local Animal Care Committee, in accor-
dance with guidelines established by the University of Toronto Animal
Care Committee and the CanadianCouncil on Animal Care (protocol #
20012152 and 20012125).

We used the following mouse lines: Ai14 tdTomato reporter80

(Jackson Laboratory #007914), VGAT-ChR2-EYFP81 (Jackson Laboratory
#014548), C57BL/6 J (Jackson Laboratory #000664), and CD-1 (Charles
River #022). Since there was no report of sex dimorphism in the cor-
tical modulation of OKR, the sex was not considered in the experi-
mental design. Mice of both sexes were used for experiments.
Experimental mice were bred by crossing homozygous VGAT-ChR2-
EYFP, homozygousAi14 orC57BL/6 Jmaleswithwild-typeCD-1 females.
Mice were housed in a vivarium with a reversed light cycle (12 h day/
12 h night), ambient temperature at 22 °C, and humidity at 50%. CD-1 x
C57BL/6 J hybrid mice were used in experiments where wild-type mice
were needed unless otherwise noted.

Viral injections
We used the following adeno-associated viruses (AAV):

For Cre recombinase (Cre) dependent expression of GcaMP6s:
AAV9-Syn-Flex-GcaMP6s -WPRE-SV4082 (Flex-GcaMP6s, Addgene
100845; Upenn Vector Core)

For retrograde expression of Cre: AAVrg-pmSyn1-EBFP-Cre57

(Retro-Cre, Addgene 51507-AAVrg) or AAVrg-hSyn-Cre-WPRE-hGH
(Retro-Cre, Addgene 105553-AAVrg)

For Cre-dependent expression of tdTomato: AAV1-CAG-Flex-
tdTomato-WPRE-bGH (Flex-tdTomato, Allen Institute 864; Upenn
Vector Core)

For Cre-dependent expression of hM4D: AAV9-hSyn-DIO-
hM4D(Gi)-mCherry83 (DIO-hM4Di- mCherry, Addgene 44362-AAV9)

For the local and anterograde expression of Cre: AAV1-hSyn-Cre-
WPRE-hGH84 (Antero-Cre, Addgene 105553-AAV1)

For the expression of Chronos: AAV1-Syn-Chronos-GFP85

(Addgene 59170-AAV1)
For the expression of tdTomato: AAV1-CAG-tdTomato-WPRE-

SV40 (CAG-tdTomato, Upenn Vector Core)
For Cre-dependent expression of ArchT: AAV1-CAG-Flex-ArchT-

GFP (Flex-ArchT, UNC Vector Core)
For retrograde expression of Flp recombinase (Flp): AAV2/retro-

hSyn-FlpO (Retro-Flp, neurophotonics construct-1683)
For FLPo-dependent expression of TVA-2A-oG: AAV2/8-CAG-fDIO-

TVA-mCherry-2A-oG (fDIO-TVA-mCherry-oG, neurophotonics con-
struct-1400)

For Cre-dependent expression of TVA-2A-oG: AAV9-hSyn-Flex-
TVA-P2A-eGFP-2A-oG (Flex-TVA-eGFP-oG, Addgene 85225; Salk Viral
Vector Core)

The following rabies viruses were used:
For retrograde trans-synaptic expression of GCaMP6s: RV-EnvA-

SADΔG-GCaMP6s (RV-GCaMP6s, gift from Dr Georg Keller at FMI)
For retrograde trans-synaptic expression of mCherry: RV-EnvA-

SADΔG-mCherry (RV-mCherry,Addgene 32636; Salk Viral VectorCore)
To retrogradely label L5 PNs in the visual cortex that project to

the NOT-DTN or midbrain, 2–4-month-old Ai14 mice were anaes-
thetized with 1.5–2% isoflurane (vol/vol) in O2. The depth of anesthesia

was monitored with the toe-pinch response. Eyes were protected
with lubricant eye ointment (Systane, Alcon). The animal’s body tem-
perature was maintained by a heating pad (HTP-1500, Kent Scientific).
Carprofen (Rimadyl, Pfizer) was administered subcutaneously at a
dose of 5mg/kg to reduce pain. Furs over the head were shaved
and the exposed skin was disinfected with 70% isopropyl alcohol
and iodine solution. The scalp was cut open and part of the skull
over the NOT-DTN (~300–500μm diameter) was thinned until it
became soft enough to allow the penetration of the beveled glass
pipette (diameter 22–27μm). To selectively label NOT-DTN-projecting
PNs, Retro-Cre virus57 was injected in the NOT-DTN of the left hemi-
sphere (coordinates: anteroposterior axis (AP) relative to bregma,
2.60mm; mediolateral axis relative to midline, 1.10mm; depth,
1.62mm; the actual coordinates were calculated according to a stan-
dard bregma-lambda distance of 4.21mm) by an iontophoresis pump
( + 4μA, 7 s on/7 s off, for 3min, BAB-600, Kation Scientific). To non-
selectively label midbrain-projecting PNs, a bolus of Retro-Cre virus
(120 nL) was injected into the NOT-DTN (the same coordinates as
labeling the NOT-DTN-projecting PNs) by a microinjection pump
(UMP3T, WPI). This method allowed the virus to go beyond the NOT-
DTN and infect neighboring nuclei. The scalp was sutured with a few
stitches of sterile 6-0 silk suture (667 S, CP Medical). Mice were sub-
cutaneously injected with lactated ringer’s solution at a rate of 1ml/h
(JB2324, BAXTER) and recovered on the head pad before returning to
the home cage. Mice were transcardially perfused 3 weeks after the
virus injection.

To functionally image NOT-DTN/midbrain-projecting, or non-
selective L5 PNs in the visual cortex, AAV-Flex-GCaMP6s82 was injec-
ted into the left visual cortex of Ai14 pups by a Nanoliter Injector
(NANOLITER2010, WPI). Pups were anaesthetized by hypothermia and
placed on a molded platform. The viral injection was done at two sites
along the media-lateral axis of the visual cortex. At each site, a bolus of
GCaMP6s virus (42nL was injected at each of two depths (0.35 and
0.5mm from the skin). Then, at postnatal 2–4 months, Cre virus was
injected. To image NOT-DTN-projecting or midbrain-projecting PNs,
Retro-Cre virus was stereotactically injected in the left NOT-DTN with
an iontophoresis pump or with a microinjection pump respectively, as
described above. Alternatively, to image non-selective L5 PNs a bolus
of AAV1-hSyn-Cre-WPRE-hGH virus (100 nL, 100x dilution with PBS)
was injected at each of six sites in the left visual cortex, at a depth of
700μm from the pial surface (along the axis perpendicular to the cor-
tex). Experiments were performed 3 weeks after the injection of Cre
viruses.

To anterogradely label the NOT-DTN neurons that are innervated
by the visual cortex, a bolus of AAV-Flex-tdTomato virus (50 nL) was
stereotactically injected in the left NOT-DTN of adult WT mice, as
described above. Subsequently, a bolus of Antero-Cre84 (200nL) was
injected into layer 5 of the left visual cortex (depth 0.7mm from the
pial surface along the axis perpendicular to the horizontal plane) at
each of eight sites. To maximize the efficiency of the anterograde
tracing, we chose the injection sites where NOT-DTN-projecting PNs
are populated (Fig. 2b, coordinates: site 1 (AP, 2.8mm; ML, 2.5mm);
site 2 (AP, 3.3mm; ML, 2.5mm); site 3 (AP, 3.7mm; ML, 2.3mm); site 4
(AP, 3.7mm;ML, 2.8mm); site 5 (AP, 3.83mm;ML, 2.52mm); site 6 (AP,
3.9mm; ML, 3.7mm); site 7 (AP, 4.3mm; ML, 3.7mm); site 8 (AP,
4.6mm;ML, 3.8mm)). Mice were transcardially perfused 3 weeks after
the virus injection.

To trace the axonal projections of NOT-DTN neurons, a bolus of
AAV-CAG-tdTomato (40nL) was stereotactically injected in the left
NOT-DTN at postnatal 5 months, as described above. Mice were
transcardially perfused 3 weeks after the virus injection.

To chemogenetically silence IO-projecting NOT-DTN neurons, a
bolus of AAV-DIO-hM4Di-mCherry83 (100 nL) was stereotactically
injected into the NOT-DTN of VGAT-ChR2-EYFP mice bilaterally at
postnatal 2–4 months (as described above) and a bolus of Retro-Cre
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(350 nL) was subsequently injected into the IO at each of two sites
(coordinates: AP, 5.5 and 6.0mm; ML, 0.0mm; depth, 5.0mm; the
actual coordinates were calculated according to a standard bregma-
lambda distance of 4.21mm). This combination selectively expressed
hM4Di in NOT-DTN neurons that project to the IO. In control experi-
ments, in replacement of AAV-DIO-hM4Di-mCherry, 100 nL of AAV-
Flex-tdTomato was instead injected into the NOT-DTN. Experiments
were performed 2 weeks after the viral injection.

To retrogradely label IO-projecting NOT-DTN neurons, a bolus of
AAV-Flex-tdTomato (100 nL) was stereotactically injected into the left
NOT-DTN of CD-1 x C57BL/6 J mice and a bolus of Retro-Cre (100 nL)
was subsequently injected into the IO at each of two sites at postnatal
2–4 months (as described above).

To optogenetically silence IO-projecting NOT-DTN neurons, a
bolus of AAV-Flex-ArchT (150 nL) was stereotactically injected into the
left NOT-DTN of CD-1 x C57BL/6 J mice and a bolus of Retro-Cre
(200 nL) was subsequently injected into the IO at each of two sites at
postnatal 2–4 months (as described above).

To functionally image L5 PNs in the visual cortex that innervate IO-
projectingNOT-DTNneurons, and to analyze the spatial distributionof
the visual cortical neurons or retinal ganglion cells that innervate IO-
projecting NOT-DTN neurons, a bolus of AAV-fDIO-TVA-mCherry-oG
(150 nL) was stereotactically injected into the left NOT-DTN of CD-1 x
C57BL/6 J mice and a bolus of Retro-Flp (200 nL) was subsequently
injected into the IO at each of two sites at postnatal 2–4 months (as
described above). 3 weeks after the AAV injections, a bolus of RV-
GCaMP6s (150 nL) was stereotactically injected into the left NOT-DTN.
Two-photon imaging was performed 8–11 days after the injection of
rabies virus. And then mice were transcardially perfused immediately.
To retrogradely label retinal ganglion cells, mice were transcardially
perfused, and the retinas were dissected 10 days after the injection of
rabies virus.

To analyze the dendritic morphology of retinal ganglion cells that
innervate IO-projecting NOT-DTN neurons, the same procedure
described above was implemented, except that Flex-TVA-eGFP-oG,
Retro-Cre, and RV-mCherry were used.

To antidromically stimulate IO-projecting NOT-DTN neurons, a
bolus of AAV1-Syn-Chronos-GFP85 (300 nL) was stereotactically injec-
ted into the left NOT-DTN of adult WT mice as described above.
Experiments were performed 3–4 weeks after the viral injection.

Two-photon calcium imaging of L5 PNs in the visual cortex86

To implant headplates and cranial glass windows, the scalp over the
visual cortex was removed. Then, we applied several drops of the
solution of 1% lidocaine and 1:100,000 epinephrine (XYLOCAINE,
Dentsply Sirona) on the skull to minimize pain and bleeding. The
temporalis muscle was separated from the skull to further increase the
contact surface for attaching headplates. We scraped the skull to
remove the fascia and cleaned it with PBS. After being dried with
compressed air, the exposed skullwas then coveredwith a thin layer of
superglue (All Purpose, KrazyGlue). Then, a headplate (Supplementary
Fig. 1a right) was glued onto the skull, with its opening centering on V1
or posterior HVAs of the left hemisphere (center coordinates: 3.8mm
from themidline, 0.7mmanterior to the lambda suture for imagingV1;
4.4mm from the midline, 0.5mm anterior to the lambda suture for
imagingHVAs) with acrylic resin (B1356, LangDental)mixedwith black
paint (iron oxide, Alpha Chemicals). Next, a craniotomy of ~3mm in
diameter was made at the center of the headplate opening, and the
dura was removed. After rinsing off the bone debris with saline and
stopping bleeding, a 3mm round cover glass sealed the craniotomy
with superglue (Gel Control, Loctite) and acrylic resin (B1356, Lang
Dental) mixed with black paint (iron oxide, Alpha Chemicals). Car-
profen (dose 5mg/kg) was administered daily for 5 days after the
surgery. Animals were allowed to recover for 3 weeks before the two-
photon calcium imaging.

All visual stimuli used in this study were generated with the Psy-
choPy (1.90.2) running in Python 2. Visual stimuli for 2p imaging were
displayed on a computer monitor (U2415, Dell, refresh rate 60Hz,
gamma-corrected), which was placed 20 cm from the animal’s right
eye and covered ~60 × 75° of the visual space. To map retinotopic
receptive fields of L5 PNs neurons, we divided amonitor into a 3×4 grid
and presented contrast-modulated Gaussian noise movies87 in one
location at a time in a random sequence. We used a spatial frequency
spectrum with a sharp cutoff at 0.2 cpd and a temporal frequency
spectrum with a sharp low-pass cutoff at 10Hz to construct those
movies. To evaluate direction selectivity, we presented sinusoidal
gratings drifting in eight evenly spaced directions to the animal’s
contralateral eye with the temporo-nasal direction defined as 0°
(spatial frequency (SF), 0.08 cpd; temporal frequency (TF), 1 Hz; con-
trast, 100%; mean luminance, 40 cd/m2). In each trial, the grating
moved for 3 sec with a 6-sec interstimulus interval which is defined as
the duration between the offset of one stimulus and the onset of the
next stimulus. In blank trials, a grey screen (luminance, 40 cd/m2) was
presented to measure the spontaneous activity of L5 PNs. To evaluate
SF or TF tuning, we systematically varied the SF value (0.02–0.64 cpd,
TF fixed at 1 Hz) or TF value (0.25–8Hz, SF fixed at 0.08cpd) of a
temporo-nasally drifting grating. Each stimulus was repeated 15 times
and the order of stimuli in each repetition was randomized.

Several days before two-photon imaging, mice were familiarized
with head fixation in the imaging setup at least three times. The ani-
mal’s headwas tilted by 5°when imaging posterior HVAs and 10° when
imaging V1 so that the cranial window was orthogonal to the vertically
oriented objective. No visual stimulation was given. Two-photon cal-
cium imaging was performed on awake head-fixed mice with a custo-
mized two-photon microscope (MOM, Sutter instrument), equipped
with a water dipping objective (CFI75 LWD 16XW, Nikon). We used an
infrared laser of 940 nm (35–70mW, Insight X3, Spectra Physics) to
excite both GCaMP6s and tdTomato. The fluorescence lights were
filtered by a dichroicmirror (565dcxr, ChromaTech) and two emission
filters (ET525/70m-2p, ET605/70m-2p, Chroma Tech) and detected by
GaAsP PMTs (H10770PA-40 SEL, Hamamatsu). ScanImage 2018 (Vidrio
Technologies) was used to record two-photon imaging. Two planes in
layer 5 (30μm apart, 512 ×512 pixels, covering 416.8×416.8μm2) were
imaged simultaneously at 10Hz with the control of a piezo stage
(nPfocus 400, npoint). Retrogradely labeled PNs appeared at a depth
of 435–550μm from the pial surface. Recording started 1 sec before
the visual stimulation and lasted until 1 sec after the visual stimulation
finished (totally 5 sec). The space between the objective and the cranial
window was sealed to prevent the light from the monitor from con-
taminating the two-photon fluorescence signal.

Identifying visual areas of L5 PNs revealed by two-photon
imaging
We used the pattern of blood vessels as a landmark to locate visual
cortical neurons revealed by two-photon imaging (Supplementary
Fig. 5a). This process includes four steps. First, we overlaid a 2p image
of the pial surface which contains a network of blood vessels on a 2p
image of the L5 PNs at the same location. Second, according to the
blood vessels, we superimposed the above 2p image on top of a wide-
field image of the cranial window from a live animal taken by a Stereo
Microscope (SteREODiscoveryV12, ZEISS). Third, 2 h after euthanizing
the mice with CO2, we dissected the brain and then superimposed the
resulting image fromstep 2on topof a top-viewwide-field imageof the
whole-mount brain according to the vasculature. Fourth, outlines of
visual areas in the Allen mouse brain atlas were projected onto the
image of the whole brain by matching the profile of the standard
mouse brain in the atlas with that of the sample brain. Lastly, Suite2p
software (python version, v0.7.1)wasused todefine individual neurons
based on tdTomato fluorescence and compute their coordinates. A
series of coordinate transformations were done to convert the
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coordinates in the 2p image to the coordinates in the Allen mouse
brain atlas. Then, we determined which visual areas L5 PNs belong to.

Assessment of OKR behavior
ThehorizontalOKRwas stimulatedby a ‘virtual drum’grating2,88. Three
computer monitors (B247W, Acer, refresh rate 60Hz, gamma-cor-
rected) were mounted orthogonally to each other to form a square
enclosure. The enclosure covered ~270° of the visual space along the
azimuth and 63° vertically. With a discrete graphic card (Geforce GTX
1650 or Quadro P620, NVIDIA), three monitors were merged into a
single display to ensure frames were synchronized across multiple
monitors. A vertical sinusoidal grating with a constant spatial fre-
quency was generated by adjusting the period of grating stripes
throughout the azimuthal plane2, as if the grating was projected onto
the surface of a ‘virtual drum’. Micewerehead-fixed at the center of the
drum with their eyes positioned 14° below the vertical center of the
monitors. Along the horizontal axis, the grating drifted bidirectionally
or unidirectionally. In bidirectional stimulation, the grating rotated
clockwise or counterclockwise in an oscillatory manner for 10 sec
(oscillatory amplitude ±5°; SF 0.04–0.45 cpd; oscillation frequency
0.4Hz; contrast 80%;mean luminance 40 cd/m2) with an interstimulus
interval of 8 sec. In unidirectional stimulation, the grating drifted in
one direction at a constant speed for 10 sec (SF 0.04–0.45 cpd; TF
0.4Hz; contrast 80%;mean luminance 40 cd/m2) with an interstimulus
interval of 10 sec. To evaluate the spatial frequency tuning, we varied
the spatial frequency of the grating between 0.04 cpd and 0.45 cpd.
Each stimulus was repeated 20–40 times. In cortical silencing experi-
ments, the inter-stimulation interval increased to 20 sec after the
silencing trials. To examine the open-loop OKR behavior, the grating
(SF 0.04–0.45 cpd; TF 0.4Hz; contrast 80%; mean luminance
40 cd/m2) drifted counterclockwise, that is to say, temporo-nasal
direction in reference to the right eye or ipsiversive to the left NOT-
DTN. During the test, the infrared video-oculography system (see
below) sent the real-time position of right eye to the visual stimulation
software. This allowed the visual stimulation software to modify the
speed of grating movement according to the eye position in order to
keep the retinal slips at constant speeds89. To stimulate OKR mono-
cularly, the animal’s left eye was occluded by a piece of clay.

To monitoring eye movements with infrared video-
oculography2,90, a T-shaped head bar was implanted on an animal’s
skull for headfixation ina similarway to the implantationof headplates
for two-photon imaging. Mice were head-fixed in an upright position.
Mice were familiarized with head fixation in the setup at least three
times. The movements of the right eye were recorded by a high-speed
infrared (IR) camera (G3-GM12-M0640, Teledyne Dalsa, frame rate
100Hz) under the control of customLabVIEW software (2014,National
Instruments). The camera captured the reflection of the eye on an
IR mirror that was transparent to visible light (64–471, Edmund
Optics). In each trial, the video recording preceded the grating sti-
mulation by 1 sec, and ended 1 s after the visual stimulation stopped.
The pupil in the video was detected online by a two-step process:
(1) use a thresholding algorithm to estimate the center of mass of the
pupil; (2) from the estimated pupil center, run a one-step starburst
algorithm to profile the boundary of the pupil. The eye position was
calculated based on the distance between the pupil center and the
corneal reflection of a reference IR LED placed along the optical axis of
the camera. To calibrate the measurement of the eye movements, the
camera and the reference IR LED together weremoved by ±10° along a
circle centered on the image of the eye.

In vivo extracellular recordings from the NOT-DTN of
anesthetized mice
Visual stimuli for extracellular recordings were displayed on three
computer monitors (S27R35AFH, Samsung, refresh rate 60Hz,

gamma-corrected) which were mounted orthogonally to each other to
form a square enclosure. To ensure multiple monitors were synchro-
nized, we used AMD Eyefinity Technology (Radeon ProWX5100, AMD).
With the help of a T-shaped head bar, the animal’s head was immobi-
lized at the center of the enclosure. To compare the response proper-
ties of L5 PNs of the visual cortex and NOT-DTN neurons (Fig. 1a-d,
Supplementary Fig. 3), we used the same types of visual stimulation as
the ones used in two-photon calcium imaging (see above), except that
the interstimulus interval was reduced to 2 sec. To investigate the
response properties of IO-projecting NOT-DTN neurons, we adapted
the visual stimulation to best activate NOT-DTN neurons. To evaluate
direction selectivity (Fig. 5c-i), on the frontal monitor of the ‘virtual
drum’ apparatus (Fig. 3a) sinusoidal gratings drifted in twelve evenly
spaced directions (SF, 0.08 cpd; TF, 1 Hz; contrast, 100%; mean lumi-
nance, 50 cd/m2), while keeping the left and right monitors in uniform
luminance. The temporo-nasal direction in reference to the con-
tralateral eyewas defined as0°. In each trial, the gratingmoved for 2 sec
with a 6-sec interstimulus interval. Individual stimuli were repeated 25
times and delivered in a random sequence. To evaluate SF tuning
(Supplementary Fig. 10), we systematically varied the SF value
(0.04–0.45 cpd, oscillation frequency fixed at 0.4Hz) of drum gratings
drifting horizontally in an oscillatory manner (see “Visual stimulation in
Assessment of OKRbehavior”). In each trial, the gratingmoved for 5 sec
with a 6-sec interstimulus interval. Each stimuluswas repeated 30 times.

For extracellular recordings, a T-shaped head bar was stereo-
tactically implanted on the mouse skull for head fixation under the
guidance of an inclinometer (551-1002-1-ND, Digi-Key electronics)2.
The inclinometer allowed us to calibrate the inclination of the two axes
of the Tbar relative to theAP andML axes of the skull beforefixing it to
the skull with dental cement. Three reference points with known
coordinates were marked on the mouse skull because both bregma
and lambda were inevitably masked by the dental cement holding the
head bar. The head post on the recording rig was also calibrated with
the same inclinometer to ensure that the recording probes were in
register with the skull. Animals were anaesthetized with an intraper-
itoneal injection of urethane (1 g/kg,) in addition to intramuscular
injection of the sedative chlorprothixene (0.05mL of 4mg/mL). Body
temperature was maintained at 37 °C using a feedback-controlled
heating pad (50-7220-F, Harvard apparatus). A thin layer of silicone oil
(378429, Sigma Aldrich) was applied to both eyes to prevent drying.
Lactated Ringer’s solution was administered at a rate of 1mL/h to
prevent dehydration. To access the NOT-DTN, we made a craniotomy
of 2×2mm around the coordinates of 2.9mm (antero-posterior) and
1.3mm (medio-lateral). A drop of PBS was applied on top of the cra-
niotomy to keep the exposed brain moist. A 32-channel poly2 silicon
probe (ASSY-37-H6B, Cambridge Neurotech) mounted on a manip-
ulator (IVM Mini, Scientifica) was slowly advanced into the brain to a
depth of 2000–2200 µm. Activity preferring the temporo-nasal
motion indicated the proper targeting of the NOT-DTN. Electro-
physiological signals were amplified and filtered with an extracellular
amplifier (C3315, Intan Technologies) and digitized at 30 kHz by a USB
interfaceboard (C3100, IntanTechnologies) under the control of Intan
RHD 2000 interface V1_5_2. Raw data were stored on a computer hard
drive for offline analysis.

To optogenetically identify IO-projecting NOT-DTN neurons with
extracellular recording, we made an antero-posteriorly oriented cra-
niotomy ( ~ 0.5x2mm) above the IO (center coordinates: AP, 7mm;ML,
0mm) for photo-stimulating the axons from the NOT-DTN which
expressedChronos85. Anopticalfiber of 100 µmindiameter (MFC_100/
125-0.66_12mm_ZF1.25_FLT Doric lenses) was inserted into a depth of
4500–5000 µm from the surface of the brain. A train of blue light
pulses (duration=5ms, frequency=5Hz) were provided by a 470nm
laser (22–24mW, MDL-III-470, CNIlaser) to optogenetically stimulate
the axons of IO-projecting NOT-DTN neurons for optogenetic tagging.
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The antidromically generated action potentials were recorded by
electrodes inserted into the NOT-DTN and recognized by their little
jitter and short onset latency.

Optogenetic silencing of the visual cortex
VGAT-ChR2-EYFPmice were used in experiments involving optogenetic
silencing of the visual cortex2. C57 mice were used as a control experi-
ment. To allow an efficient penetration of blue light, we gently thinned
the skull above the whole visual cortex or higher visual areas until it
became transparentwhenwettedbyPBS solution. After beingdried, the
cranial window was then covered with a thin layer of Crazy glue and a
T-shaped head bar was mounted at the midline of the skull for head
fixation. 1 week after recovery, the mice were familiarized with head
fixation in the setup three times without visual stimuli. To photo-
stimulate ChR2-expressing cortical inhibitory neurons in vivo, a 470 nm
fiber-coupled blue LED (1mm diameter, LEDP-B_PF960-0.50_1m Doric
Lenses or M470F3 Thorlabs) was placed ~5–10mm above the cranial
windowof eachhemisphere.We restricted thephoto-stimulationwithin
the desired areas by covering the surrounding areaswith dental cement
mixedwithblackpaint (ironoxide, AlphaChemicals). The light power at
the end of the fiberwas 12–16mW(corresponding to a power density of
1.2–1.6mW/mm2). LED was turned on during the whole period of visual
stimulation in half of the recording trials. The timing of LED was con-
trolled by the LabVIEW software (2014, National Instruments) which
recorded eye movements.

To optogenetically silence anterior HVAs or posterior HVAs, the
skull above both anterior and posterior HVAs was thinned. We deli-
neated the boundaryof the collection of anteriorHVAswith a nonagon
defined by nine sets of coordinates (coord. 1: AP, 1.56mm; ML,
1.31mm; coord. 2: AP, 1.93mm; ML, 2.33mm; coord. 3: AP, 2.30mm;
ML, 3.31mm; coord. 4: AP, 2.93mm; ML, 3.95mm; coord. 5: AP,
2.84mm; ML, 3.32mm; coord. 6: AP, 2.71mm; ML, 2.85mm; coord. 7:
AP, 2.20mm;ML, 2.39mm; coord. 8: AP, 3.26mm;ML, 1.85mm; coord.
9: AP, 4.31mm; ML, 1.31mm). And we delineated the boundary of
posterior HVAs with a heptagon defined by seven sets of coordinates
(coord. 1: AP, 2.93mm; ML, 3.95mm; coord. 2: AP, 3.78mm; ML,
3.85mm; coord. 3: AP, 4.00mm; ML, 4.00mm; coord. 4: AP, 4.51mm;
ML, 3.70mm; coord. 5: AP, 4.84mm; ML, 3.08mm; coord. 6: AP,
3.96mm; ML, 3.43mm; coord. 7: AP, 2.84mm; ML, 3.32mm). The
actual coordinates were calculated according to a standard bregma-
lambda distance of 4.21mm. To verify the boundary of HVAs, we used
the pattern of blood vessels as a landmark as described above (Sup-
plementary Fig. 5a). During the photo-stimulation, the targeted HVAs
were exposed to blue LED, while the other HVAs were covered with
silicone elastomer (Kwik-Sil, WPI) mixed with black paint (iron oxide,
Alpha Chemicals).

Chemogenetic silencing of IO-projecting NOT-DTN neurons
To suppress the activity of IO-projecting NOT-DTN neurons which
expressed an inhibitory chemogenetic tool hM4Di83, clozapineN-oxide
(CNO, HB6149, Hello bio, 0.1mg/mL in saline) was administered
through i.p. injection at a dose of 1mg/kg. In control experiments, an
equal volume of saline was injected to examine the non-specific effect
of CNO. OKR behavior and the cortical contribution to OKR gain were
examined 30min after the injection.

Optogenetically silencing of IO-projecting NOT-DTN neurons
To suppress the activity of IO-projecting NOT-DTN neurons which
expressed an inhibitory opsin ArchT, a fiber optic cannula (200um in
diameter, 0.39NA, 3 or 3.5mm length, R-FOC-BL200C-39NA, RWD)
was inserted above the left NOT-DTN two weeks after the injection of
AAV-Flex-ArchT. 1 week after recovery, themice were familiarizedwith
head fixation in the setup three times without visual stimuli. To
optogenetically suppress the activity of ArchT-expressing NOT-DTN
neurons, a 554nm fiber-coupled green LED (MINTF4, Thorlabs) was

connected to the implanted fiber cannula, through which 2.4mW of
green light was delivered on top of the NOT-DTN. LED was turned on
during the whole period of visual stimulation in half of the recording
trials. The timing of LED was controlled by the LabVIEW software
(2014, National Instruments) which recorded eye movements.

Histology
Under anesthesia (urethane 1.5 g/kg; intraperitoneal injection; 94300,
Sigma Aldrich), mice were perfused transcardially first with PBS and
then with 4% paraformaldehyde in PBS (pH 7.4). Brains were dissected
from the skull, post-fixed overnight in 4% paraformaldehyde, and then
immersed in 30% sucrose in PBS until they sank. Finally, we coronally
sectioned brains into 50–100μm thick slices with a sliding Microtome
(HM450, Thermo Scientific).

Examining the spatial distribution of trans-synaptically labeled
retinal ganglion cells
After transcardial perfusion, the temporal side of corneawasmarkedby
a cautery (AA00, Bovie), which provides a reference to individual sec-
tors of the retina (superior, inferior, nasal, temporal). Then, the eyeball
was removed from the eye socket and further fixed in 4% paraf-
ormaldehyde for at least 1 h. After fixation, the retina was dissected91.

Examining the dendritic morphology of retinal ganglion cells
labeled by RV-mCherry
After the dissection, the retina was washed 3 times with PBS at room
temperature for 5min each round. Then the retina was incubated with
a blocking solution (5% horse serum (H1138, Sigma Aldrich) + 0.3%
Triton X-100 (BP151–500, Fisher Scientific) in PBS) at room tempera-
ture for 1 h and then incubated with primary antibodies goat anti-
VAChT (1:800, Millipore, ABN100), goat anti-ChAT (1:200, AB144P,
Millipore), rabbit anti-RFP (1:1000, ab62341, Abcam) at 4 °C for 5 days.
Next, the retina was washed 3 times with PBS at room temperature for
30min each round and then incubated with secondary antibodies
Donkey anti-goat-Alexa Fluor 488 (1:500, A32814, Invitrogen) and
Donkey anti-rabbit-Alexa Fluor 594 (1:1000, A32754, Invitrogen) at
room temperature for 2 h. Then the retinawaswashed3 timeswith PBS
at room temperature for 5min each round and mounted in a home-
made mounting medium (80% glycerol (BDH1172, VWR), 1% DABCO
(D27802, Sigma Aldrich) in PBS, pH 8.6). The above commercial anti-
bodies have been previously validated by theirmanufactures and were
well characterized in the literature.

Validating chemogenetic silencing of IO-projecting NOT-DTN
neurons with c-Fos immunostaining
Before the experiment, mice underwent dark accommodation over-
night to minimize the baseline c-Fos expression. 30min after i.p.
injection of CNO or saline, mice were stimulated by drum gratings
drifting along the horizontal axis (oscillatory amplitude ±5°; SF 0.08,
0.16 and 0.32 cpd; oscillation frequency 0.4Hz; contrast 80%; mean
luminance 40 cd/m2; duration 15 s; inter-stimulus interval 5 s; 180 trials
in total) for 60min. 90min after the beginning of OKR stimulation
(30min after OKR simulation was finished), animals were perfused
transcardially and their brains were processed and sectioned as
described above. The slices were washed 5 times with PBST (PBS, 0.1%
Triton X-100) at room temperature for 5min each round. Then the
slices were incubated with a blocking solution (10% goat serum
(16210072, Thermofisher) in PBST) at room temperature for 1 h and
then incubated with rabbit anti-c-Fos primary antibody (1:1000,
226003, Synaptic Systems) in the blocking solution at 4 °C overnight.
Next, the slices were washed 5 times with PBST at room temperature
for 5min each round and then incubated with a secondary antibody
conjugated with Alexa Fluor 633 anti-rabbit (1:500, A21070, Invitro-
gen) in the blocking solution at room temperature for 2 h. After being
washed 5 times with PBST and then 5 times with PBS, the slices were
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stained with DAPI (0.05 µg/mL in PBS, D1306, Invitrogen) for 10min.
The slices were washed 3 times with PBS for 5min each round and
mounted in the homemade mounting medium described above. The
above commercial antibodies have been previously validated by the
manufactures and were well characterized in the literature.

Validating optogenetic silencing of IO-projecting NOT-DTN
neurons with c-Fos immunostaining
Before the experiment, mice underwent dark accommodation over-
night tominimize the baseline c-Fos expression. Mice were stimulated
by drum gratings unidirectionally drifting counterclockwise (SF 0.08,
0.16 and 0.32 cpd; TF 0.4Hz; contrast 80%;mean luminance 40 cd/m2;
duration 10 s; inter-stimulus interval 5 s) for 60min. In half of animals,
554 nm LED light was delivered on top of the NOT-DTN during visual
stimulation in all trials (as mentioned above). 90min after the begin-
ning of OKR stimulation (30min after OKR simulation was finished),
animals were perfused transcardially, and their brains were processed
and sectioned. Brain slices containing NOT-DTN were immunostained
against c-Fos with the same procedure mentioned above.

Microscopy
Confocal images were acquired on a Zeiss LSM 880 confocal micro-
scope (software: Zeiss Zen 2.3 SP1). Widefield images of cranial win-
dows and dissected brains were captured using a Zeiss Discovery
V12 stereoscope (software: AxioVision 4.8.2). Olympus VS200 Slide
Scanner (software: OlyVIA 3.4.1) was used to document the NOT-DTN-
innervating PNs labeled by rabies virus-based trans-synaptic tracing.
ImageJ (National Institutes of Health) was used to process images and
the SNT was used to reconstruct the morphologies of trans-
synaptically labeled RGCs. RGCs which had 60% or more of their
dendritic arbors in the ON sublamina are defined as ON RGCs; the rest
are defined as ON-OFF RGCs.

OKR potentiation
We induced OKR potentiation by presenting continuous OKR stimula-
tion to an animal head-fixed under the two-photonmicroscope2,30,31. An
enclosureof threeorthogonallymounted computermonitorswas tilted
to match the tilting of the animal’s head (see “Two-photon imaging”
above). Presented on the threemonitors, A ‘drum grating’, as described
above, drifted horizontally in an oscillatory manner for 45min (oscil-
latory amplitude ±5°; SF 0.1 cpd; oscillation frequency 0.4Hz; contrast
100%; mean luminance 35 cd/m2). In the blank condition, a grey screen
was instead presented on the three monitors for 45min. In the control
condition of vertical OKR stimulation, a horizontal ‘drum’ grating (with
the sameparameters to the vertical drumgrating) was presented on the
left and right monitors. The drum grating rotated vertically in an
oscillatory manner for 45min between two rounds of OKR measure-
ment and 2p imaging. Calcium responses of L5 corticofugal neurons to
four motion directions (0°, 90°, 180°, 270°) were measured before and
after the induction of OKR potentiation. The horizontal OKR behavior
triggered by the same visual stimulation parameters (oscillatory
amplitude ±5°; SF 0.1 cpd; oscillation frequency 0.4Hz; contrast 100%;
mean luminance 35 cd/m2) was also evaluated before and after the
induction of OKR potentiation, as described above.

Feedforward integration model
To evaluate the impact of direction bias of corticofugal neurons
and cortical plasticity on cortical input to the NOT-DTN, we applied a
firing-rate-based feedforward integration model92. Spiking activity of
corticofugal neurons was estimated by deconvolving their calcium
responses (τ = 1.5 sec for GCaMP6s) with Suite2p software (python
version, v0.7.1)93. In both NOT-DTN-projecting population and
midbrain-projecting population, neurons were categorized into
four groups based on their preferred directions (TN bias, UP bias, NT
bias, DN bias). Within each group, the firing rate dynamics of PNs

were averaged after being normalized to the preferred direction, and
then scaled to the average firing rates of the population (Supplemen-
tary Fig. 12a). The spontaneous firing rate (the averaged firing rate
before the onset of visual stimuli) was subtracted. We used the PNs
from the evaluation of direction selectivity (Fig. 1) to derive the firing
rates before OKR potentiation. And the firing rates after OKR poten-
tiation were estimated by multiplying the firing rates before OKR
potentiation and the percentage changes of calcium responses of the
corresponding groups (Fig. 7a, Supplementary Fig. 8c). Then, the
synaptic current (Is) supplied by the corticofugal neurons was calcu-
lated as

τ
dIs
dt

= � Is +
XN
b= 1

wbub ð1Þ

where τ is the decay time constant of the synaptic conductance of
AMPA glutamate receptors,wb is the synaptic weight of neuron b, N is
the number of neurons, ub is the firing rate of corticofugal neurons. τ
was estimated to be 3.9ms based on AMPA receptor mediated EPSC
recorded from NOT-DTN neurons on slices when corticofugal axons
were optogenetically stimulated (data taken from Liu et al.2), con-
sistentwith a previous report94.wbwas arbitrarily set to be0.005 for all
neurons. 100 neurons (N) were used in deriving synaptic current. The
number of neurons in each of the four groups (TN bias, UP bias, NT
bias, DN bias) was calculated based on the histogram of preferred
directions. The charge of cortical input was calculated by integrating
synaptic current Is in a 3.5 s time window starting from the onset of
visual stimuli. The percentage change in the charge of cortical input
(ΔC) was calculated as

ΔC =
ðCpost � CpreÞ

Cpre
ð2Þ

where Cpre and Cpost are the charge before and after OKR potentiation,
respectively.

Data analysis of neuronal activity
Suite2p (python version, v0.7.1)93 was used to analyze two-photon
imaging data in multiple steps. Motion artifacts in the horizontal
plane were corrected frame by frame based on the calcium-insensitive
tdTomato fluorescence. Individual neurons, defined as regions of
interest (ROIs), were delineated. The GCaMP6s fluorescence was
measured by averaging all pixels in a given ROI. 70% of the neuropil
signal was subtracted from the fluorescence of one ROI to remove the
contamination from the neuropil. Custom written codes in MATLAB
(Matlab R2018a,Mathworks)were used to quantify calcium responses.
Themotion artifact in the vertical axis was first corrected based on the
change in calcium-insensitive tdTomato fluorescence. Calcium signals
in response to visual stimuli were expressed as:

ΔF
F0

= ðFI � F0Þ=F0 ð3Þ

where FI is the instantaneous fluorescence signal and F0 is the baseline
fluorescence calculated as the mean fluorescence over the 1 sec prior
to the visual stimulation. We removed outlier trials in which the
amplitude of calcium signals is more than the upper quartile or less
than the lower quartile by at least 1.5x interquartile range. Calcium
responses were averaged across fifteen repetitions and the amplitude
of average responses during the visual stimulation was used to derive
tuning curves of visual feature selectivity. Two criteria were used to
define responsive neurons: (1) their maximum response amplitudes
are at least 6%; (2) the amplitudes of responses evoked by preferred
stimuli are significantly higher than those in blank trials with a grey
screen presented (two-sample t-test, P < 0.05).
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To isolate units from extracellular recording, spike waveforms
from raw data were sorted and clustered using a spike-sorting algo-
rithm (kilosort2: https://github.com/MouseLand/Kilosort)95. Then,
clusters were manually merged, split, and cleaned with phy 2.0 beta 1
(https://github.com/cortex-lab/phy/) based on the similarity in the
waveform, correlogram, channel position, and visual feature selectiv-
ity. Clusters with refractory period violations of less than 0.2% were
considered as single units. The multi-unit activity was defined as all
spiking events exceeding the detection threshold after the removal
of electrical noise or movement artifact by the sorting algorithm. All
units were assigned a depth according to the electrode sites where
the amplitudes of their spikeswere the largest. A strong temporo-nasal
preference of multi-unit activity was used to determine the boundary
of the NOT-DTN. Only single units located within the NOT-DTN
were used in the analysis. For both single-unit activity and multi-unit
activity, the visual response was computed as the mean firing
rate during visual stimulation after baseline subtraction. Responsive
NOT-DTN units were identified when their firing rates evoked by pre-
ferred stimuli were significantly higher than their spontaneous activity
(paired t-test, P < 0.01). The onset latency of optogenetically triggered
antidromic spikes of IO-projecting NOT-DTN neurons was determined
as the time lag between the beginning of the LED illumination and
the time point at which the evoked firing rate reached 3-fold the
standard deviation of spontaneous activity. Trial-by-trial jitter of the
antidromic spikes was calculated as the standard deviation of the
spike timing.

The preferred directions of individual neurons were determined in
two ways. For orientation-selective neurons (OSI ≥0.1, Supplementary
Fig. 2c left), we first determined the preferred orientation using the
argument of a response-weighted vector summation of all orientations:

θpref = arg
X
k

R ρk

� �
× e2iρk

 !
ð4Þ

where R(ρk ) is the response amplitude to the kth direction ρk. Then, at
the sample orientation of drifting grating (0°, 45°, 90°, 135°) closest to
the preferred orientation, the direction which evoked a stronger cal-
cium response was defined as the preferred direction. For the neurons
that were not orientation selective (Supplementary Fig. 2c right), we
calculated the preferred direction with the argument of the response-
weighted vector summation of all directions:

ρpref = arg
X
k

RðρkÞ× eiρk

 !
ð5Þ

The direction opposite to the preferred direction was defined as the
null direction. The sample direction of the drifting grating (0°, 45°,
90°, 135°, 180°, 225°, 270°, 315°) closest to the preferred direction was
used to calculate the direction selectivity (DSI):

DSI =
ðRpref � RnullÞ
ðjRpref j+ jRnulljÞ

ð6Þ

where Rpref is the response amplitude to the preferred direction, and
Rnull is the response amplitude to the null direction. The denominator
is the summation of absolute values of Rpref and Rnull, since some
visually-driven activities are negative. For calculating DSI of single
units, evoked firing rates were used.

For the spatial frequency or temporal frequency tuning, we
defined the preferred spatial frequency or temporal frequency as the
one that evoked the highest response amplitude (Supplementary
Fig. 3b, f). The spatial frequency or temporal frequency selectivity was

calculated as

Spatial or temporal frequency selectivity =
ðRpref � RnullÞ
ðRpref +RnullÞ

ð7Þ

where Rpref is the response amplitude to preferred spatial or temporal
frequency, and Rbase is the average of two minimum response
amplitudes.

Density maps of NOT-DTN-projecting or midbrain-
projecting PNs
Confocal images of coronal slices containing the visual cortex were
overlaid onto standard coronal slices of the Allen mouse brain atlas.
ImageJ was used to count the number of fluorescent L5 PNs in indivi-
dual visual areas and record their distance from themidline (that is the
ML coordinate). The AP coordinate of each coronal slicewas estimated
based on the Allen mouse brain atlas. To calculate the volume density
of individual areas,we divided the total number of labeled neurons in a
visual area by the volume of the area. To draw a density map of cor-
ticofugal neurons, the whole visual cortex was divided into a grid of
100μm x 100μm squares, and area density was calculated for each
square. Since the boundaries of the visual area on the surface were
used in the density map, labeled L5 PNs were projected onto the pial
surface along an axis perpendicular to the surface. Themap of density
ratio (Supplementary Fig. 4b) was the ratio between the density of
NOT-DTN-projecting PNs and that of midbrain-projecting PNs, calcu-
lated pixel by pixel:

Density ratio=
DNOT�DTN

Dmidbrain
ð8Þ

where DNOT-DTN was the density of NOT-DTN-projecting PNs, and
Dmidbrain was the density of midbrain-projecting PNs.

Data analysis of OKR behavior
To quantify OKR gain, eye movements in the horizontal axis were
analyzed with custom-written codes running in MATLAB (Matlab
R2018a, Mathworks). Saccade-like fast eye movements were detected
as surges in the velocity curve (the temporal derivative of the eye
position) and replaced by linear interpolation. Consequently, only
slow eyemovements were used to quantify the OKR behavior. Then, we
used the Fourier transform of the trajectories of eye movements to
derive the amplitudes of the OKR behavior. The OKR gain was calcu-
lated as

OKR gain =
Ampeye

Ampdrum
ð9Þ

where Ampeye is the amplitude of eye movement, and Ampdrum is the
amplitude of the drum grating movement. Thus, the OKR gain equals
to 1 if the eye perfectly tracks the trajectory of drumgrating and equals
to 0 if it does not.

The cortical contribution to OKR gain was defined as the per-
centage reduction in OKR gain resulting from cortical silencing and
calculated as

4V ð%Þ= ðV control � V silencingÞ
V control

ð10Þ

where Vcontrol and Vsilencing are the values of the OKR gain measured
under control conditions or during optogenetic cortical silencing,
respectively. Cortical contribution to OKR gain was computed and
included in the summary for OKR gain of at least 0.02.
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OKR potentiation was quantified as the amount of change in OKR
gain and calculated as

OKR potentiation=
ðVpost � VpreÞ

Vpre
ð11Þ

where Vpre and Vpost are the values of OKR gain before and after the
induction of OKR potentiation.

Cortical plasticity index was calculated as

Cortical plasticity index =
ðRpost � RpreÞ
ðRpost +RpreÞ

ð12Þ

where Rpre and Rpost are the amplitudes of calcium responses before
and after the induction of OKR potentiation.

Response change to temporo-nasal direction (cortical plasticity
strength) was calculated as

4R=
ðRpost � RpreÞ

Rpre
ð13Þ

where Rpre is the response amplitude to the temporo-nasal direction
before OKR potentiation, and Rpost is the one after OKR potentiation.
Then the neurons were categorized by their direction preference and
the cortical plasticity strength of each population was calculated by
averaging ΔR.

Statistical analysis
Statistical analyses were done with the statistics toolbox in MATLAB
(R2018a, Mathworks). All error bars were presented as mean ± s.e.m.
unless otherwise noted. For small data sizes or the data that did not
meet assumptions of parametric tests, statistical significance was
assessed with Wilcoxon signed rank test or Wilcoxon rank sum test
unless otherwise noted. Randomization test was used for identifying
the biased distribution of direction preference. Kolmogorov-Smirnov
test was used for testing whether the SF or TF preference distribution
of the NOT-DTN-projecting population andmidbrain population come
from the same distribution. To perform linear regression with the
maximum likelihood estimation (Fig. 4f,orange line), R function ‘mle2’
in bbmle package was used (R version 3.6.1). To perform linear
regressionwith theminimumvertical distance of individual data points
to the fitting line (Fig. 4f, green line), MATLAB function ‘fminsearch’
was used.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
All data analyzed for this study are presented in the article, supple-
mentary figures, and source data. The AllenMouse Brain Atlas (https://
atlas.brain-map.org/) was used to determine the boundaries of visual
areas. Paxinos and Franklin’s The Mouse Brain in Stereotaxic Coordi-
nates (Elsevier, 2012) was used to determine the boundaries of sub-
cortical structures. Because the raw and pre-processed datasets that
support the findings of this study within the article and its supple-
mentary materials are huge and presented in highly diverse formats,
they are available from the corresponding author upon
request. Source data are provided with this paper.

Code availability
Custom codes used in data analysis and modeling are available on a
publicly available repository GitHub at https://github.com/liulabutm/
Codes-of-corticofugal-paper.git.

References
1. Giolli, R. A., Blanks, R. H. & Lui, F. The accessory optic system: basic

organization with an update on connectivity, neurochemistry, and
function. Prog. Brain Res. 151, 407–440 (2006).

2. Liu, B. H., Huberman, A. D. & Scanziani, M. Cortico-fugal output
from visual cortex promotes plasticity of innate motor behaviour.
Nature 538, 383–387 (2016).

3. Tang, L. & Higley, M. J. Layer 5 Circuits in V1 Differentially Control
Visuomotor Behavior. Neuron 105, 346–354.e5 (2020).

4. Oh, S.W. et al. Amesoscale connectomeof themousebrain.Nature
508, 207–214 (2014).

5. Liang, F. et al. Sensory Cortical Control of a Visually Induced Arrest
Behavior via Corticotectal Projections. Neuron 86, 755–767 (2015).

6. Zhao, X., Liu, M. & Cang, J. Visual cortex modulates the magnitude
but not the selectivity of looming-evoked responses in the superior
colliculus of awake mice. Neuron 84, 202–213 (2014).

7. Guillery, R.W.Anatomical pathways that linkperception andaction.
Prog. Brain Res 149, 235–256 (2005).

8. Usrey, W. M. & Sherman, S. M. Corticofugal circuits: Communica-
tion lines from the cortex to the rest of the brain. J. Comp. Neurol.
527, 640–650 (2019).

9. Xiong, X. R. et al. Auditory cortex controls sound-driven innate
defense behaviour through corticofugal projections to inferior
colliculus. Nat. Commun. 6, 7224 (2015).

10. Wickelgren, B. G. & Sterling, P. Influence of visual cortex on
receptive fields in the superior colliculus of the cat. J. Neurophysiol.
32, 16–23 (1969).

11. Ruediger, S. & Scanziani, M. Learning speed and detection sensi-
tivity controlled by distinct cortico-fugal neurons in visual cortex.
Elife 9 (2020).

12. Hattox, A. M. & Nelson, S. B. Layer V neurons in mouse cortex
projecting to different targets have distinct physiological proper-
ties. J. Neurophysiol 98, 3330–3340 (2007).

13. Lur, G., Vinck, M. A., Tang, L., Cardin, J. A. & Higley, M. J. Projection-
Specific Visual Feature Encoding by Layer 5 Cortical Subnetworks.
Cell Rep. 14, 2538–2545 (2016).

14. Kim, E. J., Juavinett, A. L., Kyubwa, E. M., Jacobs, M. W. & Callaway,
E. M. Three Types of Cortical Layer 5 Neurons That Differ in Brain-
wide Connectivity and Function. Neuron 88, 1253–1267 (2015).

15. Distler, C. & Hoffmann, K. P. The optokinetic reflex. In The Oxford
Handbook of Eye Movements (eds Liversedge, S. P. et al.) 65–83
(Oxford Univ. Press, 2011).

16. Collewijn, H. Direction-selective units in the rabbit’s nucleus of the
optic tract. Brain Res. 100, 489–508 (1975).

17. Hoffmann, K. P. &Distler, C.Quantitative analysis of visual receptive
fields of neurons in nucleus of the optic tract and dorsal terminal
nucleus of the accessory optic tract in macaque monkey. J. Neu-
rophysiol. 62, 416–428 (1989).

18. Ilg, U. J. & Hoffmann, K. P. Responses of neurons of the nucleus of
the optic tract and the dorsal terminal nucleus of the accessory
optic tract in the awake monkey. Eur. J. Neurosci. 8, 92–105 (1996).

19. Schoppmann, A. & Hoffmann, K. P. A comparison of visual
responses in two pretectal nuclei and in the superior colliculus of
the cat. Exp. Brain Res. 35, 495–510 (1979).

20. Li, Y. T., Turan, Z. & Meister, M. Functional Architecture of Motion
Direction in the Mouse Superior Colliculus. Curr. Biol. 30,
3304–3315 e4 (2020).

21. Wang, L., Sarnaik, R., Rangarajan, K., Liu, X. & Cang, J. Visual
receptive field properties of neurons in the superficial superior
colliculus of the mouse. J. Neurosci. 30, 16573–16584 (2010).

22. Distler, C., Mustari, M. J. & Hoffmann, K. P. Cortical projections to
the nucleus of the optic tract anddorsal terminal nucleus and to the
dorsolateral pontine nucleus in macaques: a dual retrograde tra-
cing study. J. Comp. Neurol. 444, 144–158 (2002).

Article https://doi.org/10.1038/s41467-023-42910-2

Nature Communications |         (2023) 14:8467 20

https://atlas.brain-map.org/
https://atlas.brain-map.org/
https://github.com/liulabutm/Codes-of-corticofugal-paper.git
https://github.com/liulabutm/Codes-of-corticofugal-paper.git


23. Schmidt, M., Zhang, H. Y. & Hoffmann, K. P. OKN-related neurons in
the rat nucleus of the optic tract and dorsal terminal nucleus of the
accessory optic system receive a direct cortical input. J. Comp.
Neurol. 330, 147–157 (1993).

24. Andermann,M. L., Kerlin, A. M., Roumis, D. K., Glickfeld, L. L. & Reid,
R. C. Functional specialization ofmouse higher visual cortical areas.
Neuron 72, 1025–1039 (2011).

25. Ringach, D. L. et al. Spatial clustering of tuning in mouse primary
visual cortex. Nat. Commun. 7, 12270 (2016).

26. Sit, K. K. & Goard, M. J. Distributed and retinotopically asymmetric
processing of coherent motion in mouse visual cortex. Nat. Com-
mun. 11, 3565 (2020).

27. Hoffmann, K. P., Bremmer, F., Thiele, A. & Distler, C. Directional
asymmetry of neurons in cortical areas MT and MST projecting
to the NOT-DTN in macaques. J. Neurophysiol. 87, 2113–2123
(2002).

28. Hoffmann, K. P., Bremmer, F. & Distler, C. Visual response proper-
ties of neurons in cortical areas MT and MST projecting to the
dorsolateral pontine nucleus or the nucleus of the optic tract in
macaque monkeys. Eur. J. Neurosci. 29, 411–423 (2009).

29. Faulstich, M., van Alphen, A. M., Luo, C., du Lac, S. & De
Zeeuw, C. I. Oculomotor plasticity during vestibular compen-
sation does not depend on cerebellar LTD. J. Neurophysiol 96,
1187–1195 (2006).

30. Katoh, A., Kitazawa, H., Itohara, S. & Nagao, S. Dynamic character-
istics and adaptability of mouse vestibulo-ocular and optokinetic
response eye movements and the role of the flocculo-olivary sys-
tem revealed by chemical lesions. Proc. Natl. Acad. Sci. USA 95,
7705–7710 (1998).

31. Faulstich, B. M., Onori, K. A. & du Lac, S. Comparison of plasticity
and development of mouse optokinetic and vestibulo-ocular
reflexes suggests differential gain control mechanisms. Vision Res.
44, 3419–3427 (2004).

32. Kawato, M. & Gomi, H. The cerebellum and VOR/OKR learning
models. Trends Neurosci. 15, 445–453 (1992).

33. Endo, S. et al. Dual involvement of G-substrate in motor learning
revealed by gene deletion. Proc. Natl. Acad. Sci. USA 106,
3525–3530 (2009).

34. Gittis, A. H. & du Lac, S. Intrinsic and synaptic plasticity in the ves-
tibular system. Curr. Opin. Neurobiol. 16, 385–390 (2006).

35. Gilbert, C. D. & Li, W. Adult visual cortical plasticity. Neuron 75,
250–264 (2012).

36. Hofer, S. B., Mrsic-Flogel, T. D., Bonhoeffer, T. & Hubener, M. Life-
long learning: ocular dominance plasticity in mouse visual cortex.
Curr. Opin. Neurobiol 16, 451–459 (2006).

37. Karmarkar, U. R. & Dan, Y. Experience-dependent plasticity in adult
visual cortex. Neuron 52, 577–585 (2006).

38. Poort, J. et al. Learning Enhances Sensory andMultipleNon-sensory
Representations in Primary Visual Cortex. Neuron 86,
1478–1490 (2015).

39. Schoups, A., Vogels, R., Qian, N. & Orban, G. Practising orientation
identification improves orientation coding in V1 neurons. Nature
412, 549–553 (2001).

40. Rose, T., Jaepel, J., Hubener, M. & Bonhoeffer, T. Cell-specific
restoration of stimulus preference after monocular deprivation in
the visual cortex. Science 352, 1319–1322 (2016).

41. Frenkel, M. Y. et al. Instructive effect of visual experience in mouse
visual cortex. Neuron 51, 339–349 (2006).

42. Kaneko, M., Fu, Y. & Stryker, M. P. Locomotion Induces Stimulus-
Specific Response Enhancement in Adult Visual Cortex. J Neurosci
37, 3532–3543 (2017).

43. Klauer, S., Sengpiel, F. & Hoffmann, K. P. Visual response properties
and afferents of nucleus of the optic tract in the ferret. ExpBrain Res
83, 178–189 (1990).

44. Hoffmann, K. P. & Schoppmann, A. Retinal input to direction
selective cells in the nucleus tractus opticus of the cat. Brain Res
99, 359–366 (1975).

45. Marshel, J. H., Garrett,M. E., Nauhaus, I. &Callaway, E.M. Functional
specialization of seven mouse visual cortical areas. Neuron 72,
1040–1054 (2011).

46. Glickfeld, L. L. &Olsen, S. R.Higher-OrderAreasof theMouseVisual
Cortex. Annu. Rev. Vis. Sci 3, 251–273 (2017).

47. Jin, M. & Glickfeld, L. L. Mouse Higher Visual Areas Provide Both
Distributed and Specialized Contributions to Visually Guided
Behaviors. Curr. Biol. 30, 4682–4692.e7 (2020).

48. Han, X., Vermaercke, B. & Bonin, V. Diversity of spatiotemporal
coding reveals specialized visual processing streams in the mouse
cortex. Nat. Commun. 13, 3249 (2022).

49. Tusa, R. J., Demer, J. L. & Herdman, S. J. Cortical areas involved in
OKN and VOR in cats: cortical lesions. J. Neurosci. 9,
1163–1178 (1989).

50. Cahill, H. & Nathans, J. The optokinetic reflex as a tool for quanti-
tative analyses of nervous system function in mice: application to
genetic and drug-induced variation. PLoS One 3, e2055 (2008).

51. Dursteler, M. R. & Wurtz, R. H. Pursuit and optokinetic deficits fol-
lowing chemical lesions of cortical areas MT and MST. J Neuro-
physiol 60, 940–965 (1988).

52. Schmidt, M., Schiff, D. & Bentivoglio, M. Independent efferent
populations in the nucleus of the optic tract: an anatomical and
physiological study in rat and cat. J. Comp. Neurol. 360,
271–285 (1995).

53. Kato, I.,Watanabe, S., Sato, S. &Norita,M. Pretectofugal fibers from
the nucleus of the optic tract in monkeys. Brain Res. 705,
109–117 (1995).

54. Gamlin, P. D. The pretectum: connections and oculomotor-related
roles. Prog. Brain Res 151, 379–405 (2006).

55. Jeon, C. J., Strettoi, E. &Masland, R. H. Themajor cell populations of
the mouse retina. J. Neurosci. 18, 8936–8946 (1998).

56. Dhande, O. S. et al. Genetic dissection of retinal inputs to brainstem
nuclei controlling image stabilization. J. Neurosci. 33,
17797–17813 (2013).

57. Tervo, D. G. et al. A Designer AAV Variant Permits Efficient Retro-
grade Access to Projection Neurons. Neuron 92, 372–382 (2016).

58. Simpson, J. I. The accessory optic system. Annu. Rev. Neurosci. 7,
13–41 (1984).

59. Dean, P., Redgrave, P. & Westby, G. W. Event or emergency? Two
response systems in the mammalian superior colliculus. Trends
Neurosci 12, 137–147 (1989).

60. Steinmetz, J. E. et al. Initial localization of the acoustic conditioned
stimulus projection system to the cerebellum essential for classical
eyelid conditioning. Proc. Natl. Acad. Sci. USA 84,
3531–3535 (1987).

61. Foik, A. T., Scholl, L. R., Lean, G. A. & Lyon, D. C. Visual Response
Characteristics in Lateral and Medial Subdivisions of the Rat Pulvi-
nar. Neuroscience 441, 117–130 (2020).

62. Distler, C. & Hoffmann, K. P. Visual pathway for the optokinetic
reflex in infant macaque monkeys. J. Neurosci. 31,
17659–17668 (2011).

63. Yang, T. & Maunsell, J. H. The effect of perceptual learning on
neuronal responses in monkey visual area V4. J. Neurosci. 24,
1617–1626 (2004).

64. Makino, H. & Komiyama, T. Learning enhances the relative impact of
top-down processing in the visual cortex. Nat. Neurosci. 18,
1116–1122 (2015).

65. Shutoh, F., Ohki, M., Kitazawa, H., Itohara, S. & Nagao, S. Memory
trace of motor learning shifts transsynaptically from cerebellar
cortex to nuclei for consolidation. Neuroscience 139,
767–777 (2006).

Article https://doi.org/10.1038/s41467-023-42910-2

Nature Communications |         (2023) 14:8467 21



66. Ito, M. Error detection and representation in the olivo-cerebellar
system. Front. Neural Circuits 7, 1 (2013).

67. De Zeeuw,C. I. et al.Microcircuitry and function of the inferior olive.
Trends Neurosci 21, 391–400 (1998).

68. Bouvier, G. et al. Cerebellar learning using perturbations. Elife
7 (2018).

69. Inoshita, T. & Hirano, T. Occurrence of long-term depression in the
cerebellar flocculus during adaptation of optokinetic response.
Elife 7 (2018).

70. Goodale, M. A. & Milner, A. D. Separate visual pathways for per-
ception and action. Trends Neurosci 15, 20–25 (1992).

71. Wang, Q., Gao, E. & Burkhalter, A. Gateways of ventral and
dorsal streams in mouse visual cortex. J. Neurosci. 31,
1905–1918 (2011).

72. Wang, Q., Sporns, O. & Burkhalter, A. Network analysis of cortico-
cortical connections reveals ventral and dorsal processing streams
in mouse visual cortex. J. Neurosci. 32, 4386–4399 (2012).

73. Wang, Q. & Burkhalter, A. Stream-related preferences of inputs to
the superior colliculus from areas of dorsal and ventral streams of
mouse visual cortex. J. Neurosci. 33, 1696–1705 (2013).

74. Zingg, B. et al. Neural networks of the mouse neocortex. Cell 156,
1096–1111 (2014).

75. Kaas, J. H., Qi, H. X. & Stepniewska, I. Escaping the nocturnal bot-
tleneck, and the evolution of the dorsal and ventral streams of
visual processing in primates. Philos. Trans. R Soc. Lond. B Biol. Sci
377, 20210293 (2022).

76. Bennett, C. et al. Higher-Order Thalamic Circuits Channel Parallel
Streams of Visual Information in Mice. Neuron 102, 477–492
e5 (2019).

77. Distler, C. & Hoffmann, K. P. Cortical input to the nucleus of
the optic tract and dorsal terminal nucleus (NOT-DTN) in
macaques: a retrograde tracing study. Cereb Cortex 11,
572–580 (2001).

78. Spatz,W. B. & Tigges, J. Studies on the visual areaMT in primates. II.
Projection fibers to subcortical structures. Brain Res 61,
374–378 (1973).

79. Beltramo, R. & Scanziani, M. A collicular visual cortex: Neocortical
space for an ancient midbrain visual structure. Science 363,
64–69 (2019).

80. Madisen, L. et al. A robust and high-throughput Cre reporting and
characterization system for the whole mouse brain. Nat. Neurosci
13, 133–140 (2010).

81. Zhao, S. et al. Cell type-specific channelrhodopsin-2 transgenic
mice for optogenetic dissection of neural circuitry function. Nat.
Methods 8, 745–752 (2011).

82. Chen, T. W. et al. Ultrasensitive fluorescent proteins for imaging
neuronal activity. Nature 499, 295–300 (2013).

83. Armbruster, B. N., Li, X., Pausch, M. H., Herlitze, S. & Roth, B. L.
Evolving the lock to fit the key to create a family of G protein-
coupled receptors potently activated by an inert ligand. Proc. Natl.
Acad Sci USA 104, 5163–5168 (2007).

84. Zingg, B. et al. AAV-Mediated Anterograde Transsynaptic Tagging:
Mapping Corticocollicular Input-Defined Neural Pathways for
Defense Behaviors. Neuron 93, 33–47 (2017).

85. Klapoetke, N. C. et al. Independent optical excitation of distinct
neural populations. Nat Methods 11, 338–346 (2014).

86. Holtmaat, A. et al. Long-term, high-resolution imaging in themouse
neocortex through a chronic cranial window. Nat Protoc 4,
1128–1144 (2009).

87. Niell, C. M. & Stryker, M. P. Highly selective receptive fields in
mouse visual cortex. J Neurosci 28, 7520–7536 (2008).

88. Prusky, G. T., Alam, N. M., Beekman, S. & Douglas, R. M. Rapid
quantification of adult and developing mouse spatial vision using a
virtual optomotor system. Invest. Ophthalmol. Visual Sci. 45,
4611–4616 (2004).

89. Koerner, F. & Schiller, P. H. The optokinetic response under open
and closed loop conditions in the monkey. Exp Brain Res 14,
318–330 (1972).

90. Stahl, J. S., van Alphen, A. M. & De Zeeuw, C. I. A comparison of
video and magnetic search coil recordings of mouse eye move-
ments. J Neurosci Methods 99, 101–110 (2000).

91. Sondereker, K. B., Stabio,M. E., Jamil, J. R., Tarchick,M. J. &Renna, J.
M. Where You Cut Matters: A Dissection and Analysis Guide for the
Spatial Orientation of the Mouse Retina from Ocular Landmarks. J.
Vis. Exp. (2018).

92. Abbott, L. F., & Dayan, P. Theoretical Neuroscience: Computational
and Mathematical Modeling of Neural Systems, 234-239 (MIT
Press, 2001).

93. Pachitariu, M. et al. Suite2p: beyond 10,000 neurons with standard
two-photon microscopy. bioRxiv (2017).

94. Oboti, L., Russo, E., Tran, T., Durstewitz, D. & Corbin, J. G. Amygdala
Corticofugal Input Shapes Mitral Cell Responses in the Accessory
Olfactory Bulb. eNeuro 5(2018).

95. Pachitariu, M., Steinmetz, N., Kadir, S., Carandini, M., & Kenneth D.
H. Kilosort: realtime spike-sorting for extracellular electro-
physiology with hundreds of channels. bioRxiv (2016).

Acknowledgements
We are thankful to A. Resulaj for sharing the VGAT-ChR2-EYFP line, to G.
Keller for sharing RV-GCaMP6s virus, to D. Li for advice on statistics, to Y.
Peng for advice on the characterization of RGCmorphology, to S. Chen,
A. Resulaj, M. Scanziani, M. Xue and S. Harris for providing feedback on
the manuscript, to M. Cheng, J. Levine, X. Yin, and members of the Liu
and Resulaj laboratories for advice during the course of the study, to P.
Duggan and M, Szreder for machining and electronic engineering. We
thank the UTM Imaging Facility and K. Harris-Howard for the use of
confocal microscopes. This work was supported by grants from the
Canadian Foundationof Innovation andOntario Research Fund (CFI/ORF
project no. 37597, B.L.), NSERC (RGPIN-2019-06479, B.L.), CIHR (Project
Grant 437007, B.L.), Connaught New Researcher Awards (B.L.), and
Ontario Graduate Scholarships (A.L.).

Author contributions
J.L. and B.L. designed the study. J.L. conducted all experiments anddata
analysis except the electrophysiological recordings. Y.H. performedand
analyzed electrophysiological recordings. A.L. performed the ante-
rograde trans-synaptic tracing experiment. J.L., G.B. and B.L. wrote
the paper.

Competing interests
The authors declare no competing interests.

Additional information
Supplementary information The online version contains
supplementary material available at
https://doi.org/10.1038/s41467-023-42910-2.

Correspondence and requests for materials should be addressed to
Bao-hua Liu.

Peer review information Nature Communications thanks Klaus-Peter
Hoffmann, Gautam Awatramani and the other, anonymous, reviewer(s)
for their contribution to the peer review of this work. A peer review file is
available.

Reprints and permissions information is available at
http://www.nature.com/reprints

Publisher’s note Springer Nature remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.

Article https://doi.org/10.1038/s41467-023-42910-2

Nature Communications |         (2023) 14:8467 22

https://doi.org/10.1038/s41467-023-42910-2
http://www.nature.com/reprints


Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as
long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license, and indicate if
changes were made. The images or other third party material in this
article are included in the article’s Creative Commons license, unless
indicated otherwise in a credit line to the material. If material is not
included in the article’s Creative Commons license and your intended
use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright
holder. To view a copy of this license, visit http://creativecommons.org/
licenses/by/4.0/.

© The Author(s) 2023

Article https://doi.org/10.1038/s41467-023-42910-2

Nature Communications |         (2023) 14:8467 23

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/

	A direction-selective cortico-brainstem pathway adaptively modulates innate behaviors
	Results
	NOT-DTN-projecting PNs share temporo-nasal bias with their�target
	Temporo-nasal bias of NOT-DTN-projecting PNs in V1 and posterior�HVAs
	Posterior HVAs impact the OKR more strongly than anterior�HVAs
	Direction-dependent cortical impact on the�OKR
	Direction-selective plasticity in the NOT-DTN-projecting�PNs
	The visual cortex innervates a specific NOT-DTN population
	The NOT-DTN to IO projection is required for cortical modulation�of OKR
	Temporo-nasal bias and direction-selective plasticity promote cortical innervation

	Discussion
	Methods
	Mice
	Viral injections
	Two-photon calcium imaging of L5 PNs in the visual cortex86
	Identifying visual areas of L5 PNs revealed by two-photon imaging
	Assessment of OKR behavior
	In vivo extracellular recordings from the NOT-DTN of anesthetized�mice
	Optogenetic silencing of the visual�cortex
	Chemogenetic silencing of IO-projecting NOT-DTN neurons
	Optogenetically silencing of IO-projecting NOT-DTN neurons
	Histology
	Examining the spatial distribution of trans-synaptically labeled retinal ganglion�cells
	Examining the dendritic morphology of retinal ganglion cells labeled by RV-mCherry
	Validating chemogenetic silencing of IO-projecting NOT-DTN neurons with c-Fos immunostaining
	Validating optogenetic silencing of IO-projecting NOT-DTN neurons with c-Fos immunostaining
	Microscopy
	OKR potentiation
	Feedforward integration�model
	Data analysis of neuronal activity
	Density maps of NOT-DTN-projecting or midbrain-projecting�PNs
	Data analysis of OKR behavior
	Statistical analysis
	Reporting summary

	Data availability
	Code availability
	References
	Acknowledgements
	Author contributions
	Competing interests
	Additional information




