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ABSTRACT:
Impulse responses (IRs) estimation of multi-input acoustic systems is a prerequisite for many audio applications. In

this paper, an adaptive identification problem based on the Autostep algorithm is extended to the simultaneous esti-

mation of room IRs for multiple input single output linear time invariant systems without any a priori information.

To do so, the proposed algorithm is initially evaluated in a simulated room with several sound sources active at the

same time. Finally, an experimental validation is proposed for the cases of a semi-anechoic chamber and an arbitrary

room. Special attention is dedicated to the algorithm convergence behavior, considering different meta parameters

settings. Results are eventually compared with the other normalized version of the least mean square algorithm.
VC 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons
Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1121/10.0024149
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I. INTRODUCTION

Estimation of multichannel impulse responses (IRs) is

at the core of many audio applications. Multichannel audio

systems are increasingly used for sound reinforcement appli-

cations, three-dimensional (3D) sound using techniques

such as wave field synthesis (WFS; Berkhout et al., 1993) or

higher order ambisonics (HOA; Ward and Abhayapala,

2001), or for the implementation of personalized sound

zones (Choi and Kim, 2002; Hu et al., 2023; Moller and

Ostergaard, 2020; Vindrola et al., 2021). Room response

compensation or equalization (Kodrasi and Doclo, 2016;

Yoshioka and Nakatani, 2012), active noise control (Hu

et al., 2019), or echo cancellation (Makino, 2001) may also

be considered as common applications requiring multichan-

nel IRs estimation. For these applications, joint in situ esti-

mation of the IRs is a key factor in optimizing reproduction

performance and/or for controlling the sound field.

In the fields of room acoustics and audio system charac-

terization, the diversity of IR shapes (time support from a

few tens of milliseconds to several seconds and energy dis-

tribution from sparse to dense) requires the adjustment of

many control parameters. The development of methods for

estimating multichannel IRs in a tuning-free/data-driven for-

mat is, therefore, a real challenge and the topic of this paper.

Although it is common to focus on linear time-invariant

(LTI) systems in the first instance, it may be necessary for

audio applications to consider estimation methods that can

be extended to slowly varying systems (nonstationary envi-

ronment and varying source characteristics). Furthermore,

online estimation may be a constraint directly linked to the

application as for sound field control. For all these reasons,

the methods considered in this paper are based on adaptive

filtering (Haykin, 2014).

Most of adaptive filtering techniques rely on least mean

square (LMS) algorithms, for which filter coefficients are

calculated by minimizing the mean square of the error signal

(Haykin, 2014). The optimization process is related to the

stochastic gradient descent method as the filter is adapted by

considering only the error at the current time (or adaptation

cycle), n. To modulate the gradient descent toward the

global minimum, LMS makes use of a scalar step size

parameter, l, which depends on the physical system under

test. To avoid this dependence, the normalized version of

least mean square algorithm (NLMS) proposes to divide this

parameter (noted as ~l) by an instantaneous estimate of the

input signal energy, leading to a time-varying step size

parameter, l½n�, at the adaptation cycle, n. The values of

these parameters (l for LMS and ~l for NLMS) must be ini-

tialized according to the desired performance: a low estima-

tion error or a fast convergence rate (the two performances

being exclusive; Haykin, 2014).

To overcome the speed/error trade-off, variable step

size least mean square algorithms (VS-LMS) have been

developed (Bismor et al., 2016). Many solutions exist to

adapt the parameter, which are often specialized for a partic-

ular application. Some of these algorithms are penalized by

the number of parameters to be adjusted (Bismor et al.,
2016). The VS-LMS algorithms of Harris et al. (1986) and

Mikhael et al. (1986) propose to replace the scalar parame-

ter, l½n�, by a vector (or a diagonal matrix), l½n�, to tune

more finely the direction of the gradient descent. Note that

the first algorithm requires five parameters to be set while

the second requires only one. More recently, newa)Email: guilhem.pages@univ-lemans.fr
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algorithms, called meta gradients, propose to adapt the vec-

tor parameter, l½n�, by gradient descent to adapt automati-

cally to the problem under analysis. Incremental delta bar

delta (IDBD; Sutton, 1992) is one of these algorithms,

which, however, requires setting one parameter. To get rid

of the setting of this parameter, Mahmood (2010) proposes

the Autostep algorithm, which then has no parameter to set.

In this paper, the Autostep algorithm is extended to

multiple input single output (MISO) systems, i.e., multi-

channel IR estimation. The performance of this proposed

unsupervised algorithm is evaluated using simulated and

measured room IRs and compared to the results of MISO-

NLMS algorithm.

The paper is structured as follows: in Sec. II, the gen-

eral problem is developed from a theoretical point of view.

The definition of the evaluation metrics and influence of the

tuning parameters are detailed in Sec. III. In Sec. IV, the

Autostep algorithm is tested in a simulated environment. An

experimental comparison between the NLMS and Autostep

algorithms is presented in Sec. V for two different rooms.

Finally, conclusions are given in Sec. VI.

Notations: Scalars, vectors, and matrices are denoted

with ordinary lowercase symbols, bold lowercase symbols,

and bold uppercase symbols, respectively. The superscripts

ð�Þ> and ð�ÞðlÞ denote the transposition and input l, respec-

tively. The subscript ð�Þn denotes the time n, (�) and ð�Þ
denote the Hadamard product and element-wise division,

respectively. For a vector a, we denote f ½a� as the vector

½f ðaiÞ� such that the function f has been applied to each ele-

ment ai of the vector a.

II. THEORETICAL BACKGROUND

In this section, NLMS and Autostep algorithms are pre-

sented in the context of LTI MISO systems.

A. Identification of MISO LTI system with adaptive
filtering

We consider an unknown LTI MISO system, consisting

in L inputs, xðlÞ, and a single output, y, where all are real-

valued. Throughout this paper, we consider l 2 ½1; L�, where

L> 1 is the number of inputs. Finite impulse response (FIR)

adaptive filters of order N are considered here.

Consequently, we note the N � 1 vector of the optimal FIR

filter, i.e., the linear estimate of the IR related to input l,

hðlÞ ¼ h
ðlÞ
0 ; h

ðlÞ
1 ;…; h

ðlÞ
N�1

h i>
: (1)

Eventually, the identification block diagram is shown in

Fig. 1. At current time n, the output sequence, ~yn, generated

by the optimal filter is defined as

~yn ¼
XL

l¼1

XN�1

m¼0

hðlÞm xðlÞn�m ¼
XL

l¼1

hðlÞ
>

n xðlÞn ; (2)

where the N � 1 input vector,

xðlÞn ¼ xðlÞn ; x
ðlÞ
n�1;…; x

ðlÞ
n�Nþ1

h i>
; (3)

is composed of the last N samples of input l.
Last, we write the estimation error, en, at discrete time n

such that

en ¼ yn � ~yn ¼ yn �
XL

l¼1

hðlÞ
>

n xðlÞn : (4)

The objective is then to estimate the IRs, hðlÞ, knowing

the input signals, xðlÞ, and the output signal, y.

B. NLMS algorithm for MISO system identification

We recall here the main results of the NLMS algorithm

in the MISO configuration (Goodwin and Sin, 2009).

Introducing the step size parameter, ~lðlÞ, of input l, the

weight vector, hðlÞ, can be recursively updated as

h
ðlÞ
nþ1 ¼ hðlÞn þ

~lðlÞ=L

xðlÞ
>
xðlÞ þ �

enxðlÞn ; (5)

where � is a small scalar value to avoid division by zero.

To ensure the convergence, ~lðlÞ must satisfy

0 < ~lðlÞ � 2; (6)

as detailed in Algorithm 1.

FIG. 1. Block diagram of the adaptive filtering problem, showing (upper

block) real (unknown) IRs, hðlÞr (where r is the subscript for real) and (lower

block) recursively estimated IRs, hðlÞ. Outputs are such that y is the mea-

sured output signal corrupted by additive noise b, and ~y is the output

sequence of the adaptive filter.

ALGORITHM 1. MISO-NLMS.

Require: ~lðlÞ 2�0; 2�
Ensure: hn

1: h 0

2: while fxn; yng do

3: en  yn �
XL

l¼1

hðlÞ
>

n xðlÞn

4: h
ðlÞ
nþ1  hðlÞn þ ~lðlÞenxðlÞn =LðxðlÞ>n xðlÞn Þ

5: end while
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C. Autostep algorithm for MISO system identification

In a MISO problem, inputs can present different statisti-

cal properties. In the case of the NLMS algorithm, the val-

ues of the step size parameters, ~lðlÞ, have to be adapted

according to the a priori expected performances. Another

solution is to consider that these parameters must be adapted

according to a given update rule. This is, for instance, what

is proposed by the IDBD algorithm (Sutton, 1992) for the

identification of single input single output (SISO) systems,

as previously mentioned in the Introduction.

Following Sutton (1992) and extending the purpose to

the identification of MISO systems, we first consider the

step size parameter as an N � 1 vector,

lðlÞ ¼ lðlÞ0 ; l
ðlÞ
1 ;…; lðlÞN�1

h i>
: (7)

The updating rule of hðlÞ is then expressed as

h
ðlÞ
nþ1 ¼ hðlÞn þ l

ðlÞ
nþ1 � enxðlÞn ; (8)

where l
ðlÞ
nþ1 is adapted incrementally using a gradient

descent. Note that to ensure positiveness of l
ðlÞ
nþ1, we con-

sider (Sutton, 1992)

l
ðlÞ
nþ1 ¼ exp a

ðlÞ
nþ1

h i
: (9)

The updating rule for the aðlÞ vector is then expressed as

a
ðlÞ
nþ1 ¼ aðlÞn � j

@e2
n

@aðlÞ
; (10)

where j > 0 is the (scalar) meta step size parameter of IDBD

algorithm. The IDBD algorithm consequently estimates the

best step size vector for the LMS algorithm, where its main

drawback is the use of the step size parameter, j, to be adjusted

according to the problem under analysis (Sutton, 1992).

Following Mahmood et al. (2012), the gradient term of

Eq. (10) can be expressed by a matrix, GðlÞn , which is approx-

imated by a diagonal matrix, leading to

a
ðlÞ
nþ1 ¼ aðlÞn þ jenxðlÞn � gðlÞn ; (11)

where gðlÞn is an N � 1 vector containing the diagonal ele-

ments of GðlÞn , the entries of which are given by (Mahmood

et al., 2012)

g
ðlÞ
nþ1 ¼ gðlÞn � gðlÞn � l

ðlÞ
nþ1 � xðlÞn � xðlÞn þ l

ðlÞ
nþ1 � enxðlÞn : (12)

Inserting Eq. (11) into Eq. (9) yields

l
ðlÞ
nþ1 ¼ lðlÞn exp jenxðlÞn � gðlÞn

h i
: (13)

In practice, for adaptation cycle nþ 1, the IDBD algo-

rithm successively computes Eqs. (11), (13), and (8).

At this point, the meta step size parameter, j, remains

problem dependent. To overcome this limitation, a new ver-

sion of IDBD algorithm applied to SISO systems

identification has been developed, which is called Autostep

(Mahmood et al., 2012). Introducing an auxiliary N � 1 vec-

tor, v, with updating rule (Mahmood et al., 2012)

v
ðlÞ
nþ1 ¼ vðlÞn þ clðlÞn � x2

n � jxnen � aðlÞn j � vðlÞn

� �
; (14)

where c is a forgetting factor, Eq. (13) becomes

l
ðlÞ
nþ1 ¼ lðlÞn exp jenxðlÞn � gðlÞn �v

ðlÞ
nþ1

h i
: (15)

Last, to avoid division by 0, Eq. (13) is modified as (see

details in Appendix A)

l
ðlÞ
nþ1¼

log l
ðlÞ
nþ1

h i
if v

ðlÞ
nþ1¼ 0;

log l
ðlÞ
nþ1

h i
þjenxðlÞn �gðlÞn �v

ðlÞ
nþ1 else;

8><
>: (16)

and if ðlðlÞnþ1 � xðlÞn Þ
>xðlÞn > 1, we have

l
ðlÞ
nþ1 ¼

l
ðlÞ
nþ1

ðlðlÞnþ1 � x
ðlÞ
n Þ>x

ðlÞ
n

: (17)

The pseudo-code of the multiple input single output-

Autostep (MISO-AS) algorithm is reported in Algorithm 2.

III. EVALUATION METRICS AND OPTIMIZATION
SETTINGS

A. Metrics

To evaluate the performance of the MISO-NLMS and

MISO-AS algorithms, two main metrics are defined in this

ALGORITHM 2. MISO-AS.

Require: j ¼ 1� 10�2;

Require: c ¼ 1� 10�4;

Ensure: hn

h0  0;

v0  0;

a0  0;

l
ðlÞ
0  

1

NLr2
xðlÞ
þ 1

;

while fxn; yng do

en  yn �
XL

l¼1

hðlÞ
>

n xðlÞn

v
ðlÞ
nþ1  vðlÞn þ clðlÞn � xðlÞ

2

n � ðjxðlÞn � ena
ðlÞ
n j � vðlÞn Þ

if v
ðlÞ
nþ1 ¼ 0 then

aðlÞn  log flðlÞn g
else

aðlÞn  log flðlÞn g þ jenxðlÞn � gðlÞn �v
ðlÞ
nþ1

end if

lðlÞn  exp aðlÞn

lðlÞn  lðlÞn �maxflðlÞn � xðlÞ
2

n ; 1g
h
ðlÞ
nþ1  hðlÞn þ lðlÞn � enxðlÞn

g
ðlÞ
nþ1  ð1� lðlÞn � xðlÞ

2

n ÞgðlÞn þ lðlÞn � enxðlÞn

end while
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subsection: misalignment (calculated in time domain and

noted as mis) and spectral mean square error (noted as spec-

tral MSE). To study the convergence of the MISO-AS algo-

rithm in relation to other algorithms, the MSE calculated in

the time domain is also proposed. We recall that n is the

adaptation cycle.

1. Misalignment

The misalignment codes the Euclidean distance

between two vectors. Noting hðlÞr as the target IR of input

l and hðlÞðnÞ as the current estimation at n, the misalignment

for input l is defined as

misðlÞðnÞ ¼ jjhðlÞr � hðlÞðnÞjj2; (18)

where jj � jj2 is the L2 norm. Given M as the total number of

adaptation cycles for a specific simulation, we note misðlÞ

	 misðlÞðMÞ and mis is the average value over the L inputs.

2. Spectral MSE

For most applications, the MISO system needs to be

estimated in a given frequency band of interest. Noting

HðlÞðkÞ as the discrete Fourier transform (DFT) of the target

IR (i.e., the frequency response function, FRF) and Ĥ
ðlÞðkÞ

as the estimated FRF, we define the spectral MSE to be

mse
ðlÞ
DFT ¼

Xk2

k¼k1

jĤ ðlÞðkÞj � jHðlÞðkÞj
� �2

Xk2

k¼k1

jHðlÞðkÞj2
; (19)

where k1 and k2 are the lower and upper bounds of the spectral

lines to be considered in the frequency band, respectively, and

we note mseDFT as the average value over the L inputs.

3. MSE

From the error signal, en, of Eq. (4), the MSE is defined

as the expectation of e2
n such that

mseðnÞ ¼ E e2
n

� �
: (20)

For a single realization, MSE is approximated by

mseðnÞ ’ 1

K

Xn

i¼n�Kþ1

e2
i ; (21)

where K> 0 is an integer.

B. Optimization settings

We define the cost function by

J ¼ misð Þ2 þ 1

L� 1

XL

l¼1

ðmisðlÞ �misÞ2; (22)

where the choice of J is not only to estimate each IR, hðlÞ½n�,
with the smallest error but also to minimize the variance

between all inputs l. For the Autostep algorithm, as the cost

function depends on two parameters (j and c), we denote it

by Jðj; cÞ, whereas the cost function of the NLMS algorithm

depends on a single parameter, ~l, and is denoted as Jð~lÞ.
To better illustrate the role of j and c parameters in the

optimization process, a first simulation in free field condi-

tions is presented here, considering a scenario of multiple

loudspeakers located at the same distance from a micro-

phone. The IRs can be analytically modelled as (Bruneau,

2013)

hðlÞ n½ � ¼ 1

4pdðlÞ
d n�

�
dðlÞ

cTs

� !
; (23)

where dðlÞ is the distance between loudspeaker l and micro-

phone, Ts is the sampling period, dðnÞ is the unit sample

sequence, and bac is the rounding down of a to the nearest

integer. Then, we seek the minimum of the cost function

using a Bayesian optimization approach (Snoek et al.,
2012). Additional simulation parameters are L¼ 4,

dðlÞ ¼ 1 m 8l, celerity of sound is c0 ¼ 343 ms�1, sampling

frequency is Fs ¼ 16 kHz, and number of taps of the IR is

N¼ 100 taps. The duration of the input signals is T ¼ 5 s,

which gives M¼ 80 000 points. The cost function is esti-

mated on 200 points. The four IRs are then convoluted with

four independent unit-variance [rðlÞ
2

] white noises and

summed. Finally, a white Gaussian distributed noise is

added to the output signal, yielding a signal-to-noise ratio

(SNR) of 30 dB.

Figure 2 shows Jðj; cÞ as a function of ðj; cÞ.
According to Bagheri et al. (2016) and Casebeer et al.
(2021), the MISO-AS algorithm also shows a weak sensitiv-

ity to the meta parameters for a similar range for ðj; cÞ
despite very different problems being analyzed, including

SISO vs MISO. Once convergence is checked for this large

range of meta parameters, the influence on the speed of con-

vergence is investigated hereafter.

To verify this assumption and analyze the possible

effects of the values of ðj; cÞ on the convergence of the

algorithm, the learning curves are estimated by Monte Carlo

simulation over 100 trials. The vectors h, v, and a are initial-

ized by a zero-valued vector and all the elements of vectors

FIG. 2. (Color online) Cost function, Jðj; cÞ, as a function of ðj; cÞ. Blue

dots are points where J is calculated. Orange surface is Gaussian process

regression model. Minimum value of J for ðj; cÞ ¼ ð0:22; 4:7� 10�10Þ.
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l are initialized to the same value equal to l0 as explained

in Algorithm 1. We first consider j ¼ 0:01 (Mahmood

et al., 2012). Figure 3 proposes the learning curves corre-

sponding to four values of c spread over a large range and

shows that the value of c has a weak influence on the con-

vergence of the algorithm. For any c, the learning curves

decrease rapidly during the first 1000 iterations and then

slowly thereafter. The higher c is, the lower the MSE is. We

next set c ¼ 0:01 and analyze the effects of different values

for j. As displayed in Fig. 4, the algorithm converges faster

for the highest value of j that we consider: j driving the

update equation of l [Eq. (10)], the higher j is, the faster

the convergence. We then choose j ¼ 0:1 in the following.

Note that all learning curves have been obtained by averag-

ing 100 independent Monte Carlo runs and smoothing the

result with a 20 point moving average. To compare MISO-

AS and MISO-NLMS algorithms in terms of sensitivity to

their meta parameters, ðj; cÞ for Autostep and ð~lÞ for

NLMS, we have set c ¼ 0:01 as proposed in Bagheri et al.
(2016) and Casebeer et al. (2021). Figure 5 shows the value

of J for both algorithms. On the one hand, the MISO-AS

algorithm has a low residual error for a very wide range of j
values. On the other hand, an inflection point can be noted

for values of j close to 0.1, beyond which the value of J
increases significantly. On the contrary, the MISO-NLMS

algorithm is more sensitive to the value of the meta parame-

ter ~l. Although there is a very narrow range of ~l values in

�0; 2�, for which the algorithm offers equivalent performance

to MISO-AS, for all other values, the MISO-NLMS algo-

rithm presents a residual error 3 orders of magnitude higher

than MISO-AS.

Eventually, Fig. 6 shows learning curves for MISO-

NLMS for different values of ~l, where one of them is the

optimal value regarding the cost function J of Fig. 5. A com-

parison with the MISO-AS learning curve (j ¼ 0:1 and

c ¼ 0:01) is also proposed in Fig. 5. For the optimal value

of ~l, the asymptotic value is reached much faster for MISO-

AS than for MISO-NLMS. For a higher value, ~l ¼ 0:1, the

convergence for MISO-AS remains faster than that for

MISO-NLMS. In the following, we consider ~l ¼ 0:1 as a

compromise between level of cost function, J, and conver-

gence speed.

IV. ESTIMATION OF ROOM IRS BY MEANS
OF NUMERICAL SIMULATIONS

Numerical simulations are performed to test MISO-

NLMS and MISO-AS algorithms in the case of a room in

which several sound sources are active at the same time. The

room simulated here has the following dimensions: 4 m � 3 m

� 2.5 m, with a reverberation time, RT60, equal to 0.5 s. Six

monopole sound sources are placed along a line while a micro-

phone is located almost in line with the second source (Fig. 7).

IRs are computed in the MATLAB environment with an

image source method using the toolbox proposed by

Lehmann et al. (2007) with a sampling rate of Fs ¼ 16 kHz.

The longest simulated IR has 5608 taps, which corresponds

to the length of the filters to be estimated. Each source gen-

erates a zero-mean-valued unit-variance white noise,

FIG. 3. MISO-AS learning curves for different values of c with j ¼ 0:01.

FIG. 4. MISO-AS learning curves for different values of j with c ¼ 0:01.

FIG. 5. (Color online) Cost function, J, as a function of j (for c ¼ 0:01) or

~l. Green dots are points where J is calculated for NLMS, and red diamonds

are points where J is calculated for Autostep. Minimum values of J are

3:15� 10�6 for ~l ¼ 2:6� 10�2 and 3:19� 10�6 for j ¼ 9:11� 10�2.

FIG. 6. Learning curves for MISO-NLMS and MISO-AS algorithms. Gray

lines:are MISO-NLMS, and black line is MISO-AS. For MISO-NLMS, two

different initial values of ~l are considered. For MISO-AS, j ¼ 0:1 and

c ¼ 0:01.
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independent of the other source signals. Consequently, the

signal measured by the microphone is the sum of the contri-

butions from the six sources plus a white noise, independent

of the input signals, resulting in a SNR of 30 dB.

In the following, MISO-NLMS and MISO-AS are com-

pared regarding their learning curves (Fig. 8), their estima-

tion of IRs of two loudspeakers [Figs. 9(b)–12(b)] and their

global behavior (Tables I and II) after 5 s and 60 s of mea-

surement time, respectively. For the MISO-NLMS case, we

set a convergence step of ~lðlÞ ¼ 0:1 8l, also corresponding

to the initial values of l
ðlÞ
0 for the Autostep algorithm.

The learning curves are shown in Fig. 8. As for Fig. 6,

MISO-AS converges rapidly to a given value (first 10 s),

whereas MISO-NLMS needs many more iterations (about

60 s) to reach the performance of MISO-AS.

Figures 9(b) and 10(b) show the estimation with the

MISO-NLMS algorithm of IRs of loudspeakers 1 and 6,

respectively, while Figs. 11(b) and 12(b) show the estima-

tion with the MISO-AS algorithm of the IRs of the same

loudspeakers, where each of these figures displays the IRs at

measurement times 5 s (top) and 30 s (bottom). It is worthy

to notice that after 5 s, both algorithms still do not reach the

FIG. 7. Simulated setup geometry (top view), showing six loudspeakers

(black) and one microphone (gray).

FIG. 8. Learning curves for K¼ 100 in Eq. (21), where gray denotes MISO-

NLMS with ~lðlÞ ¼ 0:1; 8l, and black denotes MISO-AS with

j ¼ 0:1; c ¼ 0:01.

FIG. 9. IR of loudspeaker 1 in the simulated room (a) after 5 s and (b) after

60 s. Gray denotes true IR, and black denotes estimated IR with MISO-

NLMS (~l ¼ 0:1). A zoom on the beginning of the IRs is proposed. Errors �
at the end of simulation are also given at the bottom of the graphs (corre-

sponding scale on the right).

FIG. 10. IR of loudspeaker 6 in the simulated room (a) after 5 s and (b) after

60 s. Gray denotes true IR, and black denotes estimated IR with MISO-

NLMS (~l ¼ 0:1). A zoom on the beginning of the IRs is proposed. Errors �
at the end of simulation are also given at the bottom of the graphs (corre-

sponding scale on the right).
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convergence value (Fig. 8). Nevertheless, this may be suffi-

cient for some applications requiring a rough estimation in a

limited time. This is best shown by comparing Figs. 9(a)

and 11(a) for loudspeaker 1 for MISO-NLMS and MISO-

AS, respectively, or for loudspeaker 6 by comparing Figs.

10(a) and 12(a) for MISO-NLMS and MISO-AS, respec-

tively. For greater clarity, a subfigure shows a zoom on the

first part of the IR. One can note that the IR of the furthest

loudspeaker is noisier than the IR of the closest loudspeaker

due to reverberation effects. For both loudspeakers, MISO-

AS gives a much lower error than MISO-NLMS, where the

latter fails, in particular, to correctly approximate the first IR

maximum related to the direct sound, contrarily to the

MISO-AS.

The performances of algorithms MISO-NLMS and

MISO-AS are much closer after 60 s as illustrated in Figs.

9(b) and 11(b) for loudspeaker 1, and in Figs. 10(b) and

12(b) for loudspeaker 6. This result is consistent with the

behavior of the learning curves of Fig. 8 at 60 s of measure-

ment time.

Last, metrics after 5 s and 60 s are given in Tables I and

II, respectively (average over all loudspeakers and min and

max values), to compare performances of both algorithms.

For misalignment, MISO-AS performs 4.7 dB better than

MISO-NLMS after 5 s, and both algorithms yields the same

mean misalignment after 60 s (with a lower dispersion of

values for MISO-AS). For the spectral MSE, MISO-AS

error is ten and three times smaller than that obtained by

MISO-NLMS after 5 s and 60s, respectively.

V. EXPERIMENTAL VALIDATION

This section presents the results derived from experi-

mental measurements performed in two different types of

rooms: a semi-anechoic chamber and a laboratory room.

These two rooms are chosen to provide two very different

test environments: the first one produces a fairly light mix-

ture of the different loudspeaker signals (direct fields and

reflections off the floor), and the second one produces a

FIG. 11. IR of loudspeaker 1 in the simulated room (a) after 5 s and (b) after

60 s. True IR are in gray, whereas estimated IR with MISO-AS are in black

(j ¼ 0:1; c ¼ 0:01). A zoom on the beginning of the IRs is proposed.

Errors � at the end of simulation are also given at the bottom of the graphs

(corresponding scale on the right).

FIG. 12. IR of loudspeaker 6 in the simulated room (a) after 5 s and (b) after

60 s. Gray denotes true IR, and black denotes estimated IR with MISO-AS

(j ¼ 0:1; c ¼ 0:01). A zoom on the beginning of the IRs is proposed.

Errors � at the end of simulation are also given at the bottom of the graphs

(corresponding scale on the right).

TABLE I. Misalignment and spectral MSE in the simulated room after 5 s,

where the average is over all loudspeakers, with min and max values.

Autostep NLMS

mis (dB) �12.8 �8.1

min/max mis (dB) �12.8/�12.8 �9.1/�7.0

mseDFT 0.08 0.87

min/max mseDFT 0.05/0.09 0.85/0.89

TABLE II. Misalignment and spectral MSE in the simulated room after

60 s, where the average is over all loudspeakers, with min and max values.

Autostep NLMS

mis (dB) �37.8 �37.5

min/max mis (dB) �37.9/�37.7 �38.9/�35.8

mseDFT ð�10�3Þ 4 13.3

min/max mseDFT ð�10�3Þ 3.0/5.9 12.4/14.1
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much more complex mixture (due to the many reflections

off the different walls and furniture and diffraction

phenomena).

A. Experimental setup

The experimental setup is controlled from an RME

Madiface XT audio interface (Audio AG, Haimhausen,

Germany) that allows synchronization of the generation and

acquisition channels. For sound signal generation, up to 16

2-way custom-built loudspeakers are driven by a DA32

RME converter via four four-channel HPA D604 amplifiers

(HPA Co., Shenzhen, China). A Br€uel and Kjaer 4958

microphone (BK, Br€uel & Kjær, Nærum, Denmark) is used

to record the sound pressure signal via an AD32 RME con-

verter. For all the configurations tested in this section, each

IR is measured using an exponential sweep sine (ESS) sig-

nal (Farina, 2000) and estimated from the Autostep method

for which the excitation signals are white noise of unit vari-

ance, independent of each other. The acquisition and repro-

duction are performed at a sampling frequency of 48 kHz.

B. Measurements in the semi-anechoic chamber

The first set of measurements is performed in a semi-

anechoic chamber. Sixteen loudspeakers are distributed reg-

ularly around a square of side 3 m at 1 m from the ground

(Fig. 13). The microphone is placed in the square center.

The acquisition time is 60 s, and the IRs are composed by

5000 coefficients (about 100 ms). This duration is set to be

greater than the IR duration of the loudspeakers for all tested

positions.

The estimated IR of loudspeaker 1 (see Fig. 13) after

60 s is plotted in Fig. 14 and the corresponding FRF (magni-

tude) is shown in Fig. 15. For comparison purposes, Fig. 16

shows the FRF (magnitude) estimation with the MISO-

NLMS algorithm vs the ESS algorithm. The MISO-AS

based estimations in time and frequency domains show a

very good agreement with the corresponding ESS technique,

whereas the MISO-NLMS based estimation provides

slightly weaker results.

Metrics after 60 s are given in Table III (average over

all loudspeakers and min and max values) to compare per-

formances of MISO-NLMS and MISO-AS algorithms.

Regarding the misalignment, MISO-AS registers a 2.6 dB

better performance than MISO-NLMS. One can also notice

that MISO-AS better performs in terms of spectral MSE

(error reduced by a factor of 1.4) and dispersion (measured

through the difference between max and min values), reduc-

ing it by a factor of 2.7.

C. Measurements in the laboratory room

The second series of measurements is performed in a

room of the laboratory whose reverberation time, RT30

(around 0.8 s), is relatively constant in the range

100 Hz–5 kHz. Eight loudspeakers are placed in a row on a

workbench, and a BK 1/200 4192 microphone is located in

FIG. 13. (Color online) Experimental setup in the semi-anechoic chamber.

FIG. 14. IR of loudspeaker 1 in the semi-anechoic chamber. Gray denotes

measured with an ESS signal, and black denotes estimated with Autostep

after 60 s (j ¼ 0:01, c¼ 10). A zoom on the beginning of the IRs is pro-

posed. Error � is also given at the bottom of the graph (corresponding scale

on the right).

FIG. 15. FRF (magnitude) of loudspeaker 1 in the semi-anechoic chamber.

Gray denotes measured with ESS technique, and black denotes estimated

with Autostep after 60 s.

FIG. 16. FRF (magnitude) of loudspeaker 1 in the semi-anechoic chamber.

Gray denotes measured with ESS technique, and black denotes estimated

with NLMS (~l ¼ 0:1) after 60 s.
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the middle of the room in line with the first loudspeaker

(Fig. 17).

The IRs after 6 min of loudspeaker 1 (closest to the

microphone) and loudspeaker 8 (farthest from the micro-

phone) are shown in Figs. 18 and 19, respectively. As loud-

speaker 1 mainly captures the direct field, results are similar

to those obtained in the semi-anechoic chamber. However, it

presents a longer convergence time due to the increased

complexity of the acoustic environment. For loudspeaker 8,

the IR is characterized by a longer decay due to the decrease

in the ratio between the direct and reverberated fields. It can

be observed that the residual error is higher when compared

to the residual error of loudspeaker 1.

The corresponding FRF (magnitude) of loudspeakers 1

and 8 are, respectively, given in Figs. 20 and 21 after 6 min.

Once again, the MISO-AS based estimation shows a very

good agreement with the reference FRF based on the ESS

technique. For comparison purposes, the very same FRFs,

estimated with the MISO-NLMS based algorithm, are pro-

posed in Figs. 22 and 23. While the overall shape of the

FRF modulus is correctly estimated for each loudspeaker

and both algorithms, the errors are greater for the MISO-

NLMS based algorithm than for the MISO-AS based algo-

rithm as confirmed through the mseDFT values given in

Table IV.

Metrics after 6 min are given in Table IV (average over

all loudspeakers and min and max values) for comparing the

performances of both algorithms. Regarding the misalign-

ment, MISO-AS has a 2.2 dB better performance than

TABLE III. Misalignment and spectral MSE in the semi-anechoic chamber

after 60 s, where the average is over all loudspeakers, with min and max

values.

Autostep NLMS

mis (dB) �63.3 �60.7

min/max mis (dB) �66.3/�61.7 �62.0/�59.8

mseDFT 0.053 0.075

min/max mseDFT 0.045/0.066 0.054/0.11

FIG. 17. (Color online) Experimental setup in the laboratory room.

FIG. 18. IR of loudspeaker 1 in the laboratory room. Gray denotes measured

with an ESS signal, and black denotes estimated with Autostep after 6 min

(j ¼ 0:01, c¼ 10). A zoom on the beginning of the IRs is proposed. Error � is

also given at the bottom of the graph (corresponding scale on the right).

FIG. 19. IR of loudspeaker 8 in the laboratory room. Gray denotes measured

with an ESS signal, and black denotes estimated with Autostep after 6 min

(j ¼ 0:01, c¼ 10). A zoom on the beginning of the IRs is proposed. Error � is

also given at the bottom of the graph (corresponding scale on the right).

FIG. 20. FRF (magnitude) of loudspeaker 1 in the laboratory room. Gray

denotes measured with ESS technique, and black denotes estimated with

Autostep after 6 min.

FIG. 21. FRF (magnitude) of loudspeaker 8 in the laboratory room. Gray

denotes measured with ESS technique, and black denotes estimated with

Autostep after 6 min.
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MISO-NLMS. For the spectral MSE, the error is 1.5 times

smaller for MISO-AS than for MISO-NLMS and the disper-

sion (measured through the difference between max and min

values) is 2.3 times smaller for MISO-AS than for MISO-

NLMS.

VI. CONCLUSION

In this paper, the MISO-AS algorithm is proposed for

estimating the IRs of a LTI MISO system. This algorithm is

tested numerically on a simulated room and experimentally

on two different types of rooms: a semi-anechoic chamber

and standard laboratory room. The performance obtained is

better than that of the MISO-NLMS algorithm, thanks to the

adaptability of the step size parameter of the MISO-AS

algorithm. Indeed, depending on the configuration, a gain of

0.3–4.7 dB on the misalignment and a gain of a factor of

1.4–10 on the spectral MSE are obtained. In addition, less

dispersion is observed from one loudspeaker to another.

However, the convergence speed of the algorithm is directly

linked to the reverberation time of the room under test: the

higher the reverberation time, the longer the IRs to be esti-

mated and the slower the convergence. To conclude, it

should be stressed that the low dependence of the MISO-AS

algorithm on its meta parameters could open up new per-

spectives in system identification, in particular the charac-

terization of nonstationary environments, including linear

time-varying MISO systems.
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APPENDIX A: STABILITY CONDITIONS

To ensure the stability of the Autostep algorithm, it is nec-

essary to make some modifications to the update equation

(15). First, for real-world data, the values of input signal x can

vary by large amounts, whereas normalization does not imme-

diately take these variations into account. To ensure stability

in this case, we temporarily limit the ratio such that

v
ðlÞ
nþ1 ¼ max v

ðlÞ
nþ1; jenxðlÞn � gðlÞn j

� �
: (A1)

Second, introducing the normalization vector, vðlÞ, in

the denominator may cause stability problems. In particular,

it is essential to avoid division by zero. Mahmood et al.
(2012) suggested replacing all zero elements of the vector

vðlÞ by one:

v
ðlÞ
nþ1 ¼ 1 if v

ðlÞ
nþ1 ¼ 0: (A2)

Finally, a sufficient condition on the step size parameter

for the stability is a positive inner product of successive gra-

dients (Mahmood et al., 2012). In our case, this condition

becomes

@ yn � h
ðlÞ>
nþ1x

ðlÞ
nþ1

� �2

@h
ðlÞ
nþ1

0
B@

1
CA
>

@ yn � hðlÞ
>

n xðlÞn

� �2

@hðlÞn

0
@

1
A 
 0: (A3)

After derivation, we obtain

yn � h
ðlÞ>
nþ1x

ðlÞ
nþ1

� �
x
ðlÞ
nþ1

� �>
yn � hðlÞ

>

n xðlÞn

� �
xðlÞn

� �

 0; (A4)

or equivalently

l
ðlÞ
nþ1 � xðlÞn

� �>
xðlÞn � 1: (A5)

If Eq. (A5) is not checked, we apply the rule given in Eq. (17).

FIG. 22. FRF (magnitude) of loudspeaker 1 in the laboratory room. Gray

denotes measured with ESS technique, and black denotes estimated with

NLMS after 6 min.

FIG. 23. FRF (magnitude) of loudspeaker 8 in the laboratory room. Gray

denotes measured with ESS technique, and black denotes estimated with

NLMS after 6 min.

TABLE IV. Misalignment and spectral MSE in the semi-anechoic chamber

after 6 min, where the average is over all loudspeakers, with min and max

values.

Autostep NLMS

mis (dB) �47.6 �45.4

min/max mis (dB) �54.4/�41.9 �48.7/�41.2

mseDFT 0.071 0.11

min/max mseDFT 0.058/0.08 0.09/0.14
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APPENDIX B: AUTOSTEP CONVERGENCE
PROPERTIES

The convergence properties of the Autostep algorithm

for MISO system identification are proposed in this appendix.

We consider the error vector, �
ðlÞ
nþ1, defined as the difference

between the real IR, hðlÞr , and the estimated IR at current time

nþ 1 (see Fig. 1) such that

�
ðlÞ
nþ1 ¼ hðlÞr � h

ðlÞ
nþ1: (B1)

Then, from the output noisy signal yn,

yn ¼
XL

l¼1

hðlÞr xðlÞn þ bn; (B2)

where bn � Nð0; r2
bÞ, we obtain

�
ðlÞ
nþ1 ¼ hðlÞr � hðlÞn � lðlÞn � enxðlÞn : (B3)

As will be demonstrated in Appendix C, I is the identity

matrix, and the error can be written as

�
ðlÞ
nþ1 ¼ I � lðlÞn � xðlÞn xðlÞ

>

n

� �� �
�ðlÞn

�
XL

j ¼ 1

j 6¼ l

lðlÞn � xðjÞn xðlÞ
>

n �ðjÞn

� �
� lðlÞn � bnxðlÞn : (B4)

The expectation value of the error is then given by

E½�ðlÞnþ1� ¼ I �E lðlÞn � ðxðlÞn xðlÞ
>

n Þ
h i� �

E½�ðlÞn �

�
XL

j ¼ 1

j 6¼ l

E uðlÞn � xðjÞn xðlÞ
>

n �ðjÞn

� �

�E uðlÞn � bnxðlÞn

h i
: (B5)

Assuming that the vectors, l, are asymptotically inde-

pendent (and consequently uncorrelated) from the input sig-

nals, x (Saeed, 2017),

E lðiÞn xðjÞn

h i
¼ E lðiÞn

h i
E xðjÞn

h i
8ði; jÞ 2 1; L½ �2; (B6)

then leads to

E �
ðlÞ
nþ1

h i
¼ I �E lðlÞn

h i
�E xðlÞn xðlÞ

>

n

h i� 	
E �ðlÞn

h i

�
XL

j ¼ 1

j 6¼ l

E lðlÞn

h i
�E xðjÞn xðlÞ

>

n

h i
E �ðjÞn

h i

�E lðlÞn

h i
�E bnxðlÞn

h i
: (B7)

The second term of the right-hand side of Eq. (B7) is

zero because input signals are mutually independent of each

other. The third term is also zero because the additive noise

is zero-mean valued. Finally, this yields

E �
ðlÞ
nþ1

h i
¼ I �E lðlÞn

h i
� RðlÞx

� �
E �ðlÞn

h i
; (B8)

where RðlÞx is the correlation matrix of input l. Noting that

the correlation matrix can be factorized as

RðlÞx ¼ QðlÞKðlÞQðlÞ
>
; (B9)

where QðlÞ is the matrix of orthonormal eigenvectors and

KðlÞ is the diagonal matrix of eigenvalues, we then get

E ��
ðlÞ
nþ1

h i
¼ I �E lðlÞn

h i
� KðlÞ

� �
E ��ðlÞn

h i
; (B10)

where ��ðlÞn ¼ QðlÞ
>
�ðlÞn . This results in a convergence condi-

tion of lðlÞn as

0 < E lðlÞn

h i
<

2

kðlÞmax

; (B11)

where kðlÞmax is the largest eigenvalue of the correlation matrix

RðlÞx . From this condition, it can be deduced that

E �ðlÞn

h i
!

n!þ1
0) E hðlÞn

h i
!

n!þ1
hðlÞr : (B12)

APPENDIX C: � ERROR CALCULATION

Starting with Eq. (B3) and replacing en by its expression

given in (4) gives

�
ðlÞ
nþ1 ¼ hðlÞr � hðlÞn � lðlÞn � yn �

XL

j¼1

hðjÞ
>

n xðjÞn

0
@

1
AxðlÞn : (C1)

Then, replacing yn according to Eq. (B2) leads to

�
ðlÞ
nþ1 ¼ �ðlÞn � lðlÞn �

XL

j¼1

hðjÞ
>

r � hðjÞ
>

n

� �
xðjÞn

2
4

3
5xðlÞn

� lðlÞn bn
�xðlÞn : (C2)

Isolating the terms related to input l from the other

terms as

�
ðlÞ
nþ1 ¼ �ðlÞn � lðlÞn � �ðlÞ

>

n xðlÞn

� �
xðlÞn � lðlÞn

�
XL

j ¼ 1

j 6¼ l

�ðjÞ
>

n xðjÞn

0
B@

1
CAxðlÞn � lðlÞn bn � xðlÞn ; (C3)

factorizing by �ðlÞn and rearranging the terms, we finally get
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�
ðlÞ
nþ1 ¼ I � lðlÞn � xðlÞn xðlÞ

>

n

� �� �
�ðlÞn

�
XL

j ¼ 1

j 6¼ l

lðlÞn � xðjÞn xðlÞ
>

n �ðjÞn
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