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A B S T R A C T

This paper aims at designing both a nonstandard anti-windup action and an event-triggering
mechanism that reduce the transmission activity on the network while preserving the asymptotic
stability of a linear system under a dynamic output-feedback controller. The event-triggering
policy is based on the use of an additional internal dynamic variable. The nonstandard anti-
windup term, which uses the difference between the transmitted and the current control output,
is added to the controller structure to further save the communication resources. Sufficient
conditions in terms of matrix inequalities are proposed to compute the anti-windup gain and the
triggering parameters while avoiding the Zeno behavior. Numerical algorithms with feasibility
guarantees allow to reduce the amount of data transmissions. Through numerical examples, we
illustrate the efficacy of the proposed approach.

1. Introduction
In the traditional digital control framework, the control signal is transmitted periodically, independently from the

output of the system. Such a time-triggering paradigm may result in redundant transmissions, as many of them are not
really necessary to achieve stability and some performance properties. As an alternative, the event-triggered control
(ETC) technique updates the system input only when a certain condition is verified. In this sense, the ETC copes
with communication, energy consumption and computational constraints [9, 18]. Two general categories classify the
existing approaches, namely, emulation-based and co-design approaches. In the former, the controller is a priori known
and only the event-triggering policies have to be designed [24]. On the other hand, the last one simultaneously designs
the control law and the event-triggering rules [2]. In this work, we consider the emulation approach. However, to
further save the communication resources, we also propose to modify the initial control law by designing an additional
nonstandard anti-windup action, added to the controller structure.

Over the years, several kinds of event-triggering policies have been proposed in the literature. Among them, the
most commonly used consists of a static rule (see, for example, [10, 26, 12, 5]). By adding an internal dynamic variable
into the previous one, we have an augmented rule with dynamics (see, for example, [7, 22]). Previous results show that
the guaranteed lower bound on inter-executions times using a dynamic rule cannot be smaller than that obtained for
a static rule [7], which motivates us to consider such a structure. A challenging issue that arises in this context is
the avoidance of the Zeno-behavior (i.e. the high frequency of sampling). [11, 12] directly ensure a lower-bound for
the inter-event times of the system under the event-triggering strategy. [14, 1, 22] propose a practical solution, which
consists of using an explicit tuning parameter playing the role of a minimal dwell-time.

Based on the above, the main contributions of the current paper rely on: i) the design of a nonstandard anti-
windup action to further reduce the number of data transmissions on the communication network, ii) the design of
a dynamic event-triggering mechanism that uses only local information and avoids the Zeno-behavior by admitting an
explicitly tuning parameter iii) the development of algorithms that allow computing both the anti-windup gain (directly
or indirectly) and the triggering parameters while reducing the control signal updates. The proposed approach applies to
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continuous-time systems stabilized by dynamic output-feedback controllers. In this case, the nonstandard anti-windup
term, consisting of a gain multiplied by the difference between the transmitted and current controller output, is used
as a new input to the controller structure. This scheme is different from the classical event-based scheme since in the
classical case the difference between the transmitted and current controller output does not affect the dynamic of the
controller. By using the Lyapunov theory, we formulate sufficient conditions, in terms of matrix inequalities, with
feasibility guarantees and prevention of the Zeno effects. Those are incorporated into the optimization algorithms,
which effectively deal with minimizing the triggering activity. It is then illustrated how this simple augmentation, if
suitably tuned, can dramatically reduce the number of control updates on the closed-loop system response. The classical
case can be simply recovered by removing the anti-windup-like loop.

The paper is organized as follows. Section 2 describes the closed-loop topology considered, showing the
nonstandard anti-windup term and the dynamic event-triggering policy. Such a section also presents the problem
we intend to solve. In Section 3, we first show a result (Theorem 1) proposed by [22], which is vital to prove the
asymptotic stability of the closed-loop system with the dynamic triggering mechanism. After that, we present the
main result of the paper (Theorem 2), which computes both the anti-windup gain and the triggering parameters while
preserving the closed-loop stability. A particular result (Corollary 3) is also given at the end of this section. In Section
4, optimization algorithms are established to minimize the transmission activity on the communication network. The
first one incorporates the main condition and sets some constraints for the variables. On the other hand, the second one,
uses the concave-convex methodology [6] to find the anti-windup gain without imposing any structure to the slacks
variables, which happens in Theorem 2. Section 5 illustrates the efficacy of the proposal using two numerical examples.
Finally, in Section 6, some concluding remarks and potential future works are pointed out.

Notation. ℕ, ℝ𝑛, ℝ𝑛×𝑚 denote respectively the sets of nonnegative integers, 𝑛-dimensional vectors and 𝑛 × 𝑚
matrices. For any matrix 𝐴, 𝐴⊤ denotes its transpose. For any square matrix 𝐴, 𝑡𝑟𝑎𝑐𝑒(𝐴) denotes its trace and
𝐻𝑒{𝐴} = 𝐴 + 𝐴⊤. 𝑑𝑖𝑎𝑔(𝐴1;𝐴2) is a diagonal matrix with block diagonal matrices 𝐴1 and 𝐴2. For two symmetric
matrices of the same dimensions, 𝐴 and 𝐵, 𝐴 > 𝐵 means that 𝐴 − 𝐵 is symmetric positive definite. For a vector
𝑥 ∈ ℝ𝑞 , the notation 𝑥 ⪰ 0 means that 𝑥 is a nonnegative vector, that is, all its components are nonnegative: 𝑥(𝑖) ≥ 0,
𝑖 = 1, ..., 𝑞, and 𝑥 ∈ ℝ𝑞

≥0. 𝟏 and 𝟎 stand respectively for the identity and the null matrix of appropriate dimensions. For
a partitioned matrix, the symbol ⋆ stands for symmetric blocks. ∥ . ∥ stands for the Euclidean norm. |.| stands for the
absolute value. For any vector 𝑥 ∈ ℝ𝑛 and any symmetric positive definite (or semi-positive definite) matrix, ‖𝑥‖2𝑄
denotes the quadratic form 𝑥⊤𝑄𝑥.

2. Problem Statement
2.1. System description

Consider the following continuous-time linear plant
{

�̇�𝑝(𝑡) = 𝐴𝑝𝑥𝑝(𝑡) + 𝐵𝑝𝑢(𝑡),
𝑦𝑝(𝑡) = 𝐶𝑝𝑥𝑝(𝑡),

(1)

where 𝑥𝑝(𝑡) ∈ ℝ𝑛𝑝 , 𝑢(𝑡) ∈ ℝ𝑚, 𝑦𝑝(𝑡) ∈ ℝ𝑝 are the state, the input and the output of the plant, respectively. Matrices 𝐴𝑝,
𝐵𝑝, 𝐶𝑝 are constant, known and of appropriate dimensions. Pairs (𝐴𝑝, 𝐵𝑝) and (𝐶𝑝, 𝐴𝑝) are supposed to be controllable
and observable, respectively.

We consider an output feedback controller to stabilize the plant (1) and therefore to drive the output to zero. This
controller is defined by:

{

�̇�𝑐(𝑡) = 𝐴𝑐𝑥𝑐(𝑡) + 𝐵𝑐𝑦𝑝(𝑡),
𝑦𝑐(𝑡) = 𝐶𝑐𝑥𝑐(𝑡) +𝐷𝑐𝑦𝑝(𝑡),

(2)

where 𝑥𝑐(𝑡) ∈ ℝ𝑛𝑐 and 𝑦𝑐(𝑡) ∈ ℝ𝑚 are the state and the output of the controller. Thus, the closed loop resulting from
the connection of system (1) with the controller (2) through 𝑢(𝑡) = 𝑦𝑐(𝑡) is supposed to be asymptotically stable. In

other words, the matrix of the linear closed loop 𝐴 =
[

𝐴𝑝 + 𝐵𝑝𝐷𝑐𝐶𝑝 𝐵𝑝𝐶𝑐
𝐵𝑐𝐶𝑝 𝐴𝑐

]

is supposed to be Hurwitz.

However, the plant and the controller are supposed to be implemented trough a network and then are considered to
be in separate nodes. At instants determined by an event generator, a sample of the controller output (𝑦𝑐) is sent to the
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plant, and then the input signal for the plant is

𝑢(𝑡𝑘) = 𝑦𝑐(𝑡𝑘). (3)

Then, the control input 𝑢 is implemented through a sample-and-hold mechanism, meaning that it is not continuously
updated or transmitted to the actuators. Indeed, it is updated at certain instants {𝑡𝑘}𝑘∈ℕ, which form a sequence of
strictly increasing positive scalars. Control action is held constant between two successive sampling instants (𝑡𝑘 and
𝑡𝑘+1) through a zero order holder. Differently from classical digital control approaches, the sampling interval 𝑡𝑘+1 − 𝑡𝑘
is not assumed to be constant but can be seen as an additional control action.

Then, the closed loop reads:

⎧

⎪

⎨

⎪

⎩

�̇�𝑝(𝑡) = 𝐴𝑝𝑥𝑝(𝑡) + 𝐵𝑝𝑦𝑐(𝑡𝑘),
𝑦𝑝(𝑡) = 𝐶𝑝𝑥𝑝(𝑡),
�̇�𝑐(𝑡) = 𝐴𝑐𝑥𝑐(𝑡) + 𝐵𝑐𝑦𝑝(𝑡) + 𝜃1(𝑡),
𝑦𝑐(𝑡) = 𝐶𝑐𝑥𝑐(𝑡) +𝐷𝑐𝑦𝑝(𝑡),

(4)

for all 𝑡 ∈ [𝑡𝑘 , 𝑡𝑘+1). It involves an additional input 𝜃1(𝑡) to be designed by taking inspiration from anti-windup action
(see, for example [21] in the context of saturation nonlinearity) for mitigating the undesired effect of the sampling of
𝑦𝑐(𝑡). The implicit objective is to add some degree of freedom in order to reduce the number of updates of the control
induced by the event-triggering mechanism, while preserving the stability and some performance of the closed loop.

By using a similar formulation as in [18] we define the available vector for event-triggering purpose 𝛿(𝑡):

𝛿(𝑡) = 𝑦𝑐(𝑡𝑘) − 𝑦𝑐(𝑡). (5)

Thus, 𝛿(𝑡) depends only on the output of the controller and is then available at the controller node. Indeed, the function
𝛿(𝑡) represents a measure of the difference between the computed continuous-time controller output value and its
sampled and held version sent to implement the control. Therefore, the idea behind the use of a nonstandard anti-
windup action is to use this difference 𝛿 as a new input of the controller and then to consider the following signal 𝜃1(𝑡)
to augment the controller:

𝜃1(𝑡) = 𝐸𝑐(𝑦𝑐(𝑡𝑘) − 𝑦𝑐(𝑡)) = 𝐸𝑐𝛿(𝑡), (6)

with 𝐸𝑐 ∈ ℝ𝑛𝑐×𝑚 a matrix to be designed. A representation of the scheme considered is illustrated in Figure 1.

Controller ETM Plant

+-

Ec

yc(t) yc(tk)

Network

yp(t)

δ(t)θ1(t)

Figure 1: Block diagram of the closed-loop system.

By defining the augmented state vector 𝑥 =
[

𝑥⊤𝑝 𝑥⊤𝑐
]⊤ ∈ ℝ𝑛, 𝑛 = 𝑛𝑝 + 𝑛𝑐 , the closed loop can be expressed as

follows:

⎧

⎪

⎨

⎪

⎩

�̇�(𝑡) = 𝐴𝑥(𝑡) + (𝐵 + 𝑅𝐸𝑐)𝛿(𝑡),
𝑦(𝑡) = 𝐶𝑥(𝑡),
𝑦𝑐(𝑡) = 𝐾𝑥(𝑡),

(7)
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with

𝐴 =
[

𝐴𝑝 + 𝐵𝑝𝐷𝑐𝐶𝑝 𝐵𝑝𝐶𝑐
𝐵𝑐𝐶𝑝 𝐴𝑐

]

, 𝐵 =
[

𝐵𝑝
𝟎

]

, 𝐶 =
[

𝐶𝑝 𝟎
𝐷𝑐𝐶𝑝 𝐶𝑐

]

,

𝐾 =
[

𝐷𝑐𝐶𝑝 𝐶𝑐
]

, and 𝑅 =
[

𝟎
𝟏

]

.
(8)

for all 𝑡 ∈ [𝑡𝑘 , 𝑡𝑘+1). By construction the closed-loop matrix 𝐴 defined in (8) is Hurwitz. The scheme proposed in (7)
is different from the classical event-based scheme (where 𝑢 is updated) since in the classical case 𝛿 does not appear
in the dynamic of the controller. Hence the idea here is to use the knowledge we have about this signal 𝛿 in order to
mitigate the effect of the event-triggered control. The classical case is recovered by setting 𝐸𝑐 = 0.

2.2. Event-triggering mechanism
By taking inspiration from [22], the event-triggered implementation of the controller (2) is proposed through a

dynamic event triggering mechanism (ETM) to enrich the event generator algorithm managing the controller to decide
when the control input has to be updated, based on the available information. That can be viewed as an expansion of
the event-triggered control strategy proposed in [22], [23] and [7]. Then, we consider that a dynamic event-triggering
mechanism is introduced through an internal dynamic variable denoted 𝜂 ∈ ℝ, following the impulsive dynamics:

⎧

⎪

⎨

⎪

⎩

�̇�(𝑡) = 𝑓 (𝑦(𝑡), 𝛿(𝑡), 𝜂(𝑡)),
∀𝑡 ∈ [𝑡𝑘 , 𝑡𝑘 + 𝑇 ) ∪ (𝑡𝑘 + 𝑇 , 𝑡𝑘+1),

𝜂(𝑡𝑘 + 𝑇 ) = max(0, 𝜂(𝑡𝑘 + 𝑇 −)),
(9)

for all 𝑘 ∈ ℕ, where 𝑓 ∶ ℝ𝑝+2𝑚+1 → ℝ and 𝜂(𝑡𝑘+𝑇 −) denotes the limit of 𝜂(𝑡) when 𝑡 approaches 𝑡𝑘+𝑇 from below.
It is further assumed that the dynamic variable 𝜂 is initialized to a value 𝜂(𝑡0) ≥ 0. Leveraging this dynamics (9), the
sampling instants are determined from the following logic:

𝑡𝑘+1 = min{𝑡 ≥ 𝑡𝑘 + 𝑇 , 𝑠.𝑡. 𝜂(𝑡) ≤ 0}, (10)

where 𝑇 is a positive scalar. By definition, (10) guarantees that the next sampling time will occur at least 𝑇 time units
ahead the last one. As 𝑇 can be seen as a minimal dwell time, the avoidance of Zeno solutions is guaranteed and the
dwell time T ensures that no sampling can occur in the interval [𝑡𝑘, 𝑡𝑘 + 𝑇 ). Furthermore, for 𝑡 ≥ 𝑡𝑘 + 𝑇 the control is
not updated before 𝜂(𝑡) ≤ 0.

The main problem we intend to solve can be summarized as follows:

Problem 1. Given a positive scalar 𝑇 , design the anti-windup gain 𝐸𝑐 and devise function 𝑓 , such that the event-
triggering mechanism defined as in (10) and (9), ensures the asymptotic stability of the closed-loop system (7), while
reducing the number of events generated.

Remark 1. More sophisticated functions for the triggering logic used in equation (10) could be used, by replacing the
condition 𝜂(𝑡) ≤ 0 by a more sophisticated 𝑔(𝑦, 𝛿, 𝜂) ≤ 0, with, for instance, 𝑔(𝑦, 𝛿, 𝜂) = 𝜂 + 𝜎(‖𝑦‖2𝑄𝑓1

− ‖𝛿‖2𝑄𝑓2
).

However, this kind of functions 𝑔 may not result in larger inter-execution times as discussed in [7]. Furthermore,
another additional objective could be to handle a performance index as in [17] or [7].

3. Sufficient stability conditions for ETM design
3.1. Auxiliary result

Solving Problem 1 resides in designing 𝐸𝑐 and 𝑓 in order to ensure the asymptotic stability of the sampled-data
system (7). To do this, we use Theorem 1 of [22], which is also inspired from [19], [20] and can be viewed as a general
formulation of [13]. This theorem is recalled below.

Theorem 1. [22] Given a positive scalar 𝑇 , if there exist a function 𝑉 ∶ ℝ𝑛 → ℝ, scalars 𝜖1 > 0, 𝜖2 > 0, 𝜖3 > 0 and
1 > 𝜖4 > 0 such that:

1. 𝜖1||𝑥||2 ≤ 𝑉 (𝑥(𝑡)) ≤ 𝜖2||𝑥||2,∀𝑥 ∈ ℝ𝑛
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2. 𝜂(𝑡𝑘) ≥ 0 and 𝜂(𝑡) ≥ 0,
∀𝑡 ∈ [𝑡𝑘 + 𝑇 , 𝑡𝑘+1),∀𝑘 ∈ ℕ

3. �̇� (𝑥(𝑡)) + �̇�(𝑡) ≤ −𝜖3(𝑉 (𝑥(𝑡)) + 𝜂(𝑡)),
∀𝑡 ∈ [𝑡𝑘 , 𝑡𝑘 + 𝑇 ) ∪ (𝑡𝑘 + 𝑇 , 𝑡𝑘+1),∀𝑘 ∈ ℕ

4. 𝑉 (𝑥(𝑡𝑘 + 𝑇 )) − 𝑉 (𝑥(𝑡𝑘)) ≤ −𝜖4𝑉 (𝑥(𝑡𝑘)),∀𝑘 ∈ ℕ
then, the closed-loop system (7) with the triggering mechanism (10) and (9) is asymptotically stable and the inter-
sampling times are lower bounded by 𝑇 .

3.2. Theoretical conditions
In this section, leveraging on Theorem 1, we present numerical techniques to explicitly design 𝐸𝑐 and function 𝑓

such that the assumptions of Theorem 1 hold. With this aim, we focus on function 𝑓 described below:

𝑓 (𝑦, 𝛿, 𝜂) = ‖𝑦‖2𝑄𝑓1
− ‖𝛿‖2𝑄𝑓2

−𝑄𝑓3𝜂 (11)

with 𝟎 < 𝑄𝑓1 = 𝑄⊤
𝑓1 ∈ ℝ(𝑚+𝑝)×(𝑚+𝑝), 𝟎 < 𝑄𝑓2 = 𝑄⊤

𝑓2 ∈ ℝ𝑚×𝑚 and 0 < 𝑄𝑓3 ∈ ℝ. In order to address Problem 1,
we need to design 𝑄𝑓1, 𝑄𝑓2, 𝑄𝑓3, 𝐸𝑐 and the function 𝑉 complying with the items of Theorem 1. Indeed, we expand
Theorem 2 in [22] to co-design the anti-windup gain 𝐸𝑐 and the event-triggering mechanism.

Let us first define the following useful matrices

𝑀1𝑑 =
[

𝟏 𝟎 𝟎
]

, 𝑀2𝑑 =
[

𝟎 𝟏 𝟎
]

, 𝑀3𝑑 =
[

𝟎 𝟎 𝟏
]

, 𝑀4𝑑 =
[

𝟏 𝟎 −𝟏
]

,

𝑀5𝑑 =
[

𝐴 − 𝐵𝐾 −𝟏 𝐵𝐾
]

,𝑀6𝑑 =
[

𝐴 − (𝐵 + 𝑅𝐸𝑐)𝐾 −𝟏 (𝐵 + 𝑅𝐸𝑐)𝐾
]

, (12)

in order to propose the following general result.

Theorem 2. Given a positive scalar 𝑇 . If there exist symmetric positive definite matrices 𝑃 ∈ ℝ𝑛×𝑛, 𝑄𝑓1 ∈
ℝ(𝑚+𝑝)×(𝑚+𝑝), 𝑄𝑓2 ∈ ℝ𝑚×𝑚, 𝑄𝑓3 ∈ ℝ1×1, Ω ∈ ℝ𝑛×𝑛, symmetric matrices 𝐹1 ∈ ℝ𝑛×𝑛 and 𝐺 ∈ ℝ𝑛×𝑛, matrices
𝑍 ∈ ℝ𝑛𝑐×𝑚, 𝑌1 ∈ ℝ𝑛×𝑛, 𝑌2 ∈ ℝ𝑛×𝑛, 𝐹2 ∈ ℝ𝑛×𝑛 and 𝑁 ∈ ℝ3𝑛×𝑛, and scalars 𝜖3 > 0 and 𝜌 > 0, such that the following
relations hold

⎡

⎢

⎢

⎢

⎢

⎣

𝑌 ⊤
1 𝐴 + 𝐴⊤𝑌1 + 𝐶⊤𝑄𝑓1𝐶 + 𝜖3𝑃 𝐴⊤𝑌2 − 𝑌 ⊤

1 + 𝑃 𝑌 ⊤
1 𝐵 + 𝑅𝑍 𝟎

⋆ −𝑌2 − 𝑌 ⊤
2 𝑌 ⊤

2 𝐵 + 𝜌𝑅𝑍 𝟎
⋆ ⋆ −𝑄𝑓2 𝟎
⋆ ⋆ ⋆ −𝑄𝑓3 + 𝜖3

⎤

⎥

⎥

⎥

⎥

⎦

≤ 𝟎, (13)

Ψ0 =𝐻𝑒{𝑀⊤
1𝑑𝑃𝑀2𝑑} −𝑀⊤

4𝑑𝐹1𝑀4𝑑 −𝐻𝑒{𝑀⊤
4𝑑𝐹2𝑀3𝑑} +𝐻𝑒{−𝑁𝑀4𝑑} + 𝑇 (𝑀⊤

2𝑑Ω𝑀2𝑑

+𝐻𝑒{𝑀⊤
2𝑑𝐹1𝑀4𝑑} +𝐻𝑒{𝑀⊤

2𝑑𝐹2𝑀3𝑑} +𝑀⊤
3𝑑𝐺𝑀3𝑑) +𝐻𝑒

⎧

⎪

⎨

⎪

⎩

⎡

⎢

⎢

⎣

𝑌 ⊤
1

𝑌 ⊤
2
𝟎

⎤

⎥

⎥

⎦

𝑀5𝑑 −
⎡

⎢

⎢

⎣

𝟏
𝜌𝟏
𝟎

⎤

⎥

⎥

⎦

𝑅𝑍𝐾𝑀4𝑑

⎫

⎪

⎬

⎪

⎭

< 𝟎,
(14)

Ψ𝑇 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝐻𝑒{𝑀⊤
1𝑑𝑃𝑀2𝑑} − 𝑇𝑀⊤

3𝑑𝐺𝑀3𝑑 −𝑀⊤
4𝑑𝐹1𝑀4𝑑

−𝐻𝑒{𝑀⊤
4𝑑𝐹2𝑀3𝑑} +𝐻𝑒{−𝑁𝑀4𝑑}

+𝐻𝑒

⎧

⎪

⎨

⎪

⎩

⎡

⎢

⎢

⎣

𝑌 ⊤
1

𝑌 ⊤
2
𝟎

⎤

⎥

⎥

⎦

𝑀5𝑑 −
⎡

⎢

⎢

⎣

𝟏
𝜌𝟏
𝟎

⎤

⎥

⎥

⎦

𝑅𝑍𝐾𝑀4𝑑

⎫

⎪

⎬

⎪

⎭

𝑇𝑁

𝑇𝑁⊤ −𝑇Ω

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

< 𝟎, (15)

with 𝑌1 and 𝑌2 structured as follows, respectively:

𝑌1 =
[

𝑌111 𝑌112
𝟎 𝑌22

]

and 𝑌2 =
[

𝑌211 𝑌212
𝟎 𝜌𝑌22

]

. (16)
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Then,
i) The items of Theorem 1 hold with 𝑉 (𝑥) = 𝑥⊤𝑃𝑥, and function 𝑓 is defined as in (11) from 𝑄𝑓1, 𝑄𝑓2, 𝑄𝑓3;
ii) The inter-sampling times are lower bounded by 𝑇 ;
iii) The anti-windup gain solution to Problem 1 is given by 𝐸𝑐 = (𝑌 ⊤

22)
−1𝑍.

Proof. Consider the function 𝑉 (𝑥) = 𝑥⊤𝑃𝑥, with 𝑃 = 𝑃⊤ > 0. Item 1) of Theorem 1 is satisfied with 𝜖1 = 𝜆𝑚𝑖𝑛(𝑃 )
and 𝜖2 = 𝜆𝑚𝑎𝑥(𝑃 ).

By (9), we have 𝜂(𝑡𝑘+𝑇 ) ≥ 0. From continuity of 𝜂 on [𝑡𝑘+𝑇 , 𝑡𝑘+1], (10) gives that 𝜂(𝑡) ≥ 0 for all 𝑡 ∈ [𝑡𝑘+𝑇 , 𝑡𝑘+1].
Together with 𝜂(𝑡0) ≥ 0, this guarantees the satisfaction of item 2) of Theorem 1.

By computing the time-derivative of (𝑥, 𝜂) = 𝑉 (𝑥)+𝜂, for any 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+𝑇 )∪ (𝑡𝑘+𝑇 , 𝑡𝑘+1), along the closed-
loop system (7) with the dynamics of 𝜂 defined by (9) and (11) one gets: ̇(𝑥, 𝜂) = �̇� (𝑥) + �̇� = �̇�⊤𝑃𝑥 + 𝑥⊤𝑃 �̇� + �̇�.
Or equivalently by defining

𝜉 =
[

𝑥⊤ �̇�⊤ 𝛿⊤
√

|𝜂|
]⊤

,

one gets:

̇(𝑥, 𝜂) = 𝜉⊤
⎛

⎜

⎜

⎜

⎝

𝐻𝑒

⎧

⎪

⎨

⎪

⎩

⎡

⎢

⎢

⎢

⎣

𝟏
𝟎
𝟎
𝟎

⎤

⎥

⎥

⎥

⎦

𝑃
[

𝟎 𝟏 𝟎 𝟎
]

⎫

⎪

⎬

⎪

⎭

+ ℂ⊤𝑄𝑓ℂ
⎞

⎟

⎟

⎟

⎠

𝜉, (17)

with ℂ =
⎡

⎢

⎢

⎣

𝐶 𝟎 𝟎 𝟎
𝟎 𝟎 𝟏 𝟎
𝟎 𝟎 𝟎 𝟏

⎤

⎥

⎥

⎦

and 𝑄𝑓 =
⎡

⎢

⎢

⎣

𝑄𝑓1 𝟎 𝟎
𝟎 −𝑄𝑓2 𝟎
𝟎 𝟎 −𝑄𝑓3

⎤

⎥

⎥

⎦

. Furthermore, note that from (7) one verifies:

[

𝐴 −𝟏 𝐵 + 𝑅𝐸𝑐 𝟎
]

𝜉 = 𝑀0𝜉 = 0.

Then one can satisfy the following condition for matrices 𝑌1 and 𝑌2:

𝐻𝑒

⎧

⎪

⎨

⎪

⎩

𝜉⊤
⎡

⎢

⎢

⎢

⎣

𝑌 ⊤
1

𝑌 ⊤
2
𝟎
𝟎

⎤

⎥

⎥

⎥

⎦

𝑀0𝜉

⎫

⎪

⎬

⎪

⎭

= 0. (18)

Hence, satisfying ̇(𝑥, 𝜂) < 0 along the trajectories of system (7), is equivalent to satisfy:

1 = ̇(𝑥, 𝜂) +𝐻𝑒

⎧

⎪

⎨

⎪

⎩

𝜉⊤
⎡

⎢

⎢

⎢

⎣

𝑌 ⊤
1

𝑌 ⊤
2
𝟎
𝟎

⎤

⎥

⎥

⎥

⎦

𝑀0𝜉

⎫

⎪

⎬

⎪

⎭

= 𝜉⊤
⎛

⎜

⎜

⎜

⎝

𝐻𝑒

⎧

⎪

⎨

⎪

⎩

⎡

⎢

⎢

⎢

⎣

𝑌 ⊤
1

𝑌 ⊤
2
𝟎
𝟎

⎤

⎥

⎥

⎥

⎦

𝑀0 +𝑀⊤
1 𝑃𝑀2

⎫

⎪

⎬

⎪

⎭

+ ℂ⊤𝑄𝑓ℂ
⎞

⎟

⎟

⎟

⎠

𝜉 < 0

with 𝑀1 =
[

𝟏 𝟎 𝟎 𝟎
]

and 𝑀2 =
[

𝟎 𝟏 𝟎 𝟎
]

.
In order to linearize the terms in which 𝐸𝑐 is involved, that is 𝑌 ⊤

1 𝑅𝐸𝑐 and 𝑌 ⊤
2 𝑅𝐸𝑐 hidden in (18), we impose the

following structure to the multipliers:

𝑌1 =
[

𝑌111 𝑌112
𝟎 𝑌22

]

and 𝑌2 =
[

𝑌211 𝑌212
𝟎 𝜌𝑌22

]

, (19)

which leads to

𝑌 ⊤
1 𝑅𝐸𝑐 =

[

𝟎
𝑌 ⊤
22𝐸𝑐

]

= 𝑅𝑍, 𝑌 ⊤
2 𝑅𝐸𝑐 =

[

𝟎
𝜌𝑌 ⊤

22𝐸𝑐

]

= 𝜌𝑅𝑍,
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with the change of variable 𝑍 = 𝑌 ⊤
22𝐸𝑐 . Hence, 1 reads:

1 = 𝜉⊤

⎡

⎢

⎢

⎢

⎢

⎣

𝑌 ⊤
1 𝐴 + 𝐴⊤𝑌1 + 𝐶⊤𝑄𝑓1𝐶 𝐴⊤𝑌2 − 𝑌 ⊤

1 + 𝑃 𝑌 ⊤
1 𝐵 + 𝑅𝑍 𝟎

⋆ −𝑌2 − 𝑌 ⊤
2 𝑌 ⊤

2 𝐵 + 𝜌𝑅𝑍 𝟎
⋆ ⋆ −𝑄𝑓2 𝟎
⋆ ⋆ ⋆ −𝑄𝑓3

⎤

⎥

⎥

⎥

⎥

⎦

𝜉 = 𝜉⊤Φ𝜉.

Hence, if relation (13) is satisfied, then it follows that

1 = 𝜉⊤Φ𝜉 + 𝜖3𝑥
⊤𝑃𝑥 + 𝜖3|𝜂| ≤ 0

thus,

̇ ≤ −𝜖3𝑥𝑇𝑃𝑥 − 𝜖3|𝜂| ≤ −𝜖3(𝑥⊤𝑃𝑥 + 𝜂)

and item 3) in Theorem 1 is satisfied. Note that the satisfaction of relation (13) implies that matrix 𝑌 is non-singular
and therefore due to the structure of 𝑌 as considered in (16), 𝑌22 is also non-singular.

In order to prove that item 4) of Theorem 1 holds, one has to consider (7) over the interval [𝑡𝑘, 𝑡𝑘 + 𝑇 ]. To do
this, we consider the system trajectories of (7) in a lifted domain [15, 25, 4], expanding the approach in [13]. Thus, by
defining 𝜏 = 𝑡− 𝑡𝑘, with 𝜏 ∈ [0, 𝑇 ), and a function 𝑋𝑘(𝜏) = 𝑥(𝑡𝑘+ 𝜏) = 𝑥(𝑡), from (7) one gets the following equation:

�̇�𝑘(𝜏) = (𝐴 − (𝐵 + 𝑅𝐸𝑐)𝐾)𝑋𝑘(𝜏) + (𝐵 + 𝑅𝐸𝑐)𝐾𝑋𝑘(0). (20)

Furthermore, for 𝑡 ∈ [𝑡𝑘, 𝑡𝑘 + 𝑇 ), one can write:

𝑉 (𝑥(𝑡)) = 𝑉 (𝑋𝑘(𝜏)) = 𝑋𝑘(𝜏)⊤𝑃𝑋𝑘(𝜏), 𝜏 ∈ [0, 𝑇 ). (21)

The solution to (20) for 𝜏 ∈ [0, 𝑇 ] lives in 𝔽 2𝑛
[0,𝑇 ], which is the set of differentiable functions from the interval [0, 𝑇 ]

into ℝ2𝑛. Then for this solution 𝑋𝑘 ∈ 𝔽 2𝑛
[0,𝑇 ] one can define:

𝑊 (𝜏,𝑋𝑘) = 𝑉 (𝑋𝑘(𝜏)) + 𝑉0(𝜏,𝑋𝑘), (22)

with 𝑉0(𝜏,𝑋𝑘) ∶ [0, 𝑇 ] → 𝔽 2𝑛
[0,𝑇 ] being a looped-functional borrowed from [16], [15]. Hence, let us consider

𝑉0(𝜏,𝑋𝑘) = (𝑇 − 𝜏)(𝑋𝑘(𝜏) −𝑋𝑘(0))⊤𝐹1(𝑋𝑘(𝜏) −𝑋𝑘(0))

+ (𝑇 − 𝜏)((𝑋𝑘(𝜏) −𝑋𝑘(0))⊤𝐹2𝑋𝑘(0) +𝑋𝑘(0)⊤𝐹⊤
2 (𝑋𝑘(𝜏) −𝑋𝑘(0)))

+ (𝑇 − 𝜏)𝜏𝑋𝑘(0)⊤𝐺𝑋𝑘(0) + (𝑇 − 𝜏)∫

𝜏

0
�̇�𝑘(𝜃)⊤Ω�̇�𝑘(𝜃)𝑑𝜃.

(23)

It follows that 𝑉0 verifies a looping condition: 𝑉0(𝑇 ,𝑋𝑘) = 𝑉0(0, 𝑋𝑘) = 0, ∀𝑋𝑘 ∈ 𝔽 2𝑛
[0,𝑇 ]. Then the time-derivative of

𝑊 (𝜏,𝑋𝑘) (i.e. 𝑑𝑊
𝑑𝜏 here) along the trajectories of (20) reads:

�̇� (𝜏,𝑋𝑘) = 2𝑋𝑘(𝜏)⊤𝑃 �̇�𝑘(𝜏) + (𝑇 − 𝜏)�̇�𝑘(𝜏)⊤
[

Ω�̇�𝑘(𝜏) + 2𝐹1(𝑋𝑘(𝜏) −𝑋𝑘(0)) + 2𝐹2𝑋𝑘(0)
]

− (𝑋𝑘(𝜏) −𝑋𝑘(0))⊤
[

𝐹1(𝑋𝑘(𝜏) −𝑋𝑘(0)) + 2𝐹2𝑋𝑘(0)
]

+ (𝑇 − 2𝜏)𝑋𝑘(0)⊤𝐺𝑋𝑘(0)

− ∫

𝜏

0
�̇�𝑘(𝜃)⊤Ω�̇�𝑘(𝜃)𝑑𝜃.

(24)

By defining the augmented vector 𝜉𝑘(𝜏) =
[

𝑋𝑘(𝜏)⊤ �̇�𝑘(𝜏)⊤ 𝑋𝑘(0)⊤
]⊤, one can consider the following

constraint similarly to the first part of the proof:

𝐻𝑒

⎧

⎪

⎨

⎪

⎩

𝜉𝑘(𝜏)⊤
⎡

⎢

⎢

⎣

𝑌 ⊤
1

𝑌 ⊤
2
𝟎

⎤

⎥

⎥

⎦

𝑀6𝑑𝜉𝑘(𝜏)

⎫

⎪

⎬

⎪

⎭

= 0. (25)
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with𝑀6𝑑 defined in (12). Hence, in order to linearize the terms in which𝐸𝑐 is involved, that is 𝑌 ⊤
1 𝑅𝐸𝑐𝐾 and 𝑌 ⊤

2 𝑅𝐸𝑐𝐾 ,
we impose the same structure to the multipliers as in (19). That leads by using the same change of variables as in the
continuous part of the proof:

𝑌 ⊤
1 𝑅𝐸𝑐𝐾 =

[

𝟎
𝑌 ⊤
22𝐸𝑐𝐾

]

= 𝑅𝑍𝐾, 𝑌 ⊤
2 𝑅𝐸𝑐𝐾 =

[

𝟎
𝜌𝑌 ⊤

22𝐸𝑐𝐾

]

= 𝜌𝑅𝑍𝐾, (26)

with 𝑍 = 𝑌 ⊤
22𝐸𝑐 . Furthermore, from [15, 3], the integral term can be upper-bounded as follows

−∫

𝜏

0
�̇�𝑘(𝜃)⊤Ω�̇�𝑘(𝜃)𝑑𝜃 ≤ −2𝜉𝑘(𝜏)⊤𝑁(𝑋𝑘(𝜏) −𝑋𝑘(0)) + 𝜏𝜉𝑘(𝜏)⊤𝑁Ω−1𝑁⊤𝜉𝑘(𝜏),

for any matrix 𝑁 ∈ ℝ3𝑛×𝑛. Then, the time-derivative of function 𝑊 satisfy:

�̇� (𝜏,𝑋𝑘) ≤ 𝜉𝑘(𝜏)
(

𝐻𝑒{𝑀⊤
1𝑑𝑃𝑀2𝑑} + (𝑇 − 𝜏)(𝑀⊤

2𝑑Ω𝑀2𝑑 +𝐻𝑒{𝑀⊤
2𝑑𝐹1𝑀4𝑑}

+𝐻𝑒{𝑀⊤
2𝑑𝐹2𝑀3𝑑}) +𝐻𝑒

⎧

⎪

⎨

⎪

⎩

⎡

⎢

⎢

⎣

𝑌 ⊤
1

𝑌 ⊤
2
𝟎

⎤

⎥

⎥

⎦

𝑀6𝑑

⎫

⎪

⎬

⎪

⎭

−𝑀⊤
4𝑑𝐹1𝑀4𝑑 −𝐻𝑒{𝑀⊤

4𝑑𝐹2𝑀3𝑑}

+(𝑇 − 2𝜏)𝑀⊤
3𝑑𝐺𝑀3𝑑 +𝐻𝑒{−𝑁𝑀4𝑑} + 𝜏𝑁Ω−1𝑁⊤) 𝜉𝑘(𝜏).

(27)

with 𝑀1𝑑 , 𝑀2𝑑 , 𝑀3𝑑 , 𝑀4𝑑 and 𝑀6𝑑 defined in (12). We can observe that the expression in the right-hand side of (27)
is affine with respect to 𝜏. Since 𝜏 ∈ [0, 𝑇 ], by convexity arguments, it suffices to ensure that the right-hand-side of
(27) is negative for 𝜏 = 0 and for 𝜏 = 𝑇 to guarantee that �̇� (𝜏,𝑋𝑘) < 0, ∀𝜏 ∈ [0, 𝑇 ]. Nothing that, similarly to the
continuous case, one has

𝐻𝑒

⎧

⎪

⎨

⎪

⎩

⎡

⎢

⎢

⎣

𝑌 ⊤
1

𝑌 ⊤
2
𝟎

⎤

⎥

⎥

⎦

𝑀6𝑑

⎫

⎪

⎬

⎪

⎭

= 𝐻𝑒

⎧

⎪

⎨

⎪

⎩

⎡

⎢

⎢

⎣

𝑌 ⊤
1

𝑌 ⊤
2
𝟎

⎤

⎥

⎥

⎦

𝑀5𝑑 −
⎡

⎢

⎢

⎣

𝟏
𝜌𝟏
𝟎

⎤

⎥

⎥

⎦

𝑅𝑍𝐾𝑀4𝑑

⎫

⎪

⎬

⎪

⎭

with 𝑀5𝑑 defined in (12), thus the negativity of �̇� (𝜏,𝑋𝑘) is ensured whenever the following inequalities are satisfied:

Ψ0 =𝐻𝑒{𝑀⊤
1𝑑𝑃𝑀2𝑑} −𝑀⊤

4𝑑𝐹1𝑀4𝑑 −𝐻𝑒{𝑀⊤
4𝑑𝐹2𝑀3𝑑} +𝐻𝑒{−𝑁𝑀4𝑑} + 𝑇 (𝑀⊤

2𝑑Ω𝑀2𝑑

+𝐻𝑒{𝑀⊤
2𝑑𝐹1𝑀4𝑑} +𝐻𝑒{𝑀⊤

2𝑑𝐹2𝑀3𝑑} +𝑀⊤
3𝑑𝐺𝑀3𝑑) +𝐻𝑒

⎧

⎪

⎨

⎪

⎩

⎡

⎢

⎢

⎣

𝑌 ⊤
1

𝑌 ⊤
2
𝟎

⎤

⎥

⎥

⎦

𝑀5𝑑 −
⎡

⎢

⎢

⎣

𝟏
𝜌𝟏
𝟎

⎤

⎥

⎥

⎦

𝑅𝑍𝐾𝑀4𝑑

⎫

⎪

⎬

⎪

⎭

< 𝟎,

Ψ𝑇 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝐻𝑒{𝑀⊤
1𝑑𝑃𝑀2𝑑} − 𝑇𝑀⊤

3𝑑𝐺𝑀3𝑑 −𝑀⊤
4𝑑𝐹1𝑀4𝑑

−𝐻𝑒{𝑀⊤
4𝑑𝐹2𝑀3𝑑} +𝐻𝑒{−𝑁𝑀4𝑑}

+𝐻𝑒

⎧

⎪

⎨

⎪

⎩

⎡

⎢

⎢

⎣

𝑌 ⊤
1

𝑌 ⊤
2
𝟎

⎤

⎥

⎥

⎦

𝑀5𝑑 −
⎡

⎢

⎢

⎣

𝟏
𝜌𝟏
𝟎

⎤

⎥

⎥

⎦

𝑅𝑍𝐾𝑀4𝑑

⎫

⎪

⎬

⎪

⎭

𝑇𝑁

𝑇𝑁⊤ −𝑇Ω

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

< 𝟎,

which correspond to relations (14) and (15). Thus, the satisfaction of relations (14) and (15) ensures that �̇� (𝜏,𝑋𝑘) < 0.
In other words, one gets

∫

𝑇

0
�̇� (𝜏,𝑋𝑘)𝑑𝜏 = 𝑉 (𝑋𝑘(𝑇 )) − 𝑉 (𝑋𝑘(0)) + 𝑉0(𝑇 ,𝑋𝑘) − 𝑉0(0, 𝑋𝑘) = 𝑉 (𝑋𝑘(𝑇 )) − 𝑉 (𝑋𝑘(0)) < 0

C. de Souza et al.: Preprint submitted to Elsevier Page 8 of 21



Nonstandard anti-windup approach for event-triggered control purpose

since by definition 𝑉0(𝑇 ,𝑋𝑘) = 𝑉0(0, 𝑋𝑘). We can conclude that the satisfaction of relations (14) and (15) ensures that

𝑉 (𝑋𝑘(𝑇 )) − 𝑉 (𝑋𝑘(0)) = 𝑉 (𝑥(𝑡𝑘 + 𝑇 )) − 𝑉 (𝑥(𝑡𝑘)) < 0,∀𝑘 ∈ ℕ.

Hence, there exists 0 < 𝜖4<1 such that item 4) of Theorem 1 holds. □
Theorem 1 uses particular structures of the multipliers 𝑌1 and 𝑌2 (see equation (19) in order to have an easy way to

compute the event-triggering parameters 𝑄𝑓1, 𝑄𝑓2, 𝑄𝑓3 and the anti-windup-like gain 𝐸𝑐 . The remaining parameters
𝜖3 and 𝜌 are tuning parameters: 𝜖3 can be fixed sufficiently small and 𝜌 can be searched via a grid search. Nevertheless,
if the anti-windup gain 𝐸𝑐 is fixed a priori, we have no need to structure the multipliers as suggested in the corollary
below and therefore no need of a tuning parameter 𝜌.

Corollary 3. Given a positive scalar 𝑇 and an anti-windup gain 𝐸𝑐 . If there exist symmetric positive definite matrices
𝑃 ∈ ℝ𝑛×𝑛, 𝑄𝑓1 ∈ ℝ(𝑚+𝑝)×(𝑚+𝑝), 𝑄𝑓2 ∈ ℝ𝑚×𝑚, 𝑄𝑓3 ∈ ℝ1×1, and Ω ∈ ℝ𝑛×𝑛, symmetric matrices 𝐹1 ∈ ℝ𝑛×𝑛,
𝐺 ∈ ℝ𝑛×𝑛, matrices 𝑍 ∈ ℝ𝑛𝑐×𝑚, 𝑌1 ∈ ℝ𝑛×𝑛, 𝑌2 ∈ ℝ𝑛×𝑛, 𝑌3 ∈ ℝ𝑛×𝑚, 𝑌4 ∈ ℝ𝑛×1, 𝑌5 ∈ ℝ𝑛×𝑛 𝐹2 ∈ ℝ𝑛×𝑛 and
𝑁 ∈ ℝ3𝑛×𝑛, and a scalar 𝜖3 > 0, such that the following relations hold

⎡

⎢

⎢

⎢

⎢

⎣

𝐻𝑒{𝑌 ⊤
1 𝐴} + 𝐶⊤𝑄𝑓1𝐶 + 𝜖3𝑃 𝐴⊤𝑌2 − 𝑌 ⊤

1 + 𝑃 𝐴⊤𝑌3 + 𝑌 ⊤
1 (𝐵 + 𝑅𝐸𝑐) 𝐴⊤𝑌4

⋆ 𝐻𝑒{−𝑌2} −𝑌3 + 𝑌 ⊤
2 (𝐵 + 𝑅𝐸𝑐) −𝑌4

⋆ ⋆ 𝐻𝑒{𝑌 ⊤
3 (𝐵 + 𝑅𝐸𝑐)} −𝑄𝑓2 𝑌 ⊤

4 (𝐵 + 𝑅𝐸𝑐)
⋆ ⋆ ⋆ −𝑄𝑓3 + 𝜖3

⎤

⎥

⎥

⎥

⎥

⎦

< 𝟎, (28)

Ψ0 =𝐻𝑒{𝑀⊤
1𝑑𝑃𝑀2𝑑} −𝑀⊤

4𝑑𝐹1𝑀4𝑑 −𝐻𝑒{𝑀⊤
4𝑑𝐹2𝑀3𝑑} +𝐻𝑒{−𝑁𝑀4𝑑} +𝐻𝑒

⎧

⎪

⎨

⎪

⎩

⎡

⎢

⎢

⎣

𝑌 ⊤
1

𝑌 ⊤
2

𝑌 ⊤
5

⎤

⎥

⎥

⎦

𝑀6𝑑

⎫

⎪

⎬

⎪

⎭

+ 𝑇 (𝑀⊤
2𝑑Ω𝑀2𝑑 +𝐻𝑒{𝑀⊤

2𝑑𝐹1𝑀4𝑑} +𝐻𝑒{𝑀⊤
2𝑑𝐹2𝑀3𝑑} +𝑀⊤

3𝑑𝐺𝑀3𝑑) < 𝟎,

(29)

Ψ𝑇 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝐻𝑒{𝑀⊤
1𝑑𝑃𝑀2𝑑} −𝑀⊤

4𝑑𝐹1𝑀4𝑑 −𝐻𝑒{𝑀⊤
4𝑑𝐹2𝑀3𝑑}

+𝐻𝑒{−𝑁𝑀4𝑑} +𝐻𝑒

⎧

⎪

⎨

⎪

⎩

⎡

⎢

⎢

⎣

𝑌 ⊤
1

𝑌 ⊤
2

𝑌 ⊤
5

⎤

⎥

⎥

⎦

𝑀6𝑑

⎫

⎪

⎬

⎪

⎭

− 𝑇𝑀⊤
3𝑑𝐺𝑀3𝑑

𝑇𝑁

𝑇𝑁⊤ −𝑇Ω

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

< 𝟎. (30)

with 𝑀𝑖𝑑 , 𝑖 = 1, ..., 6, defined in (12). Then,
i) The items of Theorem 1 hold with 𝑉 (𝑥) = 𝑥⊤𝑃𝑥, and the function 𝑓 is defined as in (11) from 𝑄𝑓1, 𝑄𝑓2, 𝑄𝑓3.
ii) The inter-sampling times are lower bounded by 𝑇 .

Proof. The proof of Corollary 3 follows the same steps as Theorem 2, except for the fact that we consider more slack
variables 𝑌1, 𝑌2, 𝑌3, 𝑌4, and 𝑌5 without any particular structure. □

Remark 2. Since in Corollary 3, the anti-windup gain 𝐸𝑐 is fixed, one can consider any value, in particular, the case
without anti-windup action, i.e. 𝐸𝑐 = 𝟎.

Remark 3. When 𝐸𝑐 is given, as an alternative to Corollary 3, the conditions in [22, Thm2] could be adopted by
considering (7) over the interval [𝑡𝑘, 𝑡𝑘+𝑇 ], handling a discrete-time system with an exponential matrix involving 𝐸𝑐 .

4. Optimization procedures
4.1. Minimization of the transmission data rate

There does not exist a simple and direct optimal way to reduce the amount of control updates, but some indirect
and heuristic algorithms can be used. Let us recall that the control is updated when 𝜂(𝑡) becomes negative. Hence, an
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indirect way to reduce the control updates is to delay the time at which 𝜂 will start to be negative. By following a greedy
heuristic an intuitive way to do this consists then in maximizing �̇�. From (11), such a maximization will be based on
playing with matrices 𝑄𝑓1, 𝑄𝑓2, 𝑄𝑓3, or more precisely to maximize 𝚝𝚛𝚊𝚌𝚎(𝑄𝑓1) and to minimize 𝚝𝚛𝚊𝚌𝚎(𝑄𝑓2, 𝑄𝑓3).
It is important to observe that the equation (11) is homogeneous then one can normalize the matrices 𝑄𝑓1, 𝑄𝑓2, 𝑄𝑓3.
Furthermore, 𝑄𝑓3 is directly related to the convergence rate of 𝜂: smaller is 𝑄𝑓3 slower is the convergence of the
dynamics but there are few event-triggering instants; Moreover since 𝑄𝑓3 is bounded by 𝜖3 from relation (13), a way
to proceed is to fix 𝑄𝑓3 close to 𝜖3, that is small enough. Then one has to optimize 𝚝𝚛𝚊𝚌𝚎(𝑄𝑓1) or 𝚝𝚛𝚊𝚌𝚎(𝑄𝑓2). In the
paper we chose to minimize 𝚝𝚛𝚊𝚌𝚎(𝑄𝑓2). In this sense, the following optimization problems can then be considered:

1 ∶

⎧

⎪

⎨

⎪

⎩

min 𝜃,

subject to (𝑖), (𝑗), (𝑘), 𝚝𝚛𝚊𝚌𝚎(𝑄𝑓2) ≤ 𝜃𝟏, 𝜃 > 0,
𝚝𝚛𝚊𝚌𝚎(𝑄𝑓1) ≥ 𝜇𝟏 and 𝚝𝚛𝚊𝚌𝚎(𝑄𝑓2) ≥ 𝚝𝚛𝚊𝚌𝚎(𝑄𝑓3),

(31)

with 𝜇 a given normalization parameter, (𝑖) = (13), (𝑗) = (14) and (𝑘) = (15) for Theorem 2, and (𝑖) = (28), (𝑗) = (29)
and (𝑘) = (30) for Corollary 3. Note that, if Corollary 3 is used to improve the results of Theorem 2, we can then use
the matrix 𝑄𝑓1 obtained from Theorem 2 as a lower bound to the one searched in Corollary 3.

4.2. Convex-concave algorithm
As commented before Corollary 3, conditions proposed in Theorem 2 suffer from some conservatism due to

the patricular structure imposed on the slack variables 𝑌1 and 𝑌2 to avoid bi-linearity between design variables. To
overcome this drawback, we can use the concave-convex decomposition approach proposed by [6]. Thus, such an
approach proposes to express bi-linear terms via concave-convex decomposition, which is always possible. In this way,
as long as an initial feasible point is available, the concave terms are linearized around this feasible point. From this,
the resulting linearized problem is solved, and the solution obtained is then used to linearize the original concave terms
again. This basically leads to a sequence of semidefinite programming (SDP) problems that can be solved iteratively.

To apply this approach, as a first step, we rewrite (13), (14) and (15) in the following equivalent linear-bilinear
decomposed forms:

⎡

⎢

⎢

⎢

⎣

𝑌 ⊤
1 𝐴 + 𝐴⊤𝑌1 + 𝐶⊤𝑄𝑓1𝐶 + 𝜖3𝑃 𝐴⊤𝑌2 − 𝑌 ⊤

1 + 𝑃 𝑌 ⊤
1 𝐵 𝟎

⋆ −𝑌2 − 𝑌 ⊤
2 𝑌 ⊤

2 𝐵 𝟎
⋆ ⋆ −𝑄𝑓2 𝟎
⋆ ⋆ ⋆ −𝑄𝑓3 + 𝜖3

⎤

⎥

⎥

⎥

⎦

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
1(𝑃 ,𝑌1,𝑌2,𝑄𝑓 )

+𝐻𝑒

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

⎡

⎢

⎢

⎢

⎣

𝑌 ⊤
1

𝑌 ⊤
2
𝟎
𝟎

⎤

⎥

⎥

⎥

⎦

⏟⏟⏟
⊤
1 (𝑌1,𝑌2)

[

𝟎 𝟎 𝑅𝐸𝑐 𝟎
]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
1(𝐸𝑐 )

⎫

⎪

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎪

⎭

< 𝟎,

(32)
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Ψ0 = 𝐻𝑒{𝑀⊤
1𝑑𝑃𝑀2𝑑} −𝑀⊤

4𝑑𝐹1𝑀4𝑑 −𝐻𝑒{𝑀⊤
4𝑑𝐹2𝑀3𝑑} +𝐻𝑒{−𝑁𝑀4𝑑} + 𝑇 (𝑀⊤

2𝑑Ω𝑀2𝑑)

+𝐻𝑒{𝑀⊤
2𝑑𝐹1𝑀4𝑑} +𝐻𝑒{𝑀⊤

2𝑑𝐹2𝑀3𝑑} +𝑀⊤
3𝑑𝐺𝑀3𝑑) +𝐻𝑒

⎧

⎪

⎨

⎪

⎩

⎡

⎢

⎢

⎣

𝑌 ⊤
1

𝑌 ⊤
2
𝟎

⎤

⎥

⎥

⎦

𝑀5𝑑

⎫

⎪

⎬

⎪

⎭

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
2(𝑃 ,𝑌1,𝑌2)

+𝐻𝑒

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

⎡

⎢

⎢

⎣

𝑌 ⊤
1

𝑌 ⊤
2
𝟎

⎤

⎥

⎥

⎦

⏟⏟⏟
⊤
2 (𝑌1,𝑌2)

[

−𝑅𝐸𝑐𝐾 𝟎 𝑅𝐸𝑐𝐾
]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
2(𝐸𝑐 )

⎫

⎪

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎪

⎭

< 𝟎,

(33)

Ψ𝑇 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝐻𝑒{𝑀⊤
1𝑑𝑃𝑀2𝑑} − 𝑇𝑀⊤

3𝑑𝐺𝑀3𝑑 +𝐻𝑒

⎧

⎪

⎨

⎪

⎩

⎡

⎢

⎢

⎣

𝑌 ⊤
1

𝑌 ⊤
2
𝟎

⎤

⎥

⎥

⎦

𝑀5𝑑

⎫

⎪

⎬

⎪

⎭

−𝑀⊤
4𝑑𝐹1𝑀4𝑑 −𝐻𝑒{𝑀⊤

4𝑑𝐹2𝑀3𝑑} +𝐻𝑒{−𝑁𝑀4𝑑}

𝑇𝑁

𝑇𝑁⊤ −𝑇Ω

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
3(𝑃 ,𝑌1,𝑌2)

,

+𝐻𝑒

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

⎡

⎢

⎢

⎢

⎣

𝑌 ⊤
1

𝑌 ⊤
2
𝟎
𝟎

⎤

⎥

⎥

⎥

⎦

⏟⏟⏟
⊤
3 (𝑌1,𝑌2)

[

−𝑅𝐸𝑐𝐾 𝟎 𝑅𝐸𝑐𝐾 𝟎
]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
3(𝐸𝑐 )

⎫

⎪

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎪

⎭

< 𝟎.

(34)

The last term in the previous inequalities can be equivalently rewritten in a convex-concave decomposed form, by
dropping the dependency on the decision variables, as follows:

𝑖 + ⊤
𝑖 𝑖 + ⊤

𝑖 𝑖 − (𝑖 − 𝑖)⊤(𝑖 − 𝑖) < 𝟎, 𝑖 = 1, 2, 3. (35)

By applying Schur complement, (35) is equivalent to:

⎡

⎢

⎢

⎣

𝑖 − ⊤
𝑖 𝑖 − ⊤

𝑖 𝑖 +𝐻𝑒{⊤
𝑖 𝑖} ⊤

𝑖 ⊤
𝑖

⋆ −𝟏 𝟎
⋆ ⋆ −𝟏

⎤

⎥

⎥

⎦

< 𝟎, 𝑖 = 1, 2, 3. (36)
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The last step consists of computing the differential of the concave terms:

1 = −⊤
1 1 − ⊤

1 1 +𝐻𝑒{⊤
1 1} =

⎡

⎢

⎢

⎢

⎣

−𝑌 ⊤
1 𝑌1 −𝑌 ⊤

1 𝑌2 𝑌 ⊤
1 𝑅𝐸𝑐 𝟎

⋆ −𝑌 ⊤
2 𝑌2 𝑌 ⊤

2 𝑅𝐸𝑐 𝟎
⋆ ⋆ −𝐸⊤

𝑐 𝑅
⊤𝑅𝐸𝑐 𝟎

⋆ ⋆ ⋆ 𝟎

⎤

⎥

⎥

⎥

⎦

,

2 = −⊤
2 2 − ⊤

2 2 +𝐻𝑒{⊤
2 2} =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

−𝑌 ⊤
1 𝑌1 −𝐻𝑒(𝑌 ⊤

1 𝑅𝐸𝑐𝐾) −𝑌 ⊤
1 𝑌2 𝑌 ⊤

1 𝑅𝐸𝑐𝐾
−𝐾⊤𝐸⊤

𝑐 𝑅
⊤𝑅𝐸𝑐𝐾 −𝐾⊤𝐸⊤

𝑐 𝑅
⊤𝑌2 +𝐾⊤𝐸⊤

𝑐 𝑅
⊤𝑅𝐸𝑐𝐾

⋆ −𝑌 ⊤
2 𝑌2 𝑌 ⊤

2 𝑅𝐸𝑐

⋆ ⋆ 𝐾⊤𝐸⊤
𝑐 𝑅

⊤𝑅𝐸𝑐𝐾

⎤

⎥

⎥

⎥

⎥

⎥

⎦

,

3 = −⊤
3 3 − ⊤

3 3 +𝐻𝑒{⊤
3 3} =

[

2 𝟎
⋆ 𝟎

]

(37)

which, by using the notation ℎ = (ℎ𝑌1 , ℎ𝑌2 , ℎ𝐸𝑐
) with ℎ𝑌1 = (𝑌1 − 𝑌10), ℎ𝑌2 = (𝑌2 − 𝑌20) and ℎ𝐸𝑐

= (𝐸𝑐 − 𝐸𝑐0), are
given by:

𝐷1(𝑌10, 𝑌20, 𝐸𝑐0)ℎ =

⎡

⎢

⎢

⎢

⎣

−𝐻𝑒{𝑌 ⊤
1 ℎ𝑌1} −ℎ⊤𝑌1𝑌2 ℎ⊤𝑌1𝑅𝐸𝑐 𝟎

⋆ 𝟎 𝟎 𝟎
⋆ ⋆ 𝟎 𝟎
⋆ ⋆ ⋆ 𝟎

⎤

⎥

⎥

⎥

⎦

+

⎡

⎢

⎢

⎢

⎢

⎣

𝟎 −𝑌 ⊤
1 ℎ𝑌2 𝟎 𝟎

⋆ −𝐻𝑒{𝑌 ⊤
2 ℎ𝑌2} ℎ⊤𝑌2𝑅𝐸𝑐 𝟎

⋆ ⋆ 𝟎 𝟎
⋆ ⋆ ⋆ 𝟎

⎤

⎥

⎥

⎥

⎥

⎦

+

⎡

⎢

⎢

⎢

⎣

𝟎 𝟎 𝑌 ⊤
1 𝑅ℎ𝐸𝑐

𝟎
⋆ 𝟎 𝑌 ⊤

2 𝑅ℎ𝐸𝑐
𝟎

⋆ ⋆ −𝐻𝑒{𝐸⊤
𝑐 𝑅

⊤𝑅ℎ𝐸𝑐
} 𝟎

⋆ ⋆ ⋆ 𝟎

⎤

⎥

⎥

⎥

⎦

,

𝐷2(𝑌10, 𝑌20, 𝐸𝑐0)ℎ =

⎡

⎢

⎢

⎣

−𝐻𝑒{𝑌 ⊤
1 ℎ𝑌1} −𝐻𝑒{ℎ⊤𝑌1𝑅𝐸𝑐𝐾} −ℎ⊤𝑌1𝑌2 ℎ⊤𝑌1𝑅𝐸𝑐𝐾

⋆ 𝟎 𝟎
⋆ ⋆ 𝟎

⎤

⎥

⎥

⎦

+
⎡

⎢

⎢

⎣

𝟎 −𝑌 ⊤
1 ℎ𝑌2 𝟎

⋆ −𝐻𝑒{𝑌 ⊤
2 ℎ𝑌2} ℎ⊤𝑌2𝑅𝐸𝑐𝐾

⋆ ⋆ 𝟎

⎤

⎥

⎥

⎦

+

⎡

⎢

⎢

⎢

⎢

⎢

⎣

−𝐻𝑒{𝑌 ⊤
1 𝑅ℎ𝐸𝑐

𝐾} −𝐾⊤ℎ⊤𝐸𝑐
𝑅⊤𝑌2

𝑌 ⊤
1 𝑅ℎ𝐸𝑐

𝐾
−𝐻𝑒{𝐾⊤𝐸⊤

𝑐 𝑅
⊤𝑅ℎ𝐸𝑐

𝐾} 𝐻𝑒{𝐾⊤𝐸⊤
𝑐 𝑅

⊤𝑅ℎ𝐸𝑐
𝐾}

⋆ 𝟎 𝑌 ⊤
2 𝑅ℎ𝐸𝑐

𝐾

⋆ ⋆ 𝐻𝑒{𝐾⊤𝐸⊤
𝑐 𝑅

⊤𝑅ℎ𝐸𝑐
𝐾}

⎤

⎥

⎥

⎥

⎥

⎥

⎦

,

𝐷3(𝑌10, 𝑌20, 𝐸𝑐0)ℎ =
[

𝐷2(𝑌10, 𝑌20, 𝐸𝑐0)ℎ 𝟎
𝟎 𝟎

]

,

At this point, given (𝑌10, 𝑌20, 𝐸𝑐0), the “linear inner approximation” of the optimization problem (31) around
(𝑌10, 𝑌20, 𝐸𝑐0) reads:

2 ∶

⎧

⎪

⎪

⎨

⎪

⎪

⎩

min 𝜃,

subject to 𝑖(𝑃 , 𝑌1, 𝑌2, 𝐸𝑐|𝑃 , 𝑌10, 𝑌20, 𝐸𝑐0) < 𝟎, with 𝑖 = 1, 2, 3,
𝑡𝑟𝑎𝑐𝑒(𝑄𝑓2) ≤ 𝜃𝟏, 𝜃 > 0, 𝑡𝑟𝑎𝑐𝑒(𝑄𝑓1) ≥ 𝜇𝟏, and
𝑡𝑟𝑎𝑐𝑒(𝑄𝑓2) ≥ 𝑡𝑟𝑎𝑐𝑒(𝑄𝑓3).

(38)
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where:
[

𝑖(𝑃 , 𝑌1, 𝑌2, 𝐸𝑐|𝑃 , 𝑌10, 𝑌20, 𝐸𝑐0) 𝑖(𝑌1, 𝑌2, 𝐸𝑐)
⋆ −𝟏

]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑖(𝑃 ,𝑌1,𝑌2,𝐸𝑐 |𝑃 ,𝑌10,𝑌20,𝐸𝑐0)

< 𝟎, 𝑖 = 1, 2, 3,

and
𝑖(𝑃 , 𝑌1, 𝑌2, 𝐸𝑐|𝑃 , 𝑌10, 𝑌20, 𝐸𝑐0) ∶=𝑖(𝑃 , 𝑌1, 𝑌2, 𝐸𝑐) +(𝑌10, 𝑌20, 𝐸𝑐0)+

(𝐷(𝑌10, 𝑌20, 𝑌30))ℎ,
𝑖(𝑌1, 𝑌2, 𝐸𝑐) ∶=

[

⊤
𝑖 (𝑌1, 𝑌2) ⊤

𝑖 (𝐸𝑐)
]

.

As discussed before (32), the applicability of the convex-concave decomposition enjoys interesting properties
provided that an initial feasible solution exists. Let us then state the following result regarding the feasibility of the
conditions of Corollary 3.

Proposition 4. Conditions of Corollary 3 have feasible solution. Indeed, by selecting the following variables:

𝑌1 = 𝑃 ; 𝑌2 = 𝜖𝟏; 𝑌3 = 0; 𝑌4 = 0; 𝑌5 = 0; 𝜖3 ≤
max(𝑒(𝜆𝑖(𝐴)))

2 ;𝑄𝑓1 = 𝜖𝟏;𝐸𝑐 = 0;𝑄𝑓2 >
𝜖
2𝐵

⊤𝐵

𝑄𝑓3 > 𝜖3;𝐹1 = −𝐶⊤𝑄𝑓1𝐶 − 𝜖3𝑃 ;𝑁 =
⎡

⎢

⎢

⎣

𝑁1
𝑁2
𝑁3

⎤

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎣

−𝑃𝐵𝐾
−𝜖𝐵𝐾

−𝐾⊤𝑄𝑓2𝐾
4 + 𝐹1

⎤

⎥

⎥

⎥

⎦

;𝐹2 = 𝐹 𝑇
2 = 𝐹1 −𝑁3

(39)

one can ensure the existence of sufficiently small positive scalars 𝑇 , 𝜖, matrices 𝐺, Ω such that relations (28), (29),
(30) hold.

Proof. Let us start with the feasibility of relation (28) with the proposed selection in (39). The matrix in the left-hand
term of (28), denoted here as 𝑀𝑐 reads:

𝑀𝑐 =

⎡

⎢

⎢

⎢

⎢

⎣

𝐴⊤𝑃 + 𝑃𝐴 + 𝐶⊤𝑄𝑓1𝐶 + 𝜖3𝑃 𝜖𝐴⊤ 𝑃𝐵 𝟎
⋆ −2𝜖𝟏 𝜖𝐵 𝟎
⋆ ⋆ −𝑄𝑓2 𝟎
⋆ ⋆ ⋆ −𝑄𝑓3 + 𝜖3

⎤

⎥

⎥

⎥

⎥

⎦

, (40)

To study the feasibility we focus on the upper-left sub-matrix which consists in the three first rows and columns (denoted
�̄�𝑐) since −𝑄𝑓3 + 𝜖3 < 𝟎. Recall that matrix 𝐴 is Hurwitz by construction. The feasibility of �̄�𝑐 is indeed related
to the feasibility of the upper-left sub-matrix which consists in the two first rows and columns. Hence by applying the
Schur complement and invoking the fact that 𝐴 is Hurwitz, this sub-matrix is feasible since it is always possible to
choose 𝜖 small enough such that 𝐴⊤𝑃 + 𝑃𝐴 + 𝐶⊤𝑄𝑓1𝐶 + 𝜖3𝑃 + 𝜖

2𝐴
⊤𝐴 < 𝟎. Let us now consider the feasibility of

relations (29) and (30), therefore the matrices Ψ0 and Ψ𝑇 . With the selection (39), one gets for Ψ0:

Ψ0 =
⎡

⎢

⎢

⎣

𝐴⊤𝑃 + 𝑃𝐴 + 𝐶⊤𝑄𝑓1𝐶 + 𝜖3𝑃 𝜖𝐴⊤ 𝟎
⋆ −2𝜖𝟏 𝟎
⋆ ⋆ −(𝐾⊤𝑄𝑓2𝐾 + 𝐶⊤𝑄𝑓1𝐶 + 𝜖3𝑃 )

⎤

⎥

⎥

⎦

+ 𝑇𝑀0 (41)

with 𝑀0 corresponding to all the terms in parenthesis in (29). And by using the Schur complement one can write Ψ𝑇
as:

Ψ𝑇 =
⎡

⎢

⎢

⎣

𝐴⊤𝑃 + 𝑃𝐴 + 𝐶⊤𝑄𝑓1𝐶 + 𝜖3𝑃 𝜖𝐴⊤ 𝟎
⋆ −2𝜖𝟏 𝟎
⋆ ⋆ −(𝐾⊤𝑄𝑓2𝐾 + 𝐶⊤𝑄𝑓1𝐶 + 𝜖3𝑃 )

⎤

⎥

⎥

⎦

+ 𝑇𝑀1 (42)

with 𝑀1 corresponding to the terms multiplied by 𝑇 . Hence, it is clear that the feasibility of relation (28) with the
considered selection (39) implies that the common matrix to Ψ0 and Ψ𝑇 is negative definite. Therefore there always
exists a small enough positive scalar 𝑇 making Ψ0 < 0 and Ψ𝑇 < 0. □

From Proposition 4 the existence of an initial feasible solution is ensured for the original problem. Then, the
convex-concave algorithm iterates from this initial feasible solution and never stops for infeasibility.
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5. Numerical Examples
In this section, we use two examples to testify the efficacy of the proposed approach.

Academic Example: This example is borrowed from [8]. Consider system (1) with the following matrices:

𝐴𝑝 =
[

−1.5 1
1 0

]

𝐵𝑝 =
[

1
0

]

and 𝐶𝑝 =
[

0 1
]

, (43)

and a PI stabilizing controller described by

𝐴𝑐 = 0, 𝐵𝑐 = −1, 𝐶𝑐 = 0.15 and 𝐷𝑐 = −3. (44)

Note that the matrix 𝐴𝑝 is unstable since its eigenvalues are 2 and −1.
Our goal is to design an anti-windup gain and the triggering parameters that reduce the number of data transmissions

on the network while maintaining the closed-loop stability. First, we solve the optimization procedure 1 in (31) with
the conditions of Theorem 2. As they depend on the parameters 𝑇 , 𝜖3 and 𝜌, we vary their values in certain intervals
to examine their influence on the anti-windup gain 𝐸𝑐 and the cost function 𝜃. We find out that only 𝜌 has a substantial
impact on these variables, as can be seen in Figure 2.

X: 0.75

Y: 0.05208

X: 0.75

Y: 0.4295

Figure 2: Influence of 𝜌 on 𝜃 (on the top) and 𝐸𝑐 (on the bottom).

Thus, we choose 𝜌 = 0.75 to continue our studies, since it gives the smallest cost function. Observe that such a
value also gives the highest anti-windup gain. The other parameters are set at 𝑇 = 0.02 and 𝜖3 = 10−4. In this case,
we find the following anti-windup gain and triggering parameters:

𝐸𝑐 = 0.4295, 𝑄𝑓1 =
[

9.0320 2.9570
2.9570 0.9681

]

, 𝑄𝑓2 = 0.0521, 𝑄𝑓3 = 0.0344.

Then, we simulate the closed-loop system response on a frame of 100 seconds for 64 initial conditions obtained by
varying 𝑥1 and 𝑥2 from −7 to 7 with steps of 2, 𝑥𝑐(0) = 0 and 𝜂(0) = 0. The red squares in Figure 3 indicate the
number of updates of the control output. Note that the control signals were transmitted through the network on average
at only 487 (red line) instants. Conditions of Corollary 3 may then be used in the optimization procedure 1, with the
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Figure 3: Evaluation of the number of updates for the cases: Theorem 2 (□), Corollary 3 with 𝐸𝑐 ≠ 𝟎 (+) and with 𝐸𝑐 = 0
(∗) and Concave-Convex technique (△).

anti-windup gain previously obtained, allowing to obtain the triggering parameters:

𝑄𝑓1 =
[

9.0411 2.9444
2.9444 0.9588

]

, 𝑄𝑓2 = 0.0117, 𝑄𝑓3 = 0.0078.

Re-running the simulations, we got the number of updates indicated in Figure 3 by the black plus signals. The black
line shows the average of these values, about 148, which represents a reduction of the transmission activity of almost 3
times compared to Theorem 2. Such a reduction illustrates the conservatism introduced in Theorem 2 to linearize the
matrix inequalities, contrary to what is done in Corollary 3, in the case where 𝐸𝑐 is given.

Furthermore, still employing Corollary 3, we test it with 𝐸𝑐 = 0 to see the advantages of considering the
nonstandard anti-windup gain. The results of this case are represented in Figure 3 by the green asterisks. We have
an average of updates of about 354 (green line), which is higher than the one obtained with 𝐸𝑐 ≠ 0, thus confirming
our intuition. In this case, we found the following triggering matrices:

𝑄𝑓1 =
[

9.5617 2.0472
2.0472 0.4383

]

, 𝑄𝑓2 = 0.4394, 𝑄𝑓3 = 0.2945.

Last, we design the anti-windup gain and the triggering parameters by using the concave-convex methodology. As
this approach requires feasible initial matrices 𝑌1, 𝑌2 and 𝑃 , we solved Corollary 3 with 𝐸𝑐 = 𝟎, 𝑌3 = 𝟎, 𝑌4 = 𝟎 and
𝑌5 = 𝟎 to find them. From this, we obtained the matrices 𝐸𝑐 and 𝑄𝑓 given below. By simulating the closed-loop system
response for the same initial conditions, we get the number of updates represented in Figure 3 by the blue triangles.
The average of these values is indicated by the blue line, about 271. Therefore, for this example, the concave convex
algorithm was able to further reduce the transmission activity w.r.t. Theorem 2, but not as much as Corollary 3.

𝐸𝑐 = 0.0809, 𝑄𝑓1 =
[

9.4673 2.2459
2.2459 0.5328

]

, 𝑄𝑓2 = 0.2962, 𝑄𝑓3 = 0.1974.

As a last evaluation, we plotted in Figure 4 the evolution in time of the functions 𝑉 (𝑥) (blue line) and (𝑥, 𝜂)
(red line) for the system initialized in 𝑥𝑝(0) =

[

1 1
]⊤ and using the triggering policy obtained with Theorem 2. The

values of 𝑉 (𝑥) in the instants of transmission (blue squares) are highlighted with blue squares. One can check that
the function 𝑉 (𝑥) is not strictly decreasing, but it is upper-bounded by the function (𝑥, 𝜂), which is a decreasing
function. Furthermore, we can observe that the dynamic event-triggering mechanism achieved a good compromise
maximizing the inter-event times while minimizing the variations of 𝑉 (𝑥).
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Figure 4: Evolution of the functions 𝑊 (𝑥(𝑡), 𝜂(𝑡)) (red line) and 𝑉 (𝑥(𝑡)) (blue line).

F/A-18 HARV Aircraft Example: The dynamics of the F/A-18 HARV aircraft is described by the model (1) with
the following matrices:

𝐴𝑝=

⎡

⎢

⎢

⎢

⎣

−2.3142 0.5305 −15.5763 0
−0.0160 −0.1287 3.0081 0
0.0490 −0.9980 −0.1703 0.0440

1 0.0491 0 0

⎤

⎥

⎥

⎥

⎦

, 𝐵𝑝=

⎡

⎢

⎢

⎢

⎣

23.3987 21.4333 3.2993
−0.1644 0.3313 −1.9836
−0.0069 −0.0153 0.0380

0 0 0

⎤

⎥

⎥

⎥

⎦

,

𝐶𝑝=
[

0 0 1 0
0 0 0 1

]

.

This system can be stabilized through the dynamic output-feedback controller borrowed from [21], whose matrices are
shown below:

𝐴𝑐=

⎡

⎢

⎢

⎢

⎣

−0.98 0.05 −0.03 −1.84
32.55 −4.09 0.42 −16.22
65.56 −2.90 −6.85 −9.77
10.91 0.20 −0.05 −9.92

⎤

⎥

⎥

⎥

⎦

, 𝐵𝑐=

⎡

⎢

⎢

⎢

⎣

0.24 −0.03
0.205 −0.2897
−46.23 0.89
1.59 −0.14

⎤

⎥

⎥

⎥

⎦

,

𝐶𝑐=
⎡

⎢

⎢

⎣

32.55 −0.00 −0.63 −10.57
20.11 0.18 −0.26 −7.73
−1.61 −0.73 −0.47 5.40

⎤

⎥

⎥

⎦

, 𝐷𝑐=
⎡

⎢

⎢

⎣

−2.77 −0.1
−0.64 −0.11
−4.22 0.19

⎤

⎥

⎥

⎦

.

Our objective is to design both an anti-windup gain and the triggering parameters that reduce the transmission
activity on the network while preserving the closed-loop stability. To do this, we solve the optimization procedure 1
in (31) with the conditions of Theorem 2, 𝑇 = 0.08, 𝜖3 = 1𝑒−5, 𝜇 = 0.1, and 𝜌 = 0.8, finding the following anti-windup
gain matrix

𝐸𝑐 =

⎡

⎢

⎢

⎢

⎣

0.0650 0.0206 0.0350
0.7775 0.5300 1.1094
3.1890 1.6636 11.3786
0.2239 0.1129 0.0282

⎤

⎥

⎥

⎥

⎦

. (45)

From this, we simulate the closed-loop system response on a frame of 6 seconds by considering the initial conditions
𝑥𝑝(0) =

[

1500 0 0 0
]⊤, 𝑥𝑐(0) =

[

0 0 0 0
]⊤ and 𝜂(0) = 0. In such a case, the number of control updates is 23,

which corresponds to an update rate of approximately 31%, w.r.t what we would obtain with a constant sampling rate
𝑇𝑐 = 0.08 s. Note that to fix identical values for 𝑇 (dwell time) and 𝑇𝑐 (sampling period in periodic case) corresponds
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to interpret the ETM scheme as trying to increase the time before the next update with respect to what would do with
a constant sampling. The percentage of update with respect to the constant sampling case of course depends on the
duration of the simulation.

Then, to further reduce the transmission activity, we use the anti-windup gain (45) to solve the optimization
procedure 1 with Corollary 3. With the new optimal 𝑄𝑓 matrix, we re-simulated the closed-loop temporal response
obtaining a number of control updates equal to 21 (28%).

Then, using the concave-convex method given by (38), where initial matrices 𝑌1, 𝑌2 and 𝑃 are solution of 1 with
Corollary 3 and given initial matrices 𝐸𝑐 = 𝟎, 𝑌3 = 𝟎, 𝑌4 = 𝟎, and 𝑌5 = 𝟎, we were able to design the anti-windup gain
𝐸𝑐 and the triggering matrix 𝑄𝑓 . By simulating the closed-loop system response, we got a number of control updates
equal to 17 (23%), thus saving more network resources than the other technique, in this example.

To analyse the performance of the closed loop, we plot the plant outputs, the inter-events time, and the control signal
of each case. Figure 5 shows the plant outputs 𝑦𝑝,1(𝑡) (on the top) and 𝑦𝑝,2(𝑡) (on the bottom) for the cases without ETM
(green solid lines), Theorem 2 (red dashed lines), Corollary 3 (black dotted line) and Concave-Convex technique (blue
dash-dotted line). Note that the system performance tends to deteriorate as the control signal update rate decreases. The

Figure 5: Plant output signals.

inter-event times of the ETMs for the cases without ETM, Theorem 2, Corollary 3 and Concave-Convex technique are
shown in Figure 6, respectively. We can verify that the Concave-Convex technique actually achieves larger intervals
without updating the control input than the other cases.

Figure 7 shows the control outputs 𝑦𝑐,1(𝑡𝑘) (on the top), 𝑦𝑐,2(𝑡𝑘) (on the middle), and 𝑦𝑐,3(𝑡𝑘) (on the bottom) for the
cases without ETM, Theorem 2, Corollary 3 and Concave-Convex technique. We can see that in general more control
effort is required when introducing ETMs into the closed loop.

6. Conclusions
This paper has proposed optimization algorithms for the design of a nonstandard anti-windup action and a dynamic

event-triggering mechanism. They allow to reduce the number of control updates while maintaining the asymptotic
stability of the closed loop system. Also, the Zeno effect is avoided whenever the sufficient conditions are attended
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Figure 6: Inter-events time interval of the ETMs for the cases: without ETM (100%), Theorem 2 (31%), Corollary 3 (28%)
and Concave-Convex technique (23%)).

Figure 7: Control outputs.
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with a tuning positive parameter 𝑇 . Future work could be dedicated to expand the results to the co-design case of both
the controller and anti-windup gain together with the parameters of the event-triggering mechanism, although it is clear
that the co-design is definitively not a direct extension. Furthermore, we envision to study the behavior of the dynamic
event-triggering mechanism when dealing with a control system with uncertainties.
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