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ABSTRACT
This paper showcases Time2Feat, an end-to-end machine learning system for Multivariate Time Series (MTS) clustering. The system relies on interpretable inter-signal and intra-signal features extracted from the time series. Then, a dimensionality reduction technique is applied to select a subset of features that retain most of the information, thus enhancing the interpretability of the results. In addition, the system enables domain specialists to semi-supervise the process by submitting a small collection of MTS with a target cluster. This process further improves both accuracy and interpretability, by reducing the number of features used by the clustering process. The demonstration shows the application of Time2Feat to various MTS datasets, by creating clusters from MTS datasets of interest, experimenting with different settings and using the approach capabilities to interpret the clusters generated.

PVLDB Reference Format:
doi:10.14778/3611540.3611604

PVLDB Artifact Availability:
The source code, data, and/or other artifacts have been made available at https://github.com/softlab-unimore/time2feat.

1 INTRODUCTION
A Multivariate Time Series (MTS) is a collection of multiple univariate time series (signals) that are observed simultaneously over time and provide insight into time-dependent phenomena. MTS analysis enables the examination of variable relationships over time, offering important insights into underlying phenomena. This can be useful for modeling complex systems, making data-driven decisions, and improving efficiency and productivity across various domains, such as finance and economics, environmental science, healthcare, and social science [4]. MTS analytics involves both supervised and unsupervised techniques, which cover a range of tasks, including classification, clustering, pattern discovery, and forecasting. Among these, clustering analysis has become popular in applications where sensors generate large amounts of data.

While there has been a lot of research on clustering techniques for univariate time series (UTS), the field of clustering multivariate time series is still in its early stages. Proposals adapt clustering approaches designed for UTS to MTS after applying dimensionality reduction techniques. Examples of such techniques (CSPCA [7] and MC2PCA [6]) are based on the Principal Component Analysis (PCA), which enables the conversion of a set of correlated features in the high dimensional space into a set of uncorrelated features in the low dimensional space. Nevertheless, the resulting clusters suffer from poor explainability as the original dimensions are lost. More recently, approaches based on Deep Neural Networks (DNNs) [10], and in particular Variational Autoencoders (VAEs)[5, 8] have been used to generate MTS encodings before applying clustering methods. Although these solutions might exhibit high performance, the resulting clusters are based on latent dimensions that remain unexplainable to the end-users.

In this paper, we demonstrate Time2Feat [2], the first system that deals with explainable results of Multivariate Time Series clustering using an end-to-end feature-based pipeline. The pipeline applies clustering techniques to interpretable features automatically extracted from the signals composing the MTS. While the pipeline can be executed without any user interaction (i.e., running the unsupervised mode), Time2Feat can also incorporate user annotations on small dataset samples to select generated features. This kind of user’s semi-supervision can improve the accuracy of results and the quality of explanations.

Through the demonstration, users can experiment with the end-to-end process implemented in the pipeline to generate clusters and explanations from multiple MTS datasets using both unsupervised and semi-supervised modes. The framework also enables users to evaluate the contribution of individual pipeline components to the overall analytics process by comparing results obtained with different settings, such as manual feature selection and application of different clustering techniques. Time2Feat provides a versioning
The goal of this component is to generate a comprehensive and detailed representation of the MTS in the dataset via the extraction of a large spectrum of features, each describing the signals composing the MTS in isolation or pairs. Suppose we are asked to analyze a user who has played squash, i.e., clear and smash (badminton), boast backhand and boast forehand running (squash). Two sensors (an accelerometer and a gyroscope) gather data in a three-dimensional space, thus producing three signals (X, Y, Z) per sensor. Suppose we are asked to analyze the dataset and no details on the activities that MTS describes are influenced their creation.

The extraction of a large spectrum of features, each describing the signals composing the MTS in isolation or pairs. \( \text{Intra-signal Features} \) are extracted by applying the library \( \text{tsfresh} \) \cite{3}, which can extract 700+ features encoding the signal description from the perspective offered by a specific analysis method, such as Distribution Analysis, Statistical Analysis, etc. \( \text{tsfresh} \) extracts features that are interpretable for users who know how the statistical measure summarizes the time series values. Moreover, Time2Feat captures \text{inter-signal relationships} by quantifying the relatedness between pairs of signals using eight metrics, such as correlation and Euclidean distance. All of the features extracted via this process represent the primary characteristics of the time series. These features are entirely based on statistical calculations, which results in them being fully explainable and interpretable.

\text{Features Extraction at work.} The RacketSports dataset\footnote{http://www.timeseriesclassification.com/description.php?Dataset=RacketSports} describes four kinds of shots performed by people playing badminton or squash, i.e., clear and smash (badminton), boast backhand and boast forehand running (squash). Two sensors (an accelerometer and a gyroscope) gather data in a three-dimensional space, thus producing three signals (X, Y, Z) per sensor. Suppose we are asked to analyze the dataset and no details on the activities that MTS describes are provided to us.

The Feature Selection component, generates 4722 intra-signal and 120 inter-signal features to describe the dataset. While individually interpretable, the sheer number of features can produce noise in the generation of the clusters and cannot be managed by users for their interpretation.

\text{Feature Selection.} The feature extraction process generates a vast number of features, making it necessary to reduce its dimensionality to improve interpretability and clustering performance. If Time2Feat is running with the \text{semi-supervised mode}, the available labels are used to rank the relevance of the features for identifying a subset capable of generating clusters via an ANOVA based analysis. Irrespective of the availability of labels, the Principal Feature Analysis (PFA) technique is applied to select the most meaningful features. The PFA technique is chosen because it not only ensures conciseness but also promotes diversity by selecting the principal features that retain the maximum variability of the features in the lower-dimensional space. The proposed approach enables the selection of a smaller set of features while retaining the most relevant and diverse information for clustering tasks.

\text{Features Selection at work.} The Feature Selection component reduces the number of features to 142 intra-signal and 11 inter-signal features when running in the semi-supervised mode. If the user can provide labels for at least 20\% of the MTS, the number of features is reduced to 12 intra-signal and 3 inter-signal features.

\text{Clustering.} Time2Feat includes three techniques (Hierarchical, KMeans, Spectral) for generating the clusters. The hierarchical clustering technique is selected as default, since it achieved the best accuracy in our experiments. The Time2Feat system leverages state-of-the-art heuristics (e.g., applying the well-known Elbow method) or user preferences to select the number of clusters to generate. The clusters are wholly derived from the previously selected features. Given the interpretability of these features, it is feasible to analyze the resulting clusters and gain an understanding of the factors that influenced their creation.

\text{Clustering Component at work.} If the user selects to generate 4 clusters and the system runs in the unsupervised mode, the quality
of the result measured with the Adjusted Mutual Information (AMI) is around 0.35. The reason for the low quality result (that in any case overcomes the competing approaches [2]) is mainly due to the complexity of the problem. By running the semi-supervised mode and providing 20% of labels the quality of the clusters improves to 0.56. Figure 2 shows a representation of the dataset with a 2 dimensional t-SNE representation [9]. Even if it is possible to discriminate users playing badminton or squash, the difference between the shots cannot be easily identified. If the user selects to generate 2 clusters, Time2Feat is able to better discriminate between the activities. The AMI obtained with the unsupervised approach is 0.77 and the one with the semi-supervised approach is 0.86.

3 DEMONSTRATION OVERVIEW

The demonstration illustrates two key capabilities of the T2F system. Firstly, it showcases how the system can automatically compute clusters of Multivariate Time Series datasets in unsupervised mode, or with users’ interaction in semi-supervised mode. Secondly, it demonstrates how users can gain insights into the generated clusters by identifying the primary reasons, namely the most significant features, that led to the assignment of items selected by the users to the specified clusters.

Getting insights from the clustering pipeline. We will introduce the three main software components of the Time2Feat pipeline: the component for the feature extraction, for the feature selection and for the cluster generation. The pipeline returns the results in the form of an associative array, which can be visualized in a 2-dimensional graph through t-SNE transformation of the features. The semi-supervised mode provides
more accurate results generated by relying on fewer features, but
requires some user’s interaction. In particular, s/he has to provide
custers along with samples of belonging MTS. To support the sam-
ple identifications, we allow the users to start from the clusters
generated via the unsupervised mode, and by means of a graphical
interface, they have only to confirm for a predefined number of
MTS that they belong to the same cluster. The pipeline is then
executed and the clusters shown as in the unsupervised mode. The
Time2Feat pipeline is fully modular, with predefined implementa-
tions for each component (tsfresh for feature extraction, PFA for
feature selection, and hierarchical clustering for clustering). How-
ever, users are free to experiment with alternative implementations
for each component.

Motivating Scenario 1. Figure 3 shows part of the Time2Feat
GUI computing the clusters for the MTS RacketSports datasets. As
a first operation, the dataset needs to be loaded into the pipeline.
Time2Feat accepts the format (e.g., a list of csv time series in differ-
ent files) usually adopted in the field. The pipeline starts running
the unsupervised mode, where users have only to select the cluster-
ing technique to apply (e.g., KMeans, Hierarchical, Spectral) and the
number of clusters to generate (the Elbow method is applied if no
value is provided and either the Hierarchical clustering technique is
selected). Time2Feat allows the users to evaluate the Time Series in
the dataset through plots (Figure 3a). The next steps in the pipeline
consist in the extraction and selection of meaningful features. No
input is required from the users who can inspect the results of the
process visualizing plots and analyzing a tabular representation.
Time2Feat computes the clusters and the GUI shows for each time
series the assigned cluster (Figure 3b). In case users are not satisfied
by the results achieved, they can proceed with the semisupervised
mode. We implemented a simple and quick technique, where users
have only to confirm the clusters computed for some manually
selected time series by flagging a checkbox. Users can associate
meaningful names to the clusters. Time2Feat leverages the users’
notation to compute more accurate clusters.

Exploring the clusters. Upon running the Time2Feat pipeline and
generating the clusters, the user is presented with two representa-
tions of the MTS in each cluster: a tabular representation and a
graphical representation using the t-SNE algorithm. The tabu-
lar representation allows the user to visualize the key features
characterizing the MTS belonging to each cluster. Furthermore, by
selecting a specific MTS of interest, the user can employ it as the
reference point to sort the other MTS in the cluster based on their
distance from the reference. This feature enables the user to discern
commonalities and differences among the MTS within the same
cluster. Moreover, the distance between the selected MTS and the
centroids of the cluster is displayed to facilitate comparisons with
other elements in the group and other groups of MTS. This approach
provides a comprehensive understanding of the clustering results
and can aid in data-driven decision making in a variety of domains.

Motivating Scenario 2. Users can inspect the computed clusters
via a tabular (Figure 3c) and a t-SNE (Figure 3d) representation.
The t-SNE is provided with a re-load button to change the seed
used for the plot generation. Moreover, the points in the Figure are
clickable: users can see the features of selected time series. Finally,
a tabular representation of a users’ selected cluster in Figure 3c can
show all time series belonging to the cluster, order the time series by
distance (we compute the feature-to-feature euclidean distance)
from a user selected reference time series, order the time series by
distance from the cluster centroid. In case the users are not satisfied
by the results achieved, they can re-start the process, and provides
more annotations and/or change the number of clusters to compute.
The t-SNE representation in Figure 4 shows the results obtained
if the user decides to generate two clusters instead of four. The
clusters obtained are now clearly separated.
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