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The underlying mechanism of the biological neural machinery of the human brain receives
an upsurge of attention from machine learning scientists, as developmental learning gives
insight into open-ended unsupervised learning. In particular, language acquisition remains an
exploitable field in not only machine learning but psychology and biology as well.

Psychologically speaking, infants’ perception of speech sounds in early infancy contributes to
later language acquisition, making it one of the main paths of exploring how infants’ brains
manage to process early information. It is noticeable that adults’ perception of speech sounds
becomes constrained compared to that of newborns, as influenced by the phonetic patterns of
their native language, which appears by the end of the first year after birth. Correspondingly,
in machine learning’s perspective, it is doubtful if unsupervised learning in adulthood might
happen without supervised learning [4]. Thus developmental learning until infants’ first
anniversary is believed to be the most similar mechanism to unsupervised machine learning.

As a result, our research focuses on modeling computationally the learning mechanism of speech
sound in early infancy, more precisely before 12 months of age, and we propose a bio-inspired
early-infant-based neural network for the learning of speech sounds, which lays a foundation
for the later grammatical structure extraction neural network for language acquisition.

Our neural network is mainly based on three hypotheses. The first one is distributional
learning. [2] argues that infants’ perception of phonetic categories is affected by the sound in
the environment. For example, as English speakers hear -r and -l as distinct while Japanese
speakers hear them as identical, American infants’ discrimination of English -r and -l increases
and that of Japanese infants decreases between 8 to 10 months of age. The second one is that
imitation is critical for early vocal learning. As is shown in Fig. 1, formant frequency values of
produced vowels form corresponding clusterings in relation to one another as phonetic categories
develop. Therefore, [1] highlights that hearing the vocalization of others (perception) and
hearing oneself produce sounds (production) are both essential for speech sound perception.
The third one is that interaction reinforces infants’ perception during language exposure.
Experimental results in [2] show that infants that are exposed to foreign language material
via audio-type and television only showed no learning. Their performance equaled that of
infants in the control group without being exposed to foreign language material, while infants
interacting with teachers showed better performance. This proves that the presence of human
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interacting with infants is essential for speech sound perception.

Figure 1: Infants’ vowels /a/, /i/, or /u/ recorded show developmental change between 12 and
20 weeks of age during imitations [1].

Consequently, we propose a neural network consisting of unsupervised clustering algorithms
with a reinforcement loop for the reproduction of sounds, and we analyze biologically neuron
activities and characteristics to see if they show something in common with the neurons in
natural-born intelligent system. As mentioned before, native language’s influence on infants’
sensitivity towards phonetic distribution takes place by the end of 12 months of age. This can
be explained by the infants’ selective attention to only those acoustic patterns that are highly
native-language-related [3]. Therefore, undoubtedly, such a speech sound learning neural
network may play a role in the language acquisition system in our future work.
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