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Abstract. A 2D model is currently under development to describe the
flow and concentration fields inside a Hele-Shaw cell with evaporation
for a receding meniscus (dip-coating-like configuration). An original
approach is proposed to address the difficult problem of the boundary
conditions close to the contact line. The model is used to study the
deposit thickness as a function of some process parameters.

1 Introduction

Dip-coating is a widely used industrial coating process, with complex coupling be-
tween hydrodynamics, mass transfer and evaporation, especially close to the contact
line. Through various experimental and theoretical studies, it is now well established
that different regimes appear depending on the Capillary number Ca = uV/vy (u be-
ing the dynamic viscosity, V' the substrate velocity, and v the surface tension) [1-6].
At small Capillary number, viscous forces are strong enough to drag a liquid film
whose thickness increases as V2/3 (classical Landau-Levich regime). For even smaller
Capillary numbers, another regime dominated by evaporation at the meniscus is en-
countered, characterized by a deposit thickness proportional to V—!. Our objective is
to build a hydrodynamic model of a dip-coating-like experiment (see reference [4]), in
order to investigate the relation between the flow and the concentration field in the
meniscus on one hand, and the deposit thickness on the other hand. In the present
study which is a first step towards a more complete model of the process, we only take
into account the flow driven by the substrate movement and the solvent evaporation.
The free convection induced by buoyancy and/or Marangoni effect, which has been
observed in the experiments, is temporarily disregarded. We focus on the difficult
problem of the boundary conditions close to the contact line. An original approach
based on lubrication approximation is presented, which avoids addressing stress and
evaporative flux singularities, but still allows the prediction of the deposit thickness.
This model may be viewed as the definition of the basic state for a future study of
hydrodynamic instabilities in dip-coating processes.
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2 Model
2.1 Geometry and assumptions

The model is based on experiments performed in a dip-coating-like set-up [4]. The
device is made of two parallel glass plates separated by a gap d which are vertically
immersed in a reservoir filled with a solution of solute volume fraction ¢,. Once
the plates are immersed in the solution, there is a spontaneous capillary rise in the
Hele-Shaw cell. The reservoir is then emptied at a constant pumping rate so that
the position of the contact line decreases at velocity V. In our model, we consider
the reverse equivalent configuration, i.e. the wall is moving upward with velocity V/,
while the meniscus is fixed. The mean evaporation velocity on the meniscus, ve,,
is controlled by a vertical air flow blown between the two glass plates, at a given
temperature and humidity. A 2D domain is used to simulate the experimental set-
up (figure 1). The total height H is large enough to get a fully developed flow at
the bottom. The meniscus is assumed circular with radius R. Indeed, deformation
induced by substrate motion or evaporation is located in the vicinity of the tip which is
truncated in our model (cf. description below). For the complete wetting configuration
considered in this study, R = d/2 = 0.5mm.

In the first step presented here, several simplifying assumptions have been made.
Buoyancy, Marangoni effect and inertia are neglected. The solution density p is a
constant (same specific partial volume for the solvent and solute, so that the solvent
(or the solute) mass and volume fractions are identical). The problem is isothermal.
To capture the basic characteristics of the local evaporation rate, i.e. a strong increase
at the meniscus tip [6], the following expression is used: j(m/s) = Jo/+/Drip, where
Dy, = H — y is the distance to the tip of the contact line along the vertical axis.
Note that this expression for the local evaporation rate is an approximation valid at
the tip vicinity of the relation first suggested by Deegan et al. [7] for a sessile droplet.
In this work, it is extended to the entire free surface, as a first step. Jo(m?3/2s71) is
a constant deduced from the experimental value of ve, (m/s) !. ve, is obtained from
preliminary experiments with pure water [4]. The dependence of the evaporation flux
on the solute concentration is neglected.

Since the evaporation rate diverges at the tip, we define the truncated region
shown in figure 1 by cutting off a small tip region whose height is o and width is 4.
The flow is assumed to be incompressible and the fluid to be Newtonian. Under these
assumptions mass conservation and Stokes equations read in vector form:

V-v=0, —-VP+V-(uVv+uViv)=0, (1)

where v = ui + vj is the velocity field, p is the viscosity (assumed constant in the
following) and P is the pressure. The mass balance for the solute reads:

v -V, = DV?¢,, (2)

where ¢, is the volume fraction of solute and D is the binary diffusion coefficient.

2.2 Boundary conditions

We assume no slip and impermeable boundary conditions at Boundary 1 and sym-
metry conditions at Boundary 3 (see figure 1). At y = 0 (Boundary 2) we consider a

dy

1 1 rmR/2 Jo _ H 1
ds = Jo fH_R v/ (H=—y)(R—H+y)(R+H—y)

Vev = R Jo VH—y
of the free surface.

with ds being an element



Will be inserted by the editor 3

B5.
Truncated
boundary

B4. Evap. flux

B1.
Moving
wall

B3.
Symmetric
boundary

(0,0)
iy« B2. Fully developed flow

Fig. 1. Sketch of the numerical domain and boundary conditions.

fully developed flow. The concentration is assumed to be the bulk concentration ¢pg
for the inflow, and diffusion is neglected for the outflow:

ov

u=0, 5.=0, (3)
v-j>0= ¢, = ¢y (inflow), v-j<0=>%=0 (outflow). (4)
Yy

Along the meniscus (Boundary 4), a first equation is the stress-free condition. Other
equations are related to the evaporation flux (with a volatile solvent and a non-volatile
solute). With the assumption of a constant density for the solution we obtain

Ouy = Ou J

8_1’Lt+8_tn:(), Jp~n:0, Un:j, j:H—O_yv (5)
where v = u,n + u;t, t and n are the tangential and normal unit vectors along the
meniscus, respectively. J,, is the solute mass flux 2.
The last boundary (Boundary 5 at y = H — «) is the most intricate. We truncate
the meniscus at a small distance « from the contact line. The resulting boundary has
a width ¢ (see figure 1). In this region the flow is quasi-parallel to the moving wall
(small slope approximation) and the lubrication approximation applies. Moreover, §
is assumed small enough to neglect the variation of the solute volume fraction along
the boundary. The simplified Stokes equations read

oP oP 0%v
— =0, — =p—os. 6
Ox Oy e (6)
Using the no-slip condition at = = 0, the zero shear stress condition at x = §, and with
Viip the mean velocity y-component along the boundary B5 (Vii, = 1/6 f05 v(x,y)dz),
integration of the above equation leads to
3 T

v(z,y) = 5(‘7”]0 - V)z(l - %) + V. (7)

2 with the assumption of a constant solution density, J, = &,pv — pDV®,
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Considering Eq. (1) and the local mass balance (with the assumption of a constant
density p for the solution), we obtain

o ds ds dViip a?
u(z,y) = [Vmpd—y(?)é 2x) + Vd—y(Qm 30) 46 ay (z 35”@ (8)
. (H-—y)? d5 y—H dVi, 10 _ b
th o(y) = —2, — = =—= v | -
wi (y) SR dy T 5 [7W) + Viip dy (9)

Equations (7) and (8) estimated at y = H — « yield the hydrodynamic boundary
conditions. Finally, assuming that B5 is an outlet (v-j > 0 over the whole boundary),
we impose d¢,/dy = 0 for the concentration field. This approximation is expected

to induce an error only in a small region over a length of order V’?_ close to the
ip

boundary.

The value \Zgip is unknown and is obtained by successive trials in the following
way. For a given value of V};,, the above model is used to obtain the concentration
field in the entire computational domain and in particular, on the boundary B5. We
first check that the concentration is nearly uniform on B5 (variations are typically
less than 1%) and calculate gb_p, the average volume fraction of the solute along B5
boundary. Then a test on the solvent mass balance in the truncated part of the tip
is performed. Assuming total drying in the tip (there is no more solvent for y > H),
the solvent mass balance in the truncated tip reads

H
Jo
_ gy =2Jyv/a (10)
H—« \/H_y

If the relative error is larger than about 1%, a new value of ‘Zsip is tried.

COMSOL software is used to solve the above equations. Preliminary tests were
performed to determine the domain size consistent with the assumptions used in the
model. For the following results, H = 5mm, a = 50um, 6 = 2.5um and the viscosity
and the diffusion coefficient are y = 1073Pa.s and D = 2.1071%m2s7 1,

The thickness of the dried film is obtained from the numerical results by solving
the solute mass balance in the truncated part. We assume that the deposit moves at
the substrate velocity V. In the truncated region, the solute flux across boundary 5
(cross section 4) is given by the product ¢, \_/tip 6, and the deposit flux on the moving
substrate is equal to ¢.V hg, where ¢. is the compaction volume fraction of the
deposit. For simplicity, we assume a completely dry deposit and ¢. ~ 1 which results
in the expression

Vtip(l - Qgp)é =

_ Qgp ‘7tip o

hd v

(11)

3 Results
3.1 Flow field and concentration distribution

Figure 2 shows the general behavior of the concentration and flow fields corresponding
to the conditions V' = 5um/s, ve, = 0.78um/s, ¢po = 8%. The figure on the left is
a zoom in the upper part of the domain near the meniscus free surface. The figure
on the right is a zoom in the bottom part of the domain where fully developed
flow is observed, as expected. For this configuration, we obtain at the boundary B5
Vtip = 51.6um/s and q‘;p = 26%. As can be seen, a small downward flow is observed
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Fig. 2. Numerical results corresponding to V = 5um/s, ve, = 0.78um/s, ¢po = 8%. Left:
an upper part of the domain (dmm < y < 5mm). Right: a lower part of the domain
(0mm < y < lmm) with a fully developed flow. Grey levels (color levels online) show the
solute volume fraction (0.08 for dark grey at the bottom of the domain (dark blue color
online), 0.15 for light grey (yellow color online)). The streamlines and the arrows correspond
to the velocity field (u,v).
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Fig. 3. The ratio of the deposit thicknesses obtained with the 2D model and the simplified
model (Eq. (12)).

in the bulk. We notice that it becomes more important for a larger substrate velocity
V. It is only for lower velocities that the flow induced by evaporation overcomes
that induced by the substrate movement, so that no downward flow is observed (not
shown).
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3.2 Dry thickness: comparison with a simplified model

As already said in the introduction, this model is a first step and takes into account the
substrate motion and evaporation flux only. In the framework of these assumptions, it
is interesting to analyze the effect of the downward flow on the deposit thickness at a
high substrate velocity. To do so, the deposit thickness is compared to a simple model
first proposed by Dimitrov and Nagayama[l] and based on global mass balances. This
model assumes a uniform concentration in the cross section L, (y = constant). The
total flux going through L, is then either evaporating through the meniscus (solvent)
or depositing on the substrate at the tip part (solute). We then obtain (see [1,4] for
more details)
I glvevd)po
172 v

Figure 3 shows the ratio of the thicknesses obtained with numerical simulation to the
thickness calculated with the simplified model (estimated with L, = B2), for different
evaporation rates and solute concentrations. hq/h), is close to 1 at low velocities, but
significantly decreases at velocities larger than 10um/s. As already mentioned, Eq. 12
assumes a uniform solute volume fraction when computing the solute flux across the
bottom boundary B2. The effect of this approximation on the estimation of the solute
flux is small at V' = 10um/s (8%), while it is much larger at V = 100um/s (138%),
and thus the Dimitrov and Nagayama’s model does not apply anymore. Indeed, in
the case V' = 100um/s, the simulation shows a significant downward flow at a solute
concentration higher than the bulk one which means that a significant volume of
solute is carried back to the reservoir. Indeed the length needed to homogenize the
concentration through diffusion across the cell is much larger than the total height of
the Hele-Shaw cell.

However, available experimental data obtained with a dip-coating-like set-up [3—
5] do not show this departure from the Dimitrov and Nagayama’s model. Several
assumptions may be put forward to explain the discrepancy between the experiments
and the above simulations. First, it could be due to an insufficient resolution in
deposit thickness measurements. Second, this phenomenon takes place at rather high
velocities, close to the transition between the evaporative regime and the Landau-
Levich regime, and could be overridden by the resulting increase of the thickness.
Finally, we also can expect that convection induced by density or surface tension
gradients, observed in some experiments but not taken into account in the model,
could improve the mixing and thus modify the concentration field, with an impact on
the deposit thickness.

(12)

4 Conclusion

We proposed a hydrodynamic model of a receding and evaporating meniscus in a
dip-coating-like experiment. The difficulties arising from the presence of a contact
line are avoided by truncating a small region close to the contact line. The resulting
boundary conditions are written using lubrication approximation and mass balances
on the truncated domain. In the first step presented in this study, the substrate
motion and evaporation are taken into account but buoyancy and Marangoni effect
are disregarded. In the framework of these assumptions, large substrate velocities
induce a downward flow that caries the solute back to the reservoir. As experimental
results do not confirm this result, further investigations are needed to study how
hydrodynamic instabilities may modify the concentration field. In a future work, this
model will be used as the basic state for a study of the hydrodynamic instabilities in
a dip-coating process.
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