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Abstract

Finding the optimal solution to a linear programming (LP) problem is a long-standing computational problem

in Operations Research. This paper proposes a deep learning approach in the form of feed-forward neural

networks to solve the LP problem. The latter is first modeled by an ordinary differential equations (ODE)

system, the state solution of which globally converges to the optimal solution of the LP problem. A neural

network model is constructed as an approximate state solution to the ODE system, such that the neural

network model contains the prediction of the LP problem. Furthermore, we extend the capability of the

neural network by taking the parameter of LP problems as an input variable so that one neural network

can solve multiple LP instances in a one-shot manner. Finally, we validate the proposed method through a

collection of specific LP examples and show concretely how the proposed method solves the example.

Keywords: Linear programming, ODE systems, Neural networks, Deep learning

1. Introduction

Linear programs are a class of optimization problems where the goal is to minimize a linear objective

subject to linear constraints. They play an important role in operations research and have a wide range of

real-world applications, such as transportation scheduling, manufacturing planning, and resource allocation.

We consider the LP problem of the following general form
min
x

DTx

s.t.

Ax− b ≤ 0,

(1)

where A ∈ Rm×n,b ∈ Rm and D ∈ Rn are problem data. x ∈ Rn and u ∈ Rm are decision variables and dual5

variables, respectively. n and m represent the number of decision variables and the number of constraints,

respectively.

This paper proposes a deep learning approach to solve LP problems, which composes of two parts. 1) The

path followed by the decision and dual variables of an LP problem toward the optimal solution is modeled
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by an ODE system. 2) A feed-forward neural network is used as an approximate state solution to the ODE10

system.

1.1. Literature review

The LP problems have many applications in areas such as economics, engineering, and computer science

(Dantzig, 1963; Gass, 2003). The simplex and interior-point methods are two classical and still widely used

solution methods, that have been well developed and extensively studied in the last decades (Karmarkar,15

1984; Nocedal & Wright, 2006; Gondzio, 2012). Academic or commercial software implement these two

methods for user convenience, such as Cvxpy, Matlab, and Gurobi (Diamond & Boyd, 2016; Matlab, 2017;

Gurobi Optimization, LLC, 2021).

The connection between ODE systems and optimization problems was first studied by Hopfield & Tank

(1985), where the LP problem is modeled by the Hopfield network. Since then, ODE systems approaches20

have been applied to various optimization problems, including quadratic programming (Xia, 1996; Effati

& Nazemi, 2006), linear complementarity problems (Li-Zhi & Hou-Duo, 1999; Xia & Wang, 2000), second-

order cone programming(Ko et al., 2011; Nazemi & Sabeghi, 2020), nonlinear projection equations (Xia &

Feng, 2007) and stochastic game problems (Wu & Lisser, 2022). These articles mentioned above use an

ODE system to model the optimization problem, and then the optimal solution is obtained by solving the25

ODE system. These ODE systems are shown to have global convergence properties, i.e., the state solutions

converge to the optimal solution as the time variable goes to infinity.

The numerical integration methods for solving ODE systems can be divided into two categories: explicit

and implicit methods (Teschl, 2012). The explicit method determines the later state based on the current

state, e.g., RK45, RK23 (Dormand & Prince, 1980; Bogacki & Shampine, 1989). The implicit method30

integrate the ODE system by solving equations involving the current and later states, e.g., Radau and BDF

(Wanner & Hairer, 1996; Shampine & Reichelt, 1997). Software has been develop to implement these methods

(Virtanen et al., 2020; Rackauckas & Nie, 2017).

Dissanayake & Phan-Thien (1994) first uses a neural network to approximate the solution of differential

equations, where the loss function contains two terms satisfying the initial/boundary condition and satisfying35

the differential equation. Lagaris et al. (1998) develop a trail solution method that can ensure initial conditions

always be satisfied. Flamant et al. (2020) takes the parameter of ODE system models as an input variable to

the neural network, such that a neural network can be the solution of multiple differential equations, namely

solution bundles. The universal approximation theorem is foundational for this line of research, which states

that a neural network can approximate any continuous function to arbitrary accuracy (Cybenko, 1989; Hornik40

et al., 1989). Python packages are developed to implement these methods (Lu et al., 2021; Chen et al., 2020).

With the rapid growth of computing power and data, there has been a large amount of research on neural

networks (Goodfellow et al., 2016). Neural networks have a large number of applications in computer vision,

natural language processing, data mining, and other fields (Voulodimos et al., 2018; Deng & Liu, 2018; Liu

et al., 2017). Most training methods for neural networks are based on gradient descent, and many variants45
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have been proposed to speed up training or to improve the generalization ability (Kingma & Ba, 2017; Nair &

Hinton, 2010). Extreme learning machine is a new paradigm for training neural networks that do not involve

any gradient-based iterative process (Huang et al., 2006; Zhang et al., 2020; Xiao et al., 2017). This method

can apply to a wide range of deep learning tasks. One of our contributions is to link the LP problem to deep

learning (DL) so that the LP problem can benefit from a wide range of research in the DL community, e.g.,50

the extreme learning machine. In addition, our paper is expected to inspire new solution method to problems

beyond optimization, e.g., optimal control problems (Zhang et al., 2021), or to be an integral part of existing

methods (Djordjevic et al., 2022; Zhuang et al., 2022).

1.2. Contributions

The contributions of this paper are threefold and summarized as follows.55

• We propose a deep learning approach to solve LP problems. The proposed approach uses neurodynamic

optimization to model the LP problem by an ODE system. A neural network model is then trained to

be an approximate state solution of the ODE system. In this way, the LP problem can be solved only

by deep learning, involving neither optimization methods, e.g., simplex or interior point methods, nor

numerical integration methods, e.g., RK45.60

• We increase the model capacity by treating the parameter of LP problems as an input variable to the

neural network. The neural network then becomes the solution to multiple LP instances. A novel

algorithm is proposed to train such a neural network. Once trained, the model is able to solve multiple

LP instances in a one-shot manner without any iterative process.

• In the experimental Section, we concretely show how to solve a specific LP instance by the proposed65

method. We explicitly present the LP instance, the corresponding ODE system, and the neural network

model. We compare our proposed approach with the RK45 and convex solvers..

1.3. Organization

The remaining sections are organized as follows. Section 2 describes how to model an LP problem by an

ODE system, and demonstrate the effectiveness of the ODE system from theoretical point of view. Section70

3 sketches the case of using one neural network to solve one LP problem. Section 4 shows the case of using

one neural network to solve multiple LP problems. Section 5 presents experimental results and discussions.

Section 6 summarizes this paper and gives future directions.

2. Preliminaries

2.1. Karush-Kuhn-Tucker conditions75

We consider the LP problem as presented in (1). The corresponding Lagrangian is

L(x,u) = DTx+ uT (Ax− b) (2)
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The corresponding Karush-Kuhn-Tucker (KKT) conditions are

D+ATu = 0,

uT (Ax− b) = 0,

Ax− b ≤ 0,

u ≥ 0.

(3)

For the LP problem, the KKT conditions are necessary and sufficient for optimality, i.e., the optimal solution

x∗ of the LP problem (1) can be obtained by finding a solution (x∗,u∗) of the KKT condition (3).

2.2. ODE system for modeling LP

Let x(t) : R → Rn and u(t) : R → Rm be functions with respect to the time variable t, and y(t) =

(xT (t),uT (t))T . The following ODE system models the LP problem (1) via the KKT conditions (3).

dy

dt
= Φ(y) =

 dx
dt

du
dt

 =

− (
D+AT (u+Ax− b)+

)
(u+Ax− b)+ − u

 . (4)

The initial value problem (IVP) is developed by composing of the ODE system (4), an initial condition

y(t0) = y0 and a time range [0, T ], i.e.,

dy

dt
=

− (
D+AT (u+Ax− b)+

)
(u+Ax− b)+ − u

 , y(t0) = y0, t ∈ [0, T ] (5)

y(t), t ∈ [0, T ] is called the state solution of the initial value problem (5) if it satisfies both the ODE system

and the initial condition. y∗ is called an equilibrium point of the ODE system (4) if it satisfies Φ(y∗) = 0.80

The following theorems and definition show how the ODE system (4) solves the LP problem (1).

Theorem 1 (Nazemi & Omidi (2013)). y∗ = (x∗,u∗)T is an equilibrium point of the ODE system (4) if and

only if it is a satisfied point of the KKT conditions (3).

Definition 1. Let y(t) be a solution of the ODE system dy
dt = Φ(y). Then the ODE system is said to be

globally convergent to the solution set Θ∗ = {y∗ | y∗ = (x∗,u∗) solves (3)} if any state solution with an

arbitrary initial point satisfies

lim
t→∞

dist (y(t),Θ∗) = 0,

where dist (y,Θ∗) = infy∗∈Θ∗ ∥y − y∗∥ and ∥ · ∥ denotes the l2-norm.

Theorem 2 (Nazemi & Omidi (2013)). The ODE system (4) is globally convergent to the solution set85

Θ∗ = {y∗ | y∗ = (x∗,u∗) solves (3)}.

According to Theorem 1, the optimal solution to the LP problem is equivalent to the equilibrium points

of the corresponding ODE system. According to Theorem 2, for any given initial point, the state solution of
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the ODE system will always converge to an optimal solution of the LP problem as the time t goes to infinity,

i.e., limt→∞ y(t) = y∗. We refer the reader to (Nazemi & Omidi, 2013; Nazemi & Tahmasbi, 2013; Xia &90

Wang, 2000) for the proof of the theorems and other details.

3. One neural network for solving one LP problem

Before using the neural network, the ODE system requires two parameters to form an IVP, i.e., the initial

point y0 and the time range [0, T ]. Thanks to the global convergence property of the ODE system, the initial

point can be simply fixed to zero without loss of convergence, i.e.,

y(0) = 0. (6)

Let the neural network model be defined as

ŷ (t;w) = (1− e−t)NN (t;w) , t ∈ [0, T ], (7)

where NN represents a fully-connected neural network with weights w. The multiplier (1 − e−t) is used to

guarantee the initial condition ŷ(0;w) = 0 must be satisfied regardless of weights w. The multiplier greatly

affects the region around t = 0 and gradually converges to 1 as time goes on. The neural network model

ŷ (t;w) is act as an approximate state solution to the IVP. The endpoint of the model (7),

ŷ (T ;w) = (1− e−T )NN (T ;w) , (8)

represents an approximate solution to the KKT conditions.

Figure 1 shows the workflow of solving an LP problem by the neural network model. Consider solving95

LP problem (1), and the solution procedure can be summarised as follows. 1) The KKT conditions (3) of

the LP problem are derived; The objective becomes finding a feasible point to the KKT conditions. 2) The

ODE system (4) is built to model the KKT conditions; By considering the initial point (6) and a time range

[0, T ], the ODE system forms an initial value problem. 3) The model ŷ (t;w) as defined in (7) is used as an

approximate state solution to this initial value problem; The endpoint ŷ (T ;w) is an approximate solution100

to the KKT conditions.

Since the initial condition ŷ(0;w) = 0 is always satisfied thanks to the multiplier construction, The

training objective is to make ŷ(t;w) satisfying the corresponding ODE system by adjusting model’s weights

w. Thus, the loss function is defined as

E(w) =
1

|T|
∑
ti∈T

ℓ

(
∂ŷ (ti;w)

∂ti
,Φ(ŷ (ti;w))

)
, (9)
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Linear programming ODE system Neural network

An LP problem The ODE system Approximate state solution

Approximate solution  to 
the KKT conditionsThe initial condition

The time range

The KKT conditions

Figure 1: The connection between the LP problem, ODE system and neural network.

where Φ refers to the ODE system associated with the LP problem to be solved. T ⊂ R+ refers to a set of

collocation times to be trained, where each collocation time ti is sampled by a uniform distribution over the

interval [0, T ]. ∂ŷ(ti;w)
∂ti

∈ Rn+m represents the partial derivative of ŷ with respect to ti. Φ(ŷ (tj ;w)) ∈ Rn+m

represents the partial derivative expected to be according to the ODE system. ℓ(·, ·) is an error metric used105

to measure the difference between these two vectors.

Algorithm 1: Solving an LP problem by one neural network

Require: A time range [0, T ]
Input : An LP problem
Output : Solution to the LP problem

1 Function Main:
2 Derive the ODE system Φ of the LP problem.
3 Construct a neural network model ŷ (t;w) = (1− e−t)NN (t;w).
4 while True do
5 T ∼ U(0, T ) Uniformly sample a batch of t from the interval [0, T ]
6 Forward propagation: Compute E(w) based on T
7 Backward propagation: Train the model weight w by ∇E(w)
8 Stopping criteria check.

9 end

10 end

Algorithm 1 shows the training of the neural network model to solve an LP problem. The algorithm

requires a time range [0, T ], which determines the input space of the model. The LP problem in hand should

determine the choice of T , e.g., a larger T for a complex problem. In each training round, the neural network

trains on a batch of time T, which would is by the end of the iteration.110
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Figure 2: The neural network model that receives t and θ as input. t refers to the time variable. θ refers to the
parameter of an LP problem, and w refers to the weights of the neural network.

The training algorithm is unsupervised since there is no pre-given fixed training dataset. Instead, the

ODE system is given as an instruction to guide the neural network model. Since each round of training uses

fresh data, there is no over-fitting to a particular training data set. Training can go on forever to constantly

optimize the neural network’s weights w. However, it is realistic to set a stopping criteria to break the loop

when the training is deemed good enough. Some possible stopping criteria could be: stop when the number115

of iterations exceeds a maximum; stop when the loss function or other metrics fall below a certain threshold.

After the training, the neural network model ŷ (t;w) is expected to be well approximate the true state

solutiong y(t) on interval [0, T ]. Furthermore, the endpoint ŷ(T ;w) = (x̂, û) is expected to solve the KKT

conditions, where x̂ is the final prediction to the LP problem.

4. One neural network for solving multiple LP problems120

Section 3 presents the case of using one neural network model to solve one LP problem. This section

demonstrates how to solve multiple LP problems using a single neural network model, significantly increasing

computational efficiency.

Let the neural network model for solving multiple LP problems be defined as

ŷ (t;θ;w) = (1− e−t)NN (t,θ;w) , (10)

where NN (t,θ;w) is a nerual network that receive the parameter θ of an LP problem as input, as shown in

Figure 2. The parameter θ represents the problem data, such as D, A, b in (1) or a combination of them,125

and each different θ represents a different LP problem. The model ŷ (t,θ;w) receive different LP problem
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with a parameter θ as input and predict their solutions. As in (7), the initial point is fixed to y(0) = 0, and

(1− e−t) ensures the initial conditions are satisfied. When considering only one LP problem, the parameter

θ is a constant and can be removed, and the model (10) degraded to (7).

The loss function of (10) is defined as

E(w) =
1

|Θ| ∗ |T|
∑
θj∈Θ

∑
ti∈T

ℓ

(
∂ŷ (ti,θj ;w)

∂ti
,Φj(ŷ (ti,θj ;w))

)
, (11)

where Θ refers to the set of parameters θ, and each θj ∈ Θ relate to an ODE system Φj . For a specific θj ,130

∂ŷ(ti,θj ;w)
∂tj

∈ Rn+m and Φj(ŷ (ti,θj ;w)) ∈ Rn+m represent the partial derivative of ŷ with respect to ti and

the derivative from the ODE system Φj , respectively.

Algorithm 2: Solving multiple LP problems by one neural network

Require: A time range: [0, T ]
A probability distribution P for generating θ.

1 Function Main:
2 while True do
3 Θ ∼ P Generate a set of θ according to the given probability distribution P
4 T ∼ U(0, T ) Uniformly sample a batch of t from the interval [0, T ]
5 Forward propagation: Compute E(w) based on the Θ and T
6 Backward propagation: Update w by ∇E(w)
7 Stopping criteria check.

8 end

9 end

Algorithm 2 shows the training of the neural network model involving multiple LP problems. The algo-

rithm aims at reducing the loss function (11). At each training iteration, a batch of data Θ and T is sampled

to train the model, where Θ is sampled from the given probability distribution P, and T is sampled from the135

given time range [0, T ].

After trainings, the model ŷ (t,θ;w) is expected to be able to solve LP problems with parameter θ coming

from the distribution P. Consider a LP problem with parameter θ; The model’s final prediction to this LP

problem is ŷ(T,θ;w).

5. Numerical results140

Section 5.1 gives the experimental setup, including the environment, hyperparameters, and evaluation

metrics. Section 5.2 shows the case of solving a specific LP instance, as introduced in Section 3 whilst

Section 5.3 shows the case of solving multiple LP instances, as introduced in Section 4.

5.1. Experimental setup

The experiments are conducted on the Google Colab Pro+ platform, which provides 51GB RAM, eight145

Intel Xeon 2.2GHz CPUs, and one Nvidia Tesla P100 16GB GPU. The neural network model is built by

Pytorch 1.9.1 and CUDA 10.2.
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The hyperparameters used for training the neural network are as follows

• The optimizer is Adam with a learning rate of 0.001.

• The loss function ℓ(·, ·) is the mean square error.150

• The batch size is 128, and the maximum number of iterations is 500000.

We compare the proposed approach to the ODE solver and the convex solvers. For the ODE solver, we

select the RK45 method implemented by Scipy (Dormand & Prince, 1980; Virtanen et al., 2020). For the

convex solvers, we select the ECOS, OSQP, and Gurobi provided by CVXPY (Domahidi et al., 2013; Stellato

et al., 2020; Gurobi Optimization, LLC, 2021; Diamond & Boyd, 2016).155

We use the following mean square error (MSE) metric to measure the prediction accuracy, defined by

MSE =
1

B

B∑
i=1

(fi(x
∗
i )− fi(x̂i))

2, (12)

where B refers to the number of instances in a test batch. Consider the i-th instance in the test batch. x∗
i

refers to an optimal solution, and fi(x
∗
i ) refers to the true objective value obtained by the LP solver. xi refers

to a prediction, and fi(xi) refers to the predicted objective value. The evaluation indicator measure on the

objective value fi(x̂i) rather than on the predicted point x̂i, because the true objective value is unique fi(x
∗
i ),

whereas there may be multiple optimal solutions x∗
i . We also provide the mean objective value (MOV) to

roughly describe a test batch, defined as

MOV =
1

B

B∑
i=1

fi(xi). (13)

5.2. Case 1: Solving one LP problem

Consider the following specific LP problem

min
x

−9.54x1 − 8.16x2 − 4.26x3 − 11.43x4

s.t.

3.18x1 + 2.72x2 + 1.42x3 + 3.81x4 ≤ 7.81.

(14)

9



According to (4), the corresponding ODE system for this LP problem is

dy

dt
= Φ(y) =

dx
dt

du
dt

 =



−
(
−9.54 + 3.18T (u+ 3.18x1 + 2.72x2 + 1.42x3 + 3.81x4 − 7.81)+

)
−
(
−8.16 + 2.72T (u+ 3.18x1 + 2.72x2 + 1.42x3 + 3.81x4 − 7.81)+

)
−
(
−4.26 + 1.42T (u+ 3.18x1 + 2.72x2 + 1.42x3 + 3.81x4 − 7.81)+

)
−
(
−11.43 + 3.81T (u+ 3.18x1 + 2.72x2 + 1.42x3 + 3.81x4 − 7.81)+

)
(u+ 3.18x1 + 2.72x2 + 1.42x3 + 3.81x4 − 7.81)+ − u


, (15)

where u is the dual variable.

By choosing the initial point to be all-zero and the time range to be [0, 10], the ODE system forms the

initial value problem as follows

dy

dt
=



−
(
−9.54 + 3.18T (u+ 3.18x1 + 2.72x2 + 1.42x3 + 3.81x4 − 7.81)+

)
−
(
−8.16 + 2.72T (u+ 3.18x1 + 2.72x2 + 1.42x3 + 3.81x4 − 7.81)+

)
−
(
−4.26 + 1.42T (u+ 3.18x1 + 2.72x2 + 1.42x3 + 3.81x4 − 7.81)+

)
−
(
−11.43 + 3.81T (u+ 3.18x1 + 2.72x2 + 1.42x3 + 3.81x4 − 7.81)+

)
(u+ 3.18x1 + 2.72x2 + 1.42x3 + 3.81x4 − 7.81)+ − u


, y(0) =



0

0

0

0

0


, t ∈ [0, 10].

(16)

Layers Input Size Output Size Activation function
Fully connected 1 100 Tanh
Fully connected 100 5

Table 1: A two-layer neural network to solve the LP problem (14). The input is t ∈ [0, 10], and the second layer of the
neural network has no activation function.

We construct a model ŷ (t;w) as defined in (7) to solve this initial value problem and the LP problem,160

where Table 1 shows the structure of the neural network. As shown in Figure 3a, the loss value decreases

from an initial value of 60 to less than 0.1, implying that the model is trained to satisfy the ODE system

conditions(15). Figure 3b shows the true state solution obtained by the numerical integration method RK45,

and Figure 3c shows the approximate state solution , i.e., the model ŷ(t;w) after training. The approximate

state solution ŷ(t;w) is almost identical to the true state solution y(t), which validates the effectiveness of165

the training.

Approaches x∗ u∗

Convex optimization solver: ECOS [0.7294, 0.6238, 0.3257, 0.8739] 2.9999
Numerical integration method: RK45 [0.7294, 0.6238, 0.3257, 0.8739] 2.9999
Neural network [0.7294, 0.6238, 0.3257, 0.8739] 2.9999

Table 2: Solutions of three different approaches to the LP problem (14)

Table 2 shows the final solutions to the LP problem by the three approaches. The solution from the

numerical integration method is the state solution’s endpoint, i.e., y(10), and the solution of our neural

10



(a)

(b) (c)

Figure 3: (a) The loss values in the first 5000 iterations (b) The true state solution y(t) to the initial value
problem (16) (c) The neural network approximate state solution ŷ(t;w) after training

network method is ŷ(10;w). All three approaches achieve the same optimal solutions.

5.3. Case 2: Solving multiple LP problems170

5.3.1. b as variable

We now use a neural network to solve multiple LP problems. Consider an LP problem with the following

form

min
x

−9.54x1 − 8.16x2 − 4.26x3 − 11.43x4

s.t.

3.18x1 + 2.72x2 + 1.42x3 + 3.81x4 ≤ b,

(17)

where b is a variable within the interval [0, 10]. Every different b ∈ [0, 10] of (17) represents a different LP

problem. The initial value problem corresponding to (17) is

dy

dt
=



−
(
9.54 + 3.18T (u+ 3.18x1 + 2.72x2 + 1.42x3 + 3.81x4 − b)+

)
−
(
8.16 + 2.72T (u+ 3.18x1 + 2.72x2 + 1.42x3 + 3.81x4 − b)+

)
−
(
4.26 + 1.42T (u+ 3.18x1 + 2.72x2 + 1.42x3 + 3.81x4 − b)+

)
−
(
11.43 + 3.81T (u+ 3.18x1 + 2.72x2 + 1.42x3 + 3.81x4 − b)+

)
(u+ 3.18x1 + 2.72x2 + 1.42x3 + 3.81x4 − b)+ − u


, y(0) =



0

0

0

0

0


, t ∈ [0, 10]. (18)
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Layers Input Size Output Size Activation function
Fully connected 2 100 Tanh
Fully connected 100 5

Table 3: A two-layer neural network to solve the LP problem of variable b (17) The input is t ∈ [0, 10] and b ∈ [0, 10]

Figure 4: The loss value versus iteration in the first 10,000 iterations

We construct the neural network model as follows

ŷ(t, b;w) = (1− e−t)NN(t, b;w), (19)

which is able to receive various b ∈ [0, 10] as input, and NN(t, b;w) is a fully connected network as shown in

Table (3). Figure 4 shows the training of this model according to Algorithm 2. After 10,000 iterations, the

loss value drops from 175 to less than 5, and after 500,000 iterations, it gradually converges to 0.01. Figure175

5 shows the solutions of the neural network for three specific instances after the training is completed.

Numbers of
instances

Neural network ODE solver: RK45 Convex solvers

MOV MSE
CPU
time

MOV
CPU
time

MOV
ECOS
CPU
time

OSQP
CPU
time

GUROBI
CPU
time

100 -16.90 0.089 <=0.01 -16.68 3.45 -16.69 0.37 0.61 0.46
300 -14.83 0.099 <=0.01 -14.57 10.34 -14.58 1.10 1.74 1.29
500 -14.52 0.101 <=0.01 -14.27 17.38 -14.28 1.89 2.93 2.25
1000 -15.40 0.095 <=0.01 -15.16 34.50 -15.16 3.74 5.90 4.36
3000 -15.22 0.095 <=0.01 -14.98 104.35 -14.99 10.97 17.45 13.26
5000 -15.39 0.095 <=0.01 -15.15 173.35 -15.16 18.60 29.28 22.13
10000 -15.25 0.095 <=0.01 -15.01 346.25 -15.02 37.28 57.99 44.73

Table 4: Comparison between the neural network model, ODE solver and convex solvers on solving multiple
instances of (17) The metric MOV is defined in (13). The error metric MSE is defined in (12), where the MSE for the ODE
solver and convex solvers are omitted because they provide exact solutions. The CPU time is in seconds, and <= 0.01 means
the CPU times are less than or equal to 0.01 seconds.

Table 4 reports our neural network model’s CPU times and accuracy along with two comparable ap-
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Figure 5: Three instances of (17) solved by the RK45 method and the neural network
Upper row: True state solutions obtained by the RK45 method
Lower row: Approximate state solutions obtained by the neural network
Left: For solving the LP problem of (17) with b = 8.16, the endpoints are y(t = 10) = [0.76, 0.65, 0.34, 0.91, 3.00], ŷ(t = 10, b =
8.16;w) = [0.79, 0.67, 0.47, 0.91, 3.03]
Middle: For solving the LP problem of (17) with b = 6.72, y(t = 10) = [0.63, 0.53, 0.28, 0.75, 3.00], ŷ(t = 10, b = 6.72;w) =
[0.67, 0.56, 0.36, 0.76, 3.04]
Right: For solving the LP problem of (17) with b = 6.18, y(t = 10) = [0.58, 0.49, 0.26, 0.69, 3.00], ŷ(t = 10, b = 6.18;w) =
[0.64, 0.53, 0.32, 0.71, 3.04]

proaches. As shown in the table, our neural network model significantly outperforms the ODE solver and

convex solvers in terms of computational CPU time. The neural network model takes less than 0.01 seconds

to solve either one or multiple instances. The MOVs that our model produces are close to the MOVs from180

the other two approaches, and the MSEs near 0.1 demonstrate that our model’s predictions are acceptable.

After training, the neural network model can directly give the prediction ŷ(T, b;w) to any LP problem

of b ∈ [0, 10] in constant execute time, whereas an ODE solver must first compute all of the previous states

before providing the final solution. When dealing with multiple instances, the ODE solver and convex solvers

solve them one by one, and the computational time grows linearly with the number of instances. Our neural185

network can solve all these instances in one shot without suffering from this linear growth. The computational

advantage becomes even more significant when the number of instances is large. Additionally, both in the

training and prediction stages, our approach is highly conducive to parallelization.
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5.3.2. D as variable

Consider an LP problem with the following form

min
x

DTx

s.t.

3.18x1 + 2.72x2 + 1.42x3 + 3.81x4 ≤ 7.81,

(20)

where D = [D1, D2, D3, D4]
T ∈ R4 is generated by a random number from the uniform distribution U(0, 10)

multiplied by the vector [3.18, 2.72, 1.43, 3.81]T . Every different D represents a different LP problem. The

corresponding initial value problem is

dy

dt
=



−
(
−D1 + 3.18T (u+ 3.18x1 + 2.72x2 + 1.42x3 + 3.81x4 − 7.81)+

)
−
(
−D2 + 2.72T (u+ 3.18x1 + 2.72x2 + 1.42x3 + 3.81x4 − 7.81)+

)
−
(
−D3 + 1.42T (u+ 3.18x1 + 2.72x2 + 1.42x3 + 3.81x4 − 7.81)+

)
−
(
−D4 + 3.81T (u+ 3.18x1 + 2.72x2 + 1.42x3 + 3.81x4 − 7.81)+

)
(u+ 3.18x1 + 2.72x2 + 1.42x3 + 3.81x4 − 7.81)+ − u


, y(0) =



0

0

0

0

0


, t ∈ [0, 10].

(21)

Layers Input Size Output Size Activation function
Fully connected 5 100 Tanh
Fully connected 100 5

Table 5: A two-layer neural network to solve the LP problem of variable D (20) The input is t ∈ [0, 10] and D ∈ R4

Figure 6: The loss value versus iteration in the first 10,000 iterations

We construct the neural network model for resolving this case as follows

ŷ(t,D;w) = (1− e−t)NN(t,D;w), (22)
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which is able to receive various D as input, and NN(t,D;w) is a fully connect network as shown in Table190

(5). Figure 6 shows the training of this model according to Algorithm 2. After 10,000 iterations, the loss

value decreases from 600 to less than 10.

Figure 7: Three instances of (20) solved by the RK45 method and the neural network
Upper row: True state solutions obtained by the RK45 method
Lower row: Approximate state solutions obtained by the neural network
Left: For solving the LP problem of (20) with D = [−29.99,−25.66,−13.39,−35.94], the endpoints are y(t = 10) =
[0.73, 0.62, 0.33, 0.87, 9.43], ŷ(t = 10,D;w) = [0.66, 0.64, 0.29, 0.84, 9.41]
Middle: For solving the LP problem of (20) with D = [−3.87,−3.31,−1.73,−4.63], the endpoints are y(t = 10) =
[0.73, 0.62, 0.33, 0.87, 1.22], ŷ(t = 10,D;w) = [0.75, 0.62, 0.32, 0.86, 1.09].
Right: For solving the LP problem of (20) with D = [−24.65,−21.09,−11.01,−29.54], the endpoints are y(t = 10) =
[0.73, 0.62, 0.33, 0.87, 7.75], ŷ(t = 10,D;w) = [0.70, 0.63, 0.31, 0.84, 7.66]

Numbers of
linear programs

Neural network ODE solver Convex solvers
Mean
values

Times MSEs
Mean
values

Times
Mean
values

ECOS
Times

OSQP
Times

GUROBI
Times

100 -37.95 <=0.01 0.17 -37.75 3.64 -37.75 0.38 0.61 0.45
300 -38.84 <=0.01 0.17 -38.65 11.13 -38.66 1.12 1.81 1.39
500 -39.10 <=0.01 0.20 -38.89 18.64 -38.90 1.92 3.02 2.29
1000 -39.94 <=0.01 0.20 -39.72 37.39 -39.73 3.81 6.16 4.51
3000 -38.95 <=0.01 0.20 -38.74 111.60 -38.75 11.73 18.01 13.70
5000 -39.32 <=0.01 0.20 -39.10 185.89 -39.11 19.13 30.11 22.63
10000 -39.67 <=0.01 0.20 -39.44 370.22 -39.45 38.33 60.13 45.44

Table 6: Comparison between the neural network model, ODE solver and convex solvers on solving multiple
instances of (20) The metric MOV is defined in (13). The error metric MSE is defined in (12), where the MSE for the ODE
solver and LP solvers are omitted because they provide exact solutions. The CPU time is in seconds, and <= 0.01 means the
CPU times are less than or equal to 0.01 seconds.

Compared to the case of b as a variable, D being a variable is more challenging because of the higher

dimensional of the input space. Figure 7 shows three specific examples solved by our neural network model

and the RK45 method. Table 6 presents the results on much more instances in terms of accuracy and195
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computational time. Together, the figure and the table show how our neural network approach effectively

and efficiently handles the situation where D is a variable.

6. Conclusion

In this paper, we present a deep learning approach in the form of feed-forward neural networks to solve LP

problems. We show how a neural network can be used to solve a single LP problem and multiple LP problems,200

respectively. We demonstrate the effectiveness of the proposed method through specific LP examples. This

paper is a beginning of a series of future works. We relate the most basic optimization problem, linear

programming, to the machine learning (ML) community so that a large number of cutting-edge research

from ML can directly benefit the linear programming study, such as parallel computing and GPU computing.

Since the neural network only gives approximate solutions, to improve the predicted accuracy, we can205

develop more sophisticated network architecture and training algorithms that take advantage of the problem

structure. Another line of future direction could be extending the proposed approach to other optimization

or operations research problems, such as quadratic or second-order conic programming.
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