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Abstract

This article studies the vortex-wave system for the Surface Quasi-Geostrophic equation with parameter
0 < s < 1. We obtained local existence of classical solutions in H4 under the standard “plateau hypothesis”,
H2-stability of the solutions, and a blow-up criterion. In the sub-critical case s > 1/2 we established global
existence of weak solutions. For the critical case s = 1/2, we introduced a weaker notion of solution (V -weak
solutions) to give a meaning to the equation and prove global existence.

Introduction

The purpose of this work is to study the vortex-wave system associated to (SQG), the surface quasi-geostrophic
equation. Equation (SQG) is a partial differential equation set on the plane that is widely used to model
atmospheric flows outside the tropical region. It is given by

∂

∂t
θ + v · ∇θ = 0, with v = −∇⊥(−∆)−s θ, (SQG)

where 0 < s < 1 and where ⊥ designates the counter-clockwise rotation of angle π/2 in the plane. In this
equation, θ : [0, T ) × R2 → R is the potential temperature of the fluid, that will be referred throughout this
article as the active scalar, and v : [0, T )×R2 → R2 is the velocity of the fluid. For the physical content of (SQG),
we recommend the two reference books [31, 34]. The second equation in (SQG) is called the quasi-geostrophic
Biot-Savart law in reference to the 2D Euler equation written in term of the vorticity ω:

∂

∂t
ω + v · ∇ω = 0, with v = −∇⊥(−∆)−1 ω. (Euler)

The 2D Euler equation can be seen as the limit case in (SQG) where s → 1−. The similarity of these two
equations gave raise to a wide range of studies trying to investigate whether the special solutions known for 2D
Euler have their equivalent for (SQG). The most studied cases are traveling and co-rotating solutions, either
from bifurcation arguments [1, 13, 21, 22] or variationnal arguments [6, 19, 20].

However close these two equations may seem, the theory for the Cauchy problem associated to the evolution
equation is very different. Existence and uniqueness globally in time for the 2D Euler equation is well-known
since the works by Youdovich if the initial vorticity lays in L∞. In this case, the Euler Biot-Savart law gives that
the velocity field is log-Lipschitz, so that the Osgood lemma applies (see [36, 37]). For the (SQG) equation, the
Biot-Savart law is more singular and such an argument does not apply. The Cauchy theory for (SQG) remains
to this day an outstanding problem. The global existence is only known for weak solutions [27], which are non-
unique in some cases when the regularity is too low [5]. Numerical simulations [32] suggests that, unlike the 2D
Euler equations, the L∞ setting does not give raise to global in time strong solutions. Existence and uniqueness
on a short interval of time for (SQG) has been proved for the sub-critical and critical case (s ≥ 1/2) by [9] and
the super-critical case (0 < s < 1/2) has been done by [8] in the Hk setting with k ≥ 4. The study of the Cauchy
problem for these equations is very active, trying to exhibit finite time singularity or to prove global existence in
a well-chosen class of regularity (see for instance [11, 14, 23, 26] and references therein).

Nevertheless, one feature of the 2D Euler equation that is preserved by (SQG) is the point-vortex system.
This consists in the assumption that at the initial time the active scalar is sharply concentrated around a finite
number of points and therefore writes at the limit as a pondered sum of Dirac masses. This model should be
understood as a mathematical formalization of the intuitive notion of “centers of whirlpools”. These Dirac masses
then evolve in time in virtue of the transport equations respectively (SQG) and (Euler). This system is well-posed
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on a given interval of time as long as the distances between vortices remain positive (absence of collapse). Global
well-posedness for almost every initial datum has been obtained for the Euler case in the plane by [29], and in
bounded smooth domains by [12]. The extension of this result to the quasi-geostrophic point-vortex system is
done by [15, 18].

One natural question then lays in the possibility to study a mixed system involving both a regular part for
the active-scalar (driven by the PDE) coupled with a singular part made of point-vortices. This coupled system
was introduced for the 2D Euler equation independently by [28, 33] and called the “vortex-wave system”. Using
a Lagrangian formulation of the vortex-wave system, the existence of solutions for this system was proved in
presence of a single point-vortex. Uniqueness for this system has been achieved by [28] and [24] respectively
for Lagrangian and Eulerian solutions, under the assumption that the point-vortex lays in a region where the
vorticity is constant (plateau assumption). It is worth mentioning other works related to the vortex-wave system
such as [4, 7, 10, 16, 17, 25, 30, 35].

The main goal of the present paper is to study the vortex-wave system for the Surface Quasi-Geostrophic
equation. Our first result is the local existence and uniqueness of a classical solution for the SQG vortex-wave
system under the same “plateau assumption” as in [24]. Unlike the Euler case, it is not clear whether this result
can be made global since the velocity field is less regular due to the singularity of the Biot-Savart law kernel. We
cannot obtain strong solution with θ being only in L1 ∩L∞ so that we make a much stronger assumption on the
initial datum: θ0 ∈ H4(R2). Such a regularity allows us to proceed to energy estimates relying on the commutator
structure of the equation. While the energy estimates are comparable to the ones of [8], new difficulties arise due
to the presence of the point-vortex. Passing to the limit in a regularized system gives the existence of the solution
on a bounded interval of time. We were also able to obtain a uniqueness result with a proof that relies on the
point-vortex staying in its initial “plateau”, combined with a precise H2-stability estimate. We also provide a
directional blow-up criterion for the case where the point-vortex reaches the boundary of its “plateau” in finite
time. In our work, we mainly focused on the novelties induced by the presence of the point-vortex but we believe
it is possible to improve the regularity using some of the refined techniques developed in the literature on SQG
(see [23] or [26] for instance).

The second part of the article studies weak solutions (in L1 ∩ L∞) for the SQG vortex-wave system. Since
the Youdovitch theory does not apply for SQG, we cannot expect global solutions in L1 ∩L∞ to be unique with
characteristics that are well-defined. In the case s > 1/2 the Biot-Savart law has good regularizing properties,
and we can prove global existence. The critical case s = 1/2 is more difficult since it is no longer possible to
obtain regularity on the velocity field. The Biot-Savart law is here a 0-order pseudo-differential operator. The
first consequence is that one must relax the definition of the point-vortex system to apply the Peano theorem.
Furthermore, the main difficulty lays in the definition of the velocity field generated by the point-vortex when
acting on the smooth part of the active scalar. Indeed, the case s = 1/2 implies that the kernel of the Biot-Savart
law is no longer L1

loc. To overcome this problem, we introduce a weaker notion of solution, that we called V -weak
solutions, adapted to the study of singularities localized on a set of small Hausdorff dimension. We show the
existence of a global V -weak solution and study its properties. We show that this weaker notion of solutions
shares with the standard notion of weak solutions several important properties. In particular, we prove that if
the V -weak solution is C1, then it is a classical solution.

1 Presentation of the Problem and Main Result

1.1 The Vortex-Wave System for SQG

We first define for 0 < s ≤ 1 the function:

∀ x ∈ R2 \ {0}, Ks(x) := cs
x⊥

|x|4−2s
, with cs :=

(1− s)Γ(1− s)

22s−1πΓ(s)
, (1.1)

which is the kernel of the Biot-Savart operator −∇⊥(−∆)−s associated to the Green’s function of (−∆)s. Remark
that cs → 1

2π =: c1 as s → 1−. The case s = 1 corresponds to the case of (Euler) while 0 < s < 1 corresponds
to (SQG). The point-vortex system in the plane is given by the following equations. If z1, . . . , zN are the
positions of the point-vortices in the plane and a1, . . . , aN their intensities, then the evolution of the ith vortex
with i = 1, . . . , N is given by:

d

dt
zi(t) = cs

N∑
j=1
j ̸=i

aj
(zi(t)− zj(t))

⊥

|zi(t)− zj(t)|4−2s
. (1.2)

Indeed, if one plugs an active scalar of the form θ(0, x) =
∑N
j=1 ajδxj

in (SQG) or (Euler) then the associated
velocity field writes, using (1.1):

v(0, x) := cs

N∑
j=1

aj
(x− zj)

⊥

|x− zj |4−2s
.
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Since the active scalar is simply transported by the velocity of the fluid, we indeed obtain (1.2) under the natural
assumption that a point-vortex does not self-interact.

For this article, we mainly focus on the vortex-wave system in the case of a single vortex moving in time
t 7→ z(t) ∈ R2. The case of several point-vortices is similar as long as the distances between the point-vortices
remain positive on the studied interval of time, see Section 7. To give a proper definition of the vortex-wave
system, the authors in [28] suggest a Lagrangian point-of-view while in [24] they work with an Eulerian point-
of-view. In this work we follow the second point-of-view.

We prove the following well-posedness result for the vortex-wave system:

Theorem 1.1. Let 0 < s < 1. Consider θ0 ∈ Hk an initial datum for some integer k ≥ 4 and z0 ∈ R2 an initial
point-vortex position. Assume that θ0 is constant on some neighborhood of z0 (plateau assumption). Then the
following assertions hold true.

(i) Local existence and uniqueness: there exists time T > 0 such that the PDE system

∂tθ + (v +H) · ∇θ = 0,

d

dt
z(t) = v

(
t, z(t)

)
,

v = −∇⊥(−∆)−sθ = Ks ⋆ θ,

H(t, x) = Ks

(
x− z(t)

)
,

(1.3)

with initial datum respectively θ0 and z0, has a unique solution θ ∈ L∞([0, T );Hk(R2)) ∩ C1([0, T ) × R2)
and z ∈ C1([0, T );R2).

(ii) Short time H2-stability: let (θ1, z1) and (θ2, z2) be two solutions in L∞([0, T ], Hk(R2)) of (1.4)s, with θ1(0)
and θ2(0) locally constant around z1 and z2 respectively. Then there exists ρ > 0 and T0 > 0 depending
only on θ1(0) and θ2(0) such that if

|z2(0)− z1(0)| < ρ,

then, for every t ∈ [0, T0], and for every ℓ ∈ N such that 2 ≤ ℓ ≤ k − 2,

∥θ2(t, ·)− θ1(t, ·)∥Hℓ + |z2(t)− z1(t)| ≲ ∥θ2(0, ·)− θ1(0, ·)∥Hℓ + |z2(0)− z1(0)|.

(iii) Blow-up criterion: let (θ, z) be a solution of (1.4) on an interval [0, T ∗) with T ∗ <∞. Let

R(t) := sup
{
r ≥ 0 , ∇θ(t) ≡ 0 on B(z(t), r)

}
(1.4)

and recall that the plateau hypothesis states that R(0) > 0. Assume that R(t) −→
t→T∗

0. Then

∫ T∗

0

∥θ(t)∥H3−2sdt = +∞.

Let us formulate a few remarks about Theorem 1.1.

In (1.4), the equation v = −∇⊥(−∆)−sθ is well-defined as a convolution with Ks only when s > 1/2. Yet it
is not always clear whether this convolution is well-defined. When s ≤ 1/2 we use Fourier multipliers to give a
meaning to the velocity v (see Proposition 2.5 hereafter). Note also that for a fixed time t ∈ [0, T ), the productHθ
is a well-defined and measurable function taking finite values for every x ̸= z(t). It is also well-defined on all R2

when seen as a principal value distribution, because θ(t) ∈ Hk(R2) ⊂ H4(R2) and H(t) ∈ Ḃ2s−1
1,∞ (R2) ⊂ H−2(R2).

The convolution against the Biot-savart kernel Ks is taken with respect to the space variable x ∈ R2. As
a convention throughout this article, the gradient operators ∇ and ∇⊥, convolutions and fractional Laplace
operators (−∆)s and (−∆)−s are always taken with respect to the space variable x ∈ R2.

Concerning the regularity of strong solutions, in this work we limit ourselves to H4 solutions for simplicity
reasons and focus on what is new in presence of a point-vortex. However, we believe that both existence and
uniqueness results can be extended to lower levels of regularity on θ, according to [23] and [26]. For the stability
result, the hypothesis 2 ≤ ℓ ≤ k − 2 is always satisfied at least by ℓ = 2 since k ≥ 4. In the case s ≥ 1/2 we also
obtain a L2-stability result (see Section 4 for rigorous statement and proof). This L2-stability fails in the case
s < 1/2 for which we need at least to control the H2 norm of θ.

The system (1.4) can blow-up in two different ways: either the active scalar could lose regularity on its own as
in the usual SQG equations, or the point-vortex could collide with the boundary of the constant part of the active
scalar, making the system singular. Theorem 1.1-(iii) investigates this second type of blow-up. In Section 5, we
actually obtain a sharper and directional criterion, which is the following Theorem 1.2, from which we deduce
Theorem 1.1-(iii). More precisely, we prove:
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Theorem 1.2. Let (θ, z) be a strong solution of (1.4) as given by Theorem 1.1 on an interval [0, T ∗), with
T ∗ <∞. Let

N(t) := max
{x∈R2, |x−z(t)|=R(t)}

−
(
x− z(t)

)
·
(
v(x)− v(z(t))

)
R2(t)(1− lnR(t))

.

Then,

R(t) −→
t→T∗

0 ⇐⇒
∫ T∗

0

N(t)dt = +∞ .

The quantity t 7→ N(t) is a weaker version of the log-Lipschitz norm of v that only takes into account the
capacity of v to bring fluid particles from the outside of B(z(t), R(t)) towards the point-vortex.

On the other hand, in the sub-critical case (namely s > 1/2) we have no difficulty in proving the existence of
global weak solutions as follows.

Theorem 1.3 (Global weak solutions if s > 1/2). We assume that s > 1/2. Let θ0 ∈ L1∩L∞(R2) and z0 ∈ R2.
Then there exists θ ∈ L∞(R+;L

1∩L∞) and z ∈ C0(R+;R2) such that (θ, z) is a weak solution of the vortex-wave
system with initial datum (θ0, z0). More precisely, for any test function ψ ∈ D([0, T )× R2), we have∫ T

0

∫
R2

θ(t, x)

(
∂ψ

∂t
(t, x) + (v +H) · ∇ψ(t, x)

)
dxdt+

∫
R2

θ0(x)ψ(0, x) dx = 0, (1.5)

where v and H are given by (1.4) and where z is a solution of the integral equation

z(t) = z0 +

∫ t

0

v
(
τ, z(τ)

)
dτ. (1.6)

Moreover, this solution satisfies ∥θ(t, ·)∥Lp ≤ ∥θ0∥Lp for all p ∈ [1,+∞]. Finally, the function θ is continuous in
time with values in L1 ∩ L∞(R2) equipped with the weak-⋆ topology.

1.2 Global Existence of Weak Solutions in the Critical Case

From the result given by Theorem 1.3, one naturally wonders what happens in the critical case where s = 1/2.

1.2.1 Duhamel Formula for the Quasi-Point-Vortex System

One important difference in the case s = 1/2 is that the function Ks ceases to be locally L1. Moreover, the
convolution with Ks is now a Fourier multiplier of order 0 since such convolution correspond to the differential
operator −∇⊥(−∆)s. As a consequence, there is no hope for the velocity v := Ks ⋆ θ to be a continuous function
with θ being only in L1 ∩ L∞. To give a meaning to the vortex-wave system when s = 1/2, we have to weaken
the notion of point-vortex to obtain the regularity needed to define the flow. For that purpose, we rewrite the
equation on the evolution of the point-vortex (1.22) as follows:

z(t) = z0 +

∫ t

0

∫
R2

v
(
t′, x

)
δ0
(
x− z(t′)) dxdt′, (1.7)

where δ0 is the centered Dirac mass. In the view of such a formulation we introduce the notion of quasi point-
vortex, which is a relaxation of the equation above:

z(t) = z0 +

∫ t

0

∫
R2

v
(
t′, x

)
χ
(
x− z(t′)) dxdt′, (1.8)

where χ is a fixed L1 function such that
∫
χ = 1. This function χ must be understood as an approximation of

the Dirac mass. In other words, the computation of the velocity for the point-vortex is not the simple evaluation
of the velocity field v at one point z (which is ill-defined) but the computation of an average of v on a “small”
neighborhood of z. The main weakness of this approach is that the solution depends on the choice of χ ∈ L1

and it is unclear whether one can pass to the limit χ → δ0. Yet this relaxation (1.14) is the most simple and
reasonable way to give a meaning to (1.13).

1.2.2 A Remark on the Structure of the Non-Linearity

Another problem arising in the critical case s = 1/2 is to give a meaning for almost every t ≥ 0 to the following
integrals appearing in (1.11):∫

R2

θ(t, x) v(t, x) · ∇ψ(t, x) dx and

∫
R2

θ(t, x)H(t, x) · ∇ψ(t, x) dx. (1.9)

Concerning the first one, we simply follow the idea developed in [27] which consists in using the commutator
structure of this term to regain some regularity on θ. This idea is reminiscent from previous works on SQG.
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Lemma 1.4 (Commutator formulation). Let θ ∈ C1 and φ ∈ D(R2). We have:∫
R2

θ(x)Ks⋆ θ(x) · ∇φ(x) dx =
1

2

∫
R2

Ks⋆ θ(x) ·
[
(−∆)s,∇φ

]
(−∆)−sθ(x) dx, (1.10)

where [A,B] := AB −BA is the commutator between A and B.

This lemma is proved later on (Section 2.2). It is proved in [27], using this commutator formulation, that this
integral makes sense in Lp for 4/3 < p < 2 (see Lemma 6.1 hereafter).

1.2.3 A Weaker Notion of Weak Solution

The remaining difficulty is the second integral in (1.15), which is more difficult to treat since H = −∇⊥(−∆)sδz,
which more singular than v := −∇⊥(−∆)sθ. One possible idea would have been to regularize δ0(x − z(t)) in
the same spirit than (1.14). Nevertheless, such an approach would have made loose the information on the
deformation of θ in the neighborhood of the singularity of a point-vortex.

To pass-by this difficulty, we choose to introduce a weaker notion of solution that is weaker than the standard
notion of weak solution. We first recall that, in a general formulation, the standard notion of weak solution
writes:

u ∈ D′(Ω;Rd) is a weak solution iff: ∀ ϕ ∈ D(Ω;Rd), F(u, ϕ) = 0 (1.11)

where F : D′ ×D → R is the function that represent the weak formulation of the studied equation (the function
u 7→ F(u, ϕ) may be well-defined only on a subspace of D′).

Definition 1.5 (V -weak solutions). Let Ω be a domain and V ⊆ D(Ω;Rd). Then

u ∈ D′(Ω;Rd) is a V -weak solution to (1.17) iff: ∀ ϕ ∈ V, F(u, ϕ) = 0.

In other words, we are not able to have the weak formulation (1.17) for all test functions ϕ ∈ D(Ω;Rd) but
only for functions in a subset V . To have this notion of V -weak solution be relevant, this set V must be the
biggest possible. Whenever we manipulate it, we systematically study how big the set V ⊆ D(Ω;Rd) can be
to ensure that we remain close to the standard notion of weak solution. Note that when u and F are smooth
enough, the two notion coincide whenever V is dense in D(Ω;Rd). To measure how much the set V coincide with
D(Ω;Rd), we introduce the notion of Γ-coincidences for sets of functions:

Definition 1.6 (Γ-coincidence). Let V and W two sets of functions Ω → Rd and let Γ ⊆ Ω. We say that the
two sets V and W are Γ-coincident if they coincide except on Γ. More precisely, for all Ω0 ⊆ Ω such that the
distance between Ω0 and Γ is positive:

∀ f ∈ V, ∃ g ∈W, f∣∣
Ω0

≡ g∣∣
Ω0

and symmetrically : ∀ g ∈W, ∃ f ∈ V, f∣∣
Ω0

≡ g∣∣
Ω0

.

This notion of coincidence is adapted to the study of singularities (choosing Γ being the set where the
singularity is supported). This definition can be interpreted intuitively as follows: as soon as we lay at positive
distance from the singularity supported on Γ then the notion of V -weak solution coincides with the standard
notion of weak solution (taking W = D(Ω;Rd) in the definition above).

To better sustain the relevancy of this notion of V -weak solution, but also to give a better intuition, we
mention the following easy property:

Property 1.7. let u ∈ D′(Ω;Rd) be a V -weak solution of some equation (see definition 1.5), with V being
Γ-coincident with D(Ω : Rd) for some Γ ⊆ Ω.

Then u is a solution in the sense of distributions in Ω \ Γ :

u ∈ D′(Ω \ Γ;Rd) is such that: ∀ ϕ ∈ D(Ω \ Γ;Rd), F(u, ϕ) = 0.

In other words, we have the following hierarchy :

solution in D′(Ω) =⇒ V -weak solution (Γ-coincident) =⇒ solution in D′(Ω \ Γ).

Note also that D(Ω \ Γ) is Γ-coincident with D(Ω). Nevertheless, in practice the set V should be chosen larger
so that the least possible information is lost in the neighborhood of the singularity.

5



1.2.4 Global Existence of V -Weak Solutions in the Critical Case

With this weaker notion of solution at hand and this commutator formulation, we are able to prove the following
theorem:

Theorem 1.8 (Global V -weak solutions to the quasi vortex-wave if s = 1/2). Assume that s = 1/2. Let
θ0 : R2 → R, let z0 ∈ R2 and let T > 0. Let χ ∈ L1(R2) such that

∫
χ = 1. Then there exists V ⊆ D([0, T )×R2)

such that:

(i) There exists θ ∈ L∞([0, T );L1 ∩ L∞(R2)) and z ∈ C0,1([0, T );R2) a V -weak solution to the vortex-wave
system in the sense that for all test functions ψ ∈ V :∫ T

0

∫
R2

(
∂ψ

∂t
(t, x) + v(t, x) ·

[
(−∆)s,∇ψ(t, x)

]
(−∆)−s

+H(t, x) · ∇ψ(t, x)

)
θ(t, x) dxdt+

∫
R2

ω0(x)ψ(0, x) dx = 0,

(1.12)

where v and H are given by (1.4), and we have for all t ∈ [0, T ),

z(t) = z0 +

∫ t

0

∫
R2

v
(
t′, x

)
χ(x− z(t′)) dxdt′. (1.13)

(ii) The set V is such that the product H · ∇ψ lays in L1(R2). Moreover, the set V is dense in Lp(R2) for all
p ∈ [1,+∞], dense in W 1,p(R2) for all p < +∞.

(iii) The set V is Γ-coincident with D([0, T )× R2) for Γ the trajectory of the point-vortex:

Γ :=
⋃

t∈[0,T )

{
(t, z(t))

}
⊆ [0, T )× R2.

(iv) If moreover a solution θ of (1.21) has regularity C1 on [0, T )× R2 and is constant on a neighborhood of
z(t) for all t ∈ [0, T ), then (θ, z) is a classical solution on [0, T ) to the the quasi vortex-wave with s = 1/2.

Point (iv) of this theorem is a main and standard property for any weak solution of any equation. This
property can be seen as one of the main interest of the notion of weak solution because the notion of weak
solution makes sense as long as we can reconstruct a classical solution whenever the weak solution turns out to
be smooth enough. What we prove at Point (iv) of this theorem is that this important property is also satisfied
by our notion of V -weak solutions. The fact that the weak and V -weak solutions share this property is the main
argument in favor of this new weaker notion of solution.

Concerning Point (iii) of the theorem, this property of Γ-coincidence means, from an intuitive point-of-view,
that the solution is a distribution “outside” the singularity (meaning at positive distance from the point-vortex)
and is not defined “inside” the singularity.

2 Functional Analysis and Regularization

2.1 Fourier Analysis and Besov spaces

We first define a very convenient tool for Fourier analysis in a context of non-linear equations which is the
Littlewood-Paley analysis. For a more detailed presentation, see [3]. Recall that the Fourier transform of
f : R2 → R is defined by

f̂(ξ) = Ff(ξ) :=
∫
R2

f(x)e−ix·ξdx

Definition 2.1 (Littlewood-Paley decomposition). We consider a nonnegative function ϕ ∈ D(R2) that is radial
and such that ϕ(ξ) = 1 if |ξ| ≤ 1/2 and ϕ(ξ) = 0 if |ξ| ≥ 1. We define ψ(ξ) := ϕ(ξ/2) − ϕ(ξ), and we call this
function the Fourier cut-off function.

We then define the j-th homogeneous dyadic block of the Littlewood-Paley decomposition for a given tempered
distribution f ∈ S ′(R2) by

△̇jf := F−1

(
ψ
( ξ
2j

)
F(f)

)
.

We also define the non-homogenous dyadic blocks (△j)j≥−1 in the following way: when j ≥ 0, we set△j = △̇j ,
and for j = −1, we note

△−1f = F−1 (ϕ(ξ)F(f)) . (2.1)
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With the cut-off function ϕ, we define a low frequencies cutting operator by setting, for j ∈ Z

Sjf := F
[
ϕ(2−jξ)F(f)

]
. (2.2)

We also define a high frequencies cutting operator by:

Hjf := (1− Sj)f =

+∞∑
k=j

△̇kf.

With the Littlewood-Paley decomposition, it is possible to define the Besov spaces:

Definition 2.2 (Inhomogeneous Besov spaces). For s ∈ R, and p, q ∈ [1,+∞], the distribution f ∈ S ′ belongs
to the inhomogeneous Besov space Bsp,q if and only if the following Besov norm is finite:

∥f∥Bs
p,q

:= ∥△−1f∥Lp +

(+∞∑
j=0

2jqs ∥△jf∥qLp

) 1
q

.

With this norm, the space Bsp,q is a Banach space.

Definition 2.3 (Homogeneous Besov spaces). For s ∈ R, and p, q ∈ [1,+∞], the distribution f ∈ S ′ belongs to
the homogeneous Besov space Ḃsp,q if and only if the following Besov semi-norm is finite:

∥f∥Ḃs
p,q

:=

( +∞∑
j=−∞

2jqs ∥△̇jf∥qLp

) 1
q

.

It is standard to prove that Bs2,2 = Hs for s ∈ R and that Ḃs2,2 = Ḣs in the case s < 1. One of the most

useful properties of homogeneous spaces is their scaling invariance: if f ∈ Ḃsp,r and fλ(x) = f(λx), then we have

∥fλ∥Ḃs
p,r

≈ λs−2/p∥f∥Ḃs
p,r

.

We will also need a Bernstein inequality: if a dyadic block △̇f belongs to Lp, then it belongs to all Lq spaces
for q ≥ p, but the price to pay is a power of 2j , which is roughly the regularity scale of △̇jf . This is formalized
in the following Lemma.

Lemma 2.4 (see Lemma 2.1, p. 52, in [3]). Consider 1 ≤ p ≤ q ≤ +∞, j ∈ Z, and f ∈ S ′ such that △̇jf ∈ Lp.
Then the following inequality holds: ∥∥△̇jf

∥∥
Lq ≤ C(d)2jd(

1
p−

1
q )
∥∥△̇jf

∥∥
Lp .

We are able to give a meaning to the convolution with the kernel Ks : x 7→ x⊥/|x|4−2s for all value of s
provided that the function θ is H1:

Proposition 2.5. Consider s ∈ (0, 1). Then the operator ∇⊥(−∆)−s defines a bounded Fourier multiplier
H1−2s −→ L∞ + L2. In other words, the function

ĝ(ξ) = iξ⊥|ξ|−2sθ̂(ξ)

is the Fourier transform a function g = △−1g + (Id−△−1)g with

∥△−1g∥L∞ +
∥∥(Id−△−1)g

∥∥
L2 ≲ ∥θ∥H1−2s .

Proof. We split the function g into two parts, a low frequency one and a high frequency one: we have, by making
use of the small frequencies cutting operator of (2.3),

ĝ(ξ) = F
[
△−1g

]
(ξ) + F

[
(Id−△−1)g

]
(ξ)

= ϕ(ξ)iξ⊥|ξ|−2sθ̂(ξ) +
(
1− ϕ(ξ)

)
iξ⊥|ξ|−2sθ̂(ξ) := ĝ1(ξ) + ĝ1(ξ),

where ϕ ∈ D is the Littlewood-Paley function from Definition 2.1. Let us focus on the low frequency part, which
will give a L∞ function: we have

∥g1∥L∞ ≲ ∥ĝ1∥L1 ≲
∫
ϕ(ξ)|ξ|1−2s|θ̂(ξ)|dξ.

Now, the Cauchy-Schwarz inequality provides, as ϕ is supported in a ball B(0, 1),∫
ϕ(ξ)|ξ|1−2s|θ̂(ξ)|dξ ≲ ∥θ̂∥L2

(∫ 1

0

r2(1−2s)rdr

)1/2

≲ ∥θ∥L2 .
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On the other hand, the high frequency term reads

ĝ2(ξ) =
(
1− ϕ(ξ)

)
iξ⊥|ξ|−2sθ̂(ξ) =

(
1− ϕ(ξ)

) iξ⊥|ξ|−2s

1 + |ξ|1−2s︸ ︷︷ ︸
∈L∞

(
1 + |ξ|1−2s

)
θ̂(ξ),

so that we do indeed have ∥g2∥L2 ≤ ∥θ∥H1−2s .

In the particular case where s = 1/2, it is possible to give a meaning to the convolution with K 1
2
when θ is

only in L1 or L2 (which will be usefull for the study of weak solutions:

Lemma 2.6. The following estimates hold:

∥K 1
2
⋆ θ∥L1 ≲ ∥θ∥L1 , and ∥K 1

2
⋆ θ∥L2 ≲ ∥θ∥L2

Proof. The Fourier Multiplyer associated to the convolution with K 1
2
is the symbol ξ⊥/|ξ|, which is bounded by

1. This gives the L1 estimate above using Directly the definition of the Fourier transform. The L2 estimate is
obtained similarly, using the Fourier-Plancherel formula.

2.2 Commutator formulation

To start-with, we prove the commutator formulation stated by Lemma 1.4:

Proof. On the one hand we simply write

I :=

∫
R2

θ(x)Ks⋆ θ(x) · ∇φ(x) dx =

∫
R2

Ks⋆ θ(x) · ∇φ(x) (−∆)s(−∆)−sθ(x) dx (2.3)

On the other hand, recalling that Ks⋆ = ∇⊥(−∆)−s, an integration by part gives,

I = −
∫
R2

(−∆)−sθ(x)∇⊥ ·
(
θ∇φ

)
(x) dx = −

∫
R2

(−∆)−sθ(x)∇⊥θ(x) · ∇φ(x) dx,

where for the second equality we used the Schwarz theorem that states ∇⊥ ·∇ϕ = 0.We now remark that (−∆)−s

is a convolution operator. Writting 1 = (−∆)−s(−∆)s, The Fubini theorem then gives:

I = −
∫
R2

∇⊥θ(x) ·(−∆)−s(−∆)s
(
(−∆)−sθ(x)∇φ

)
(x) dx = −

∫
R2

Ks ⋆θ(x) ·(−∆)s
(
(−∆)−sθ∇φ

)
(x) dx (2.4)

Summing (2.16) and (2.18) gives (1.16).

From this reformulation of the non-linear term as a commutator, we have the following properties that are
classical for the analysis of SQG (see given references for proofs). We make widely use of these results throughout
the article:

Lemma 2.7 (lemma 2.2 in [27]). For s ≥ 1/2, define the singular integral operator J := [(−∆)s,∇ϕ]. For
1 < p < +∞, there exists Cp ≥ 0 such that

∥J(f)∥Lp ≤ Cp ∥∇2ϕ∥L∞∥f∥Lp .

Lemma 2.8 (See Proposition 2.1 in [8]). Consider s ∈ R, j ∈ {1, 2} and the operator Aj = ∂j(−∆)−s. For any
ϵ > 0 the bound∥∥[Aj , g]f∥∥L2 ≤ C(s)∥f∥L2

∥∥∥ ̂(−∆)(1−2s)/2g
∥∥∥
L1

+ C(s)∥(−∆)−sf∥L2

∥∥∥ ̂(−∆)1/2g
∥∥∥
L1
.

holds as long as all the norms above make sense (and are finite).

2.3 Regularization of the Kernel

In this paragraph, we define the regularization Ks,ϵ of the kernel Ks that we will be using throughout the article,
as well as the approximate system that will serve to construct solutions.

First of all, we fix a smooth cut-off function χ ∈ C∞ such that 0 ≤ χ ≤ 1 and

χ(x) = 1 for |x| ≤ 1

2
, χ(−x) = χ(x) and supp(χ) ⊂ B(0, 1).
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For any radius ϵ > 0, we also define a scaled version of this cut-off

χϵ(x) = χ
(x
ϵ

)
.

This allows to truncate smoothly the kernel Ks, and so get rid of the singularity. We define the truncated kernel
Ks,ϵ by

Ks,ϵ(x) :=
(
1− χϵ(x)

)
Ks(x),

so that Ks,ϵ(x) = Ks(x) for all |x| ≥ ϵ. We also have the inequality

|Ks,ε(x)| ≤ |Ks(x)| =
cs

|x|3−2s
. (2.5)

In particular, the convergence Ks,ϵ −→ Ks holds uniformly locally in R2 \ {0} as the truncation parameter goes
to zero ϵ→ 0+ (see also Lemma 3.7). Also note that Ks,ϵ is a smooth odd function Ks,ϵ(x) = −Ks,ϵ(−x).

With the help of the kernel Ks,ϵ, we may define an approximate system, for which the existence of solutions
is easier. More precisely, we consider the following set of PDEs

∂tθϵ + div
(
(vϵ +Hϵ)θϵ

)
= 0

d
dtzϵ(t) = vϵ

(
t, zϵ(t)

)
vϵ = Ks,ϵ ⋆ θϵ

Hϵ(t, x) = Ks,ϵ

(
x− zϵ(t)

)
,

(2.6)

which we equip with the initial datum

θϵ(0) = θ0,ϵ := χ1/ϵ.(Sjϵθ0), (2.7)

where Sj is the Littlewood-Paley approximation operator (2.4) and jϵ ≥ 1/ϵ. In this way, the initial datum is
smooth and compactly supported.

Since the velocity field vε is divergence-free (∇ · ∇⊥ = 0 by the Stokes theorem), the Liouville theorem [2]
states that for all measurable set X ⊆ R2 :

L2(X) = L2(StεX),

where L2 is the Lebesgue measure on R2 and t ≥ 0 7→ St is the flow of the equation. The active scalar being
transported by the flow, we deduce the following conservation property for all p ∈ [1,+∞]:

∀ t > 0, ∥θε(t, .)∥Lp = ∥θ0∥Lp . (2.8)

Before examining the existence of classical solutions, we first show that the approximate system (2.24) has
global (approximate) solutions.

Proposition 2.9. Consider any ε > 0 and the initial data (θ0,ε, z0) defined by (2.25). Then the approximate
system has a global smooth solution (θϵ, zε).

Proof. Since the approximate system (2.24) is fully non-linear PDE system, it is not immediately obvious that it
has global solutions. To construct these, we resort to a second approximation: define for all N ≥ 1 the operator
EN by its Fourier transform

∀f ∈ L2, ÊNf(ξ) := 1|ξ|≤N f̂(ξ)

and consider the system of equations
∂tθN + EN div

(
(vN +HN )θN

)
= 0

d
dtzN (t) = vN (t, zN (t))

vN = Ks,ε ⋆ θN

HN (t, x) = Ks,ε(x− zN (t)).

(2.9)

We associate to (2.29) the initial data (
θN (0), z0

)
:=
(
ENθ0,ε, z0)

with the perspective of using the Cauchy-Lipschitz theorem to construct a solution (θN , zN ). With that in mind,
we define the Banach space

XN :=
{
(θ, z) ∈ L2 × R2, supp(f̂) ⊂ B(0, N)

}
,
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which we endow with the norm ∥∥(θ, z)∥∥
XN

:= ∥θ∥L2 + |z|.

In order to apply the Cauchy-Lipschitz theorem, we must check that the map

F :

(
θ
z

)
7−→

(
EN div

((
θ ⋆ Ks,ε +Ks,ε(x− z)

)
.θ
)

Ks,ε ⋆ θ(t, z)

)
is locally Lipschitz on XN −→ XN . We therefore consider two elements (θ1, z1) and (θ2, z2) of XN and study
the difference

∥∥F (θ2, z2)− F (θ1, z1)
∥∥
XN

. We have∥∥F (θ2, z2)− F (θ1, z1)
∥∥
XN

≲ N
∥∥(θ2 − θ1) ⋆ Ks,ε.θ2

∥∥
L2 +N

∥∥θ1 ⋆ Ks,ε.(θ2 − θ1)
∥∥
L2

+N
∥∥(Ks,ε(x− z2)−Ks,ε(x− z1)

)
.θ2
∥∥
L2 +N

∥∥Ks,ε(x− z1).(θ2 − θ1)
∥∥
L2

+
∣∣Ks,ε ⋆ θ2(t, z2)−Ks,ε ⋆ θ2(t, z1)

∣∣+ ∣∣Ks,ε ⋆ θ2(t, z1)−Ks,ε ⋆ θ1(t, z1)
∣∣

:=

6∑
k=1

Mk.

We start by noting that the approximate kernel Ks,ε is a L
2 function for any value of ε > 0. Therefore, we bound

the first two terms M1 and M2 by

M1 +M2 ≲ N
∥∥(θ2 − θ1) ⋆ Ks,ε

∥∥
L∞∥θ2∥L2 +N∥θ1 ⋆ Ks,ε∥L∞∥θ2 − θ1∥L2

≲ 2N∥Ks,ε∥L2∥θ2∥L2∥θ2 − θ1∥L2 .

For the next two terms, we note that the kernel Ks,ε also is a bounded Lipschitz function. This implies the
following bounds for M3 and M4,

M3 +M4 ≲ N∥∇Ks,ε∥L∞ |z2 − z1|∥θ2∥L2 +N∥Ks,ε∥L∞∥θ2 − θ1∥L2 .

Finally, for the last two terms, M5 and M6, we also use the fat that Ks,ε ∈W 1,∞ to write

M5 +M6 ≲ ∥Ks,ε ⋆ θ2∥L∞ |z2 − z1|+ ∥Ks,ε ⋆ (θ2 − θ1)∥L∞

≲ ∥∇Ks,ε∥L2∥θ2∥L2 |z2 − z1|+ ∥Ks,ε∥L2∥θ2 − θ1∥L2 .

Putting together these three estimates, we see that∥∥F (θ2, z2)− F (θ1, z1)
∥∥
XN

≲ C(s, ε,N)∥θ2∥L2

(
∥θ2 − θ1∥L2 + |z2 − z1|

)
,

so that the map is indeed XN −→ XN Lipschitz. Accordingly, the Cauchy-Lipschitz theorem provides the
existence of a (unique) maximal solution

(θN , zN ) : (T−
N , T

+
N ) −→ XN .

We now prove that this solutions is global, or, since we only are interested in non-negative times, that
T+
N = +∞. For this, we remark that the conservation of L2 norms also applies to solutions of (2.29), since the

approximate kernel Ks,ε is divergence free: this follows from the relation

div(Ks,ε) = −∇χε ·Ks +
(
1− χε

)
div(Ks)

in which the first term ∇χε ·Ks is zero because χε is, by choice, a radial function, whereas Ks(x) is colinear to
x⊥. Consequently, the vector field vN +HN is divergence-free and

1

2

d

dt

∫
|θN (t)|2dx = 0,

and this implies that there is conservation of L2 norms ∥θN (t)∥L2 = ∥θN (0)∥L2 ≤ ∥θ0∥L2 . Furthermore, the
approximate velocity vN also satisfies the bound

∥vN∥W 1,∞ ≲ ∥Ks,ε∥H1∥θN∥L2 .

Using this in the differential equation satisfied by the particle trajectory, we see that∣∣∣∣ ddtzN
∣∣∣∣ ≲ ∥Ks,ε∥H1∥θN∥L2 |zN | ≤ C(s, ε)∥θ0∥L2 |zN |.
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Grönwall’s inequality then gives the global estimate∣∣zN (t)
∣∣ ≤ (∥θ0∥L2 + |z0|

)
eC(s,ε)t∥θ0∥L2 . (2.10)

Note that the upper bound in this inequality is independent on N . In particular, we deduce that the approximate
solutions (θN , zN ) remain bounded in the space XN , so that they cannot blow-up in finite time and T+

N = +∞.

Now, in order to construct the solution (θε, zε), we prepare to take the limit N → +∞. From estimate
(2.44), we already know that the sequence (θN , zN )N is uniformly bounded in L∞(L2)×L∞

loc with respect to the
approximation parameter N ≥ 1. Consequently, since the kernel Ks,ε lies in Hℓ for any ℓ ∈ R, we see that, for
any fixed time T > 0,

∥∂tθN∥L∞
T (H−1) ≤ ∥vN +HN∥L∞∥θN∥L2

≤
(
∥Ks,ε∥L∞ + ∥Ks,ε∥L2∥θN∥L2

)
∥θN∥L2

≤ C(s, ε)
(
∥θ0∥2L2 + ∥θ0∥L2

)
.

(2.11)

The sequence (θN ) is then bounded in the space W 1,∞
loc (H−1). We deduce the strong convergence of the sequence

(up to an extraction),

θN −→
N→+∞

θε in C0
T (H

−1−δ
loc )

for any δ > 0. In particular, the regularity of the approximate kernel Ks,ε ∈ Hℓ yields the convergence

vN −→
N→+∞

vε in C0
T (H

ℓ′

loc) (2.12)

for any ℓ′ ∈ R, from which we deduce convergence of the product

θNvN −→
N→+∞

θεvε in C0
T (H

−1−δ
loc ).

In the same way, by using the differential equation d
dtzN = vN (t, zN ), we see that the approximate particle

trajectories are bounded in the space W 1,∞(R+;R2), and Ascoli’s theorem then shows that the sequence (zN )
is uniformly convergent (up to an extraction). Associating this with the convergence (2.47) provides, for any
t ∈ [0, T ), ∣∣vN (t, zN )− vε(t, zε)

∣∣ ≤ ∣∣vN (t, zN )− vN (t, zε)
∣∣+ ∣∣vN (t, zε) + vε(t, zε)

∣∣
≤ ∥zN − zε∥∞∥vN∥H3 + ∥vN − vε∥H2

−→
N→+∞

0 .

The inequality above proves that the functions vN (t, zN ) converge uniformly to vε(t, zε). In exactly the same
way, we see that the functions HN (t, x)−Ks,ε(x− zN (t)) converge to Hε(t, x) = Ks,ε(x− zε(t)).

Overall, we see that the functions (θε, vε,Hε) solve the approximate system (2.24) with initial datum θ0,ε.
Note that because vε = Ks,ε ∗ θε is a smooth function, the C∞ regularity of the initial datum is propagated by
the flow.

3 Local Existence of Classical Solutions

The section is devoted to the proof of existence of solutions as stated in Theorem 1.1-(i). More precisely, we
prove the following.

Theorem 3.1. Consider k ≥ 4 and a set of vortex-wave initial data (θ0, z0) ∈ Hk(R2) × R2 such that θ0 is
constant (equal to, say a fixed β ∈ R) on a ball B(z0, R0) centered at the point vortex and of positive radius
R0 > 0.

Then there exists a time T > 0 such that the vortex-wave system (1.4) has a solution (θ, z) ∈ L∞([0, T );Hk(R2))×
C1([0, T );R2). In addition, the time T may be chosen such that

T ≥ C

E6+3k−6s + E1/2
,

where E = ∥θ0∥2Hk + 1
R0

.
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3.1 A Priori Estimates

This first paragraph is devoted to the establishment of a priori estimates for our system: assuming that the
solution is regular, we will derive high regularity estimates on some time interval. These are summarized in the
following proposition.

Proposition 3.2. Consider an initial datum (θ0, z0) and a solution (θ, z) that are very regular, both in terms of
smoothness and integrability. Furthermore, assume that there is a R0 > 0 such that θ0 is constant, say equal to
a fixed β ∈ R, on the ball B(z0, R0).

For every time, we set R(t) ≥ 0 to be the largest radius r ≥ 0 such that the function θ(t) is constant on the
ball B

(
z(t), R(t)

)
, see (1.7). Then, for every integer k ≥ 4, there exists a time T > 0 such that the bound

∥∥θ(t)∥∥2
Hk ≤ C

(
∥θ0∥2Hk +

1

R(t)

)
holds for every 0 ≤ t ≤ T . Moreover, the time T satisfies the inequality

T ≥ C

E6+3k−6s + E1/2
.

Adopt the notation of Proposition 3.2. The proof is based on an energy method: consider a multi-index
α ∈ N2 whose length is k := |α| = α1 + α2. By integrating the transport equation against ∂2αθ, we obtain an
energy estimate involving the Ḣk norm of θ, namely

1

2

d

dt

∫
|∂αθ|2 dx = −

∫
∂αθ.∂α div(θ.∇⊥(−∆)−sθ) dx−

∫
∂αθ.∂α div(θH)

= J1 + J2.

(3.1)

3.1.1 Estimates for the First Integral

We will first start by focusing on the integral J1, involving a trilinear product of derivatives of θ, and turn
afterwards our attention to J2. This is the purpose of the following lemma.

Lemma 3.3. With the notation defined above, the inequality∣∣J1(t)∣∣ ≤ C(s, k)
∥∥θ(t)∥∥3

Hk (3.2)

holds for all times t ≥ 0.

Proof. We distribute the derivatives in the product θ.∇⊥(−∆)−sθ by means of the binomial formula:∫
∂αθ.∂α div(θ.∇⊥(−∆)−sθ) dx =

∑
γ≤α

(
α
γ

)∫
∂αθ.div

(
∂γθ.∂α−γ∇⊥(−∆)−sθ

)
dx,

where the binomial coefficient is defined by(
α
γ

)
:=

γ!

α!(α− γ)!
=

γ1!γ2!

α1!α2!(α1 − γ1)!(α2 − γ2)!
.

We distinguish between four cases in the sum. Firstly, all derivatives could be of order lower than k, so that we
may easily bound the integral by using only ∥θ∥Hk . More precisely, assume that 2 ≤ |γ| ≤ k − 1, so that∣∣∣∣∫ ∂αθ.div

(
∂γθ.∂α−γ∇⊥(−∆)−sθ

)
dx

∣∣∣∣ ≤ ∥∂αθ∥L2∥∂α−γ∇⊥(−∆)−sθ∥L∞∥∇∂γθ∥L2

≤ ∥θ∥Hk∥∂α−γ∇⊥(−∆)−sθ∥L∞∥θ∥Hk

In order to bound the L∞ norm in the previous inequality, we make use of the Sobolev embedding H1+ε ⊂ L∞,
which holds for any ε > 0. Because the exponent s > 0 is positive, the operator ∇⊥(−∆)−s is of order smaller
than 1, so that

∥∂α−γ∇⊥(−∆)−sθ∥L∞ ≤ ∥∂α−γ∇⊥(−∆)−sθ∥H1+ε ≤ ∥θ∥Hσ ,

where the index σ = (k − 2) + (1− s) + (1 + ε) is smaller than σ ≤ k if ε is chosen small enough. Therefore we
have the bound ∣∣∣∣∫ ∂αθ.div

(
∂γθ.∂α−γ∇⊥(−∆)−sθ

)
dx

∣∣∣∣ ≤ ∥θ∥3Hk ≤ ∥θ∥3Hk . (3.3)
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Secondly, when we have |γ| = 1, similar computations lead to∣∣∣∣∫ ∂αθ.div
(
∂γθ.∂α−γ∇⊥(−∆)−sθ

)
dx

∣∣∣∣ ≤ ∥∂αθ∥L2∥∂γ∇θ∥L∞∥∂α−γ∇⊥(−∆)−sθ∥L2

≤ ∥θ∥Hk∥∂γ∇θ∥H1+ε∥θ∥Hk−s/2 ≤ ∥θ∥3Hk

(3.4)

provided that the exponent k be greater than k ≥ 4 > 3 + ε.
The third case of interest is when γ = α, so that the integral cancels because the velocity field v = ∇⊥(−∆)−sθ

is divergence free: ∫
∂αθ.div

(
∂αθ.∇⊥(−∆)−sθ

)
dx = 0. (3.5)

Finally, we are left with the case where γ = 0, so the full weight of the derivatives bears on the velocity field
v = ∇⊥(−∆)−sθ. In order to circumvent the loss of derivatives induced by the operator A = ∇⊥(−∆)−s, we take
advantage of the commutator structure in the equation: by noting A = (A1, A2) =

(
− ∂2(−∆)−s, ∂1(−∆)−s

)
,

we define two skew-symmetric operators A1 and A2 so that∫
∂αθ.div

(
θ.∂α∇⊥(−∆)−sθ

)
dx =

∫
∂αθ.∂jθ.∂

αAjθ dx

= −
∫
Aj(∂

αθ.∂jθ).∂
αθ dx

=
1

2

∫
∂αθ.

[
∂jθ,Aj

]
∂αθ dx,

where there is an implicit sum on the repeated index j ∈ {1, 2}. Using Proposition 2.8 with σ = −s to bound
the commutator appearing in the last integral, we get, for any ε > 0,∣∣∣∣∫ ∂αθ.div

(
θ.∂α∇⊥(−∆)−sθ

)
dx

∣∣∣∣ ≲ ∥∂αθ∥L2

∥∥[∂jθ,Aj]∂αθ∥∥L2

≲ ∥∂αθ∥2L2

∫
|ξ|2−2s|θ̂(ξ)|dξ + ∥∂αθ∥L2∥∂αθ∥Ḣ−2s

∫
|ξ|2|θ̂(ξ)|dξ.

In order to bound the integrals above, note that the function ξ 7→ |ξ|2−2s is bounded on a neighborhood of ξ = 0.
As a consequence, for every ε > 0, we may use the Cauchy-Schwarz inequality to write∫ (

|ξ|2−2s + |ξ|2
)
|θ̂(ξ)|dξ ≤

∫
|ξ|2

1 + |ξ|3+ε
(
1 + |ξ|

)3+ε|θ̂(ξ)|dξ
≤ C(ε)∥θ∥H3+ε .

Furthermore, the since k = |α| ≥ 4 > 2s, the homogeneous norm ∥θ∥Ḣ2s is bounded by ∥θ∥Hk . We deduce∣∣∣∣∫ ∂αθ.div
(
θ.∂α∇⊥(−∆)−sθ

)
dx

∣∣∣∣ ≲ ∥θ∥3Hk . (3.6)

Putting together the bounds (3.10), (3.11), (3.12) and (3.16), we then get the following estimate for the second
summand in (3.4): ∣∣∣∣∫ ∂αθ.∂α div(θ.∇⊥(−∆)−sθ) dx

∣∣∣∣ ≲ ∥θ∥3Hk .

3.1.2 Radius Estimates

Now, we take care of the last integral J2 in (3.4) involving the influence of the point vortex through H(t, x). This
will create no particular problem: the point vortex is assumed to be in a region where θ is constant, and this will
allow us to ignore any contribution of H(t, x) near the singular point z(t). In order to implement this argument,
for any time, we need to prove that the θ remains constant near z(t). We prove the following lemma.

Lemma 3.4. Let (θ, z) be a strong solution on [0, T ) to (1.4) (in the sense of Thrm 1.1) and assume that

θ0 ≡ β on B
(
z(0), R0

)
,

for some β ∈ R. Recall that R, defined in relation (1.7), is given by

R(t) = sup
{
r ≥ 0 , θ(t) ≡ β on B(z(t), r)

}
.
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Then for every t ∈ [0, T ),

R(t) ≥ R(0) exp

(
−
∫ t

0

∥∇v(τ, ·)∥L∞dτ

)
.

In addition, we also have the inequality

d

dt

(
1

R(t)

)
≲

∥∇v∥L∞

R(t)
≲

∥θ∥H3

R(t)
. (3.7)

Proof. Let x ∈ R2 such that θ(t, x) ̸= β. Let τ 7→ X(τ) be the trajectory of the fluid particle passing in x at
time t. Then

d

dτ
|X(τ)− z(τ)|

∣∣∣∣
τ=t

=
x− z(t)

|x− z(t)|
·
(
v(x, t) +H(x, t)− v(z(t), t)

)
=

x− z(t)

|x− z(t)|
·
(
v(x, t)− v(z(t), t)

)
≥ −|x− z(t)|∥∇v∥L∞

≥ −R(t)∥∇v∥L∞

where we used the fact that
(
x− z(t)

)
·H(x, t) = 0. By taking the infimum on every such point x, we have that

d

dt
R(t) ≥ −R(t)∥∇v∥L∞ , (3.8)

namely that

R(t) ≥ R(0) exp

(
−
∫ t

0

∥∇v(τ)∥L∞dτ

)
.

Finally, inequality (3.21) follows from (3.23) and the Sobolev embeddings Hk ⊂ H3 ⊂W 1,∞.

3.1.3 Estimates for the Second Integral

We are now in a favorable position to bound the integral J2. Our estimates are contained in the lemma immedi-
ately below.

Lemma 3.5. With the notation of Proposition 3.2, the inequality∣∣∣∣∫ ∂αθ.∂α div(θ.H) dx

∣∣∣∣ ≲ ∥θ∥2Hk

(
1

R(t)4−2s
+

1

R(t)2+k−2s

)
(3.9)

holds for all times t ≥ 0.

Proof. We now define a smooth truncation of the singular contribution of the point vortex H(t, x). Let χ ∈ D
be the radial and smooth cut-off function defined in Subsection 2.3, and set, for any time such that R(t) > 0,

H̃R(t, x) =
(
1− χR(t)(x− z(t))

)
H(t, x), where χR(y) := χ

( y
R

)
.

Then, because θ is constant on the ball B
(
z(t), R(t)

)
, and so ∇θ = 0 on that area, we have

div(θH) = H · ∇θ = H̃R · ∇θ = div(θH̃R),

which leads to expressing the last integral in the energy estimate (3.4) as∫
∂αθ.∂α div(θH̃R) dx =

∑
|γ|≤|α|

(
α
γ

)∫
∂αθ.div

(
∂γθ.∂α−γH̃R

)
dx.

In estimating the integrals above, there are three cases. Firstly, when γ = α, we have∫
∂αθ.∇∂αθ · H̃R dx = 0

owing to the fact that the function H̃R is divergence free. Indeed, by writing the divergence of H̃R, we see that

div H̃R(x) = (1− χR(x− z)) divH(x)−∇χR(x− z) ·Ks(x− z).
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The first term must be zero because H is smooth and divergence free on the support of 1 − χR(x − z). The
second is also zero because the vector Ks(x− z) is colinear to (x− z)⊥ while the radial symmetry of the cut-off
function χ implies that ∇χR(x − z) is colinear to x − z. Secondly, we explore the case where |γ| ≤ k − 3. We
then have, thanks to the Sobolev embedding H2 ⊂ L∞,∣∣∣∣∫ ∂αθ.div

(
∂γθ.∂α−γH̃R

)
dx

∣∣∣∣ ≤ ∥∂αθ∥L2∥∂α−γH̃R∥L2∥∇∂γθ∥L∞

≲
∥θ∥2Hk

R(t)2+k−|γ|−2s

≲ ∥θ∥2Hk

(
1

R(t)5−2s
+

1

R(t)2+k−2s

)
.

Lastly, in the case where k− 2 ≤ |γ| ≤ k− 1, so that 1 ≤ |α− γ| ≤ 2, we instead evaluate the L∞ norm of ∂γHR

to get ∣∣∣∣∫ ∂αθ.div
(
∂γθ.∂α−γH̃R

)
dx

∣∣∣∣ ≤ ∥∂αθ∥L2∥∂α−γH̃R∥L∞∥∇∂γθ∥L2

≲
∥θ∥2Hk

R(t)3+k−|γ|−2s

≲ ∥θ∥2Hk

(
1

R(t)4−2s
+

1

R(t)5−2s

)
.

Note that because k ≥ 4, the exponent 4− 2s in this last upper bound is smaller than the exponent 2 + k − 2s
obtained above. Overall, we have the estimate∣∣∣∣∫ ∂αθ.∂α div(θ.H̃R) dx

∣∣∣∣ ≲ ∥θ∥2Hk

(
1

R(t)4−2s
+

1

R(t)2+k−2s

)
.

3.1.4 Proof of the A Priori Estimates

Finally, with the help of the lemmas above, we can prove Proposition 3.2.

Proof (of Proposition 3.2). Plugging estimates (3.5) from Lemma 3.3 and (3.25) from Lemma 3.5 along with
(3.21) into inequality (3.4), we obtain a differential inequality:

d

dt

(
∥θ∥2Hk +

1

R(t)

)
≲ ∥θ∥3Hk +

∥θ∥H3

R(t)
+ ∥θ∥2Hk

(
1

R(t)4−2s
+

1

R(t)2+k−2s

)
≲ ∥θ∥3Hk +

1

R(t)3/2
+

1

R(t)6+3k−6s

≲

(
∥θ∥2Hk +

1

R(t)

)3/2

+

(
∥θ∥2Hk +

1

R(t)

)6+3k−6s

.

Define E(t) := ∥θ∥2Hk + R(t)−1 and set, for notational convenience, q + 1 := 6 + 3k − 6s. Then, by integrating
the inequality above, we obtain, for T ≥ 0

E(T ) ≤ E(0) + C

∫ T

0

(
E(t)3/2 + E(t)q+1

)
dt.

Let [0, T ∗] be the time interval on which the integral above stays smaller than the initial data:

T ∗ := sup

{
T > 0,

∫ T

0

(
E(t)3/2 + E(t)q+1

)
dt ≤ E(0)

}
.

Then, as long as 0 ≤ T ≤ T ∗, the energy E(t) satisfies the inequality

E(T ) ≤ CE(0), (3.10)

from which we infer ∫ T

0

(
E(t)3/2 + E(t)q2+1

)
dt ≤ CTE(0)3/2 + CTE(0)q+1,

and consequently

T ∗ ≥ C

E(0)q + E(0)1/2
.
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3.2 Construction of a solution

This Subsection is dedicated to the construction of a local solution of (1.4). The proof relies on the regularized
dynamics defined in Subsection 2.3, whose solutions will naturally satisfy the a priori estimates of Proposition
3.2.

3.2.1 Step 1: Approximate Solutions and Uniform Bounds

Lemma 3.6. Assume that the initial data (θ0, z0) are as in Proposition 3.1. Then for all ε > 0, the approximate
system (2.24) equipped with the initial data (θ0,ε, z0) has a global solution (θϵ, zϵ). In addition, this solution
satisfies the bounds of Proposition 3.2, namely if Rε(t) is such that

θε(t, x) = β for |x− zε(t)| ≤ Rε(t),

then we have a time Tε > 0 such that the inequalities

∥θε(t)∥Hk +
1

Rε(t)
≲ ∥θ0∥Hk +

1

R0
(3.11)

hold for t ∈ [0, Tε[. In addition Tε satisfies the lower bound Tε ≥ C−1T ∗ independently of the approximation
parameter ε > 0.

Proof. The only non-trivial point is the existence of a global approximate solution, which is given by Proposition
2.9. The exact same computations leading to Proposition 3.2 show that they also follow the a priori estimates.

3.2.2 Step 2: Convergence of the Regularized Kernels

Before showing that the approximate solutions (θε, zε) converge when ε → 0+, we must study the regularized
kernel Ks,ε. We already know that Ks,ϵ −→ Ks locally uniformly in R2 \ {0}, however, we will need a more
precise norm convergence. This is the purpose of the following lemma.

Lemma 3.7. The kernels Ks,ϵ are uniformly bounded in the homogeneous Besov space Ḃ2s−1
1,∞ . In addition, for

any σ < 2s− 1, we have the convergence

Ks,ϵ −→ Ks in Ḃσ1,∞. (3.12)

Proof. As seen from equation (1.1), the kernel Ks is a homogeneous function of degree 2s− 3. A simple scaling
argument (see Proposition 2.21, p. 65 in [3]) shows that Ks ∈ Ḃ2s−1

1,∞ . Now, from (3.51), we see that the difference
Ks −Ks,ϵ reads

Ks(x)−Ks,ϵ(x) = χ
(x
ϵ

) x⊥

|x|4−2s

=

(
1

ϵ

)3−2s

χ
(x
ϵ

) (x/ϵ)⊥

|x/ϵ|4−2s

=

(
1

ϵ

)3−2s

(χKs)
(x
ϵ

)
.

This shows that the difference Ks −Ks,ϵ is a scaled version of the function χKs. Therefore, for σ ∈ R, we have,
by the scaling propertied of homogeneous Besov spaces,

∥∥Ks −Ks,ϵ

∥∥
Ḃσ

1,∞
≲

(
1

ϵ

)σ−(2s−1) ∥∥χKs

∥∥
Ḃσ

1,∞
.

In particular, the convergence (3.42) holds as soon as σ < 2s−1, provided that we indeed have χKs ∈ Ḃσ1,∞. This
follows from the fact that homogeneous and non-homogeneous Besov spaces coincide for functions supported in
a given compact subset of R2 (see Proposition 2.93, p. 108, in [3]).

3.2.3 Step 3: Time Compactness and Convergence of the Temperatures

We start by showing strong convergence of the approximate (potential) temperatures (θε), as an application of
Ascoli’s theorem.

Lemma 3.8. Let (θε, zε) be the approximate solution defined in Lemma 3.6. Then, for any ℓ′ < k, we have the
strong convergence (up to an extraction)

θϵ −→ θ in L∞([0, T );Hℓ′

loc). (3.13)
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Proof. While the uniform bounds of Lemma 3.6 provide space compactness on the sequence (θϵ)ϵ>0, we will also
need compactness with respect to the time variable: by using the evolution equation for θε, we see that

∂tθ = −vε · ∇θε − χRε
Hε · ∇θε.

Because θε is constant (equal to β) on a neighborhood of zε(t), the products in the right-hand side are well-defined
and we have, for all times t ∈ [0, T ),

∥∂tθε∥Hk−1 ≲ ∥vε∥Hk−1∥∇θε∥Hk−1 + ∥χRε
Hε∥Hk−1∥∇θε∥Hk−1

≲ ∥θε∥2Hk +
1

Rε(t)k+1−2s
∥θε∥Hk

≲ ∥θ0∥2Hk +
1

Rk+1−2s
0

∥θ0∥Hk .

(3.14)

In particular, we see that the sequence (θε)ε>0 is uniformly bounded in the spaceW 1,∞([0, T );Hk−1). While this
already provides both time and space compactness, it will be convenient to use an interpolation argument to get
convergence in a stronger space topology. Consider ℓ ∈ (k−1, k) and σ ∈ (0, 1) such that ℓ = (k−1)σ+k(1−σ).
Then, for t1, t2 ∈ [0, T ), we have∥∥θ(t1)− θ(t2)

∥∥
Hℓ ≲

∥∥θ(t1)− θ(t2)
∥∥σ
Hk−1

∥∥θ(t1)− θ(t2)
∥∥1−σ
Hk

≲ 21−σ|t2 − t1|σ∥θ∥σW 1,∞(Hk−1)∥θ∥
1−σ
L∞(Hk)

.

Consequently, the sequence (θϵ)ϵ>0 is bounded in the space C0,σ([0, T );Hℓ), and we deduce the existence of a θ
with a strong convergence, up to taking a subsequence (ϵn)n,

θϵ −→ θ in L∞([0, T );Hℓ′

loc),

for any ℓ′ < ℓ < k. Note that in reality, because θϵ ∈ C0([0, T );Hℓ′

loc), the convergence above is in that space, so
that the limit θ is continuous with respect to the time variable.

3.2.4 Step 4: Convergence of the Velocity Fields

In the same manner, we show the convergence of the approximate velocity fields (vε). Here, there is a slight
twist because vε = Ks,ε ⋆ θε is a convolution by a kernel depending on the approximation parameter ε > 0. This
means that we must also use the convergence properties of the sequence (Ks,ε) from Lemma 3.7.

Lemma 3.9. Let (vε) the approximate velocities defined in Lemma 3.6. Then we have pointwise convergence
(up to an extraction)

vϵ −→ v a.e.

Furthermore, the limit v is given by v = Ks ⋆ θ.

Proof. Recall from Subsection 2.3 that the approximate kernel Ks,ε is given by

Ks,ε(x) =
(
1− χ(ε−1x)

)
K(x). (3.15)

and that Lemma 3.7 shows that it converges to Kε in the space Ḃσ1,∞ for any σ < 2s− 1. We write the difference
vε − v as a sum of two terms

vε − v = (Ks,ε −Ks) ⋆ θε +Ks ⋆ (θε − θ).

To handle the first of these terms, we use the Littlewood-Paley decomposition: remembering that △̇j△̇m = 0 as
soon as |j −m| ≥ 2, we have∥∥(Ks,ε −Ks) ⋆ θε

∥∥
L∞ ≤

∑
j∈Z

∥∥△̇j(Ks,ε −Ks) ⋆ θε
∥∥
L∞

≲
∑

|j−m|≤1

∥∥△̇j(Ks −Ks,ϵ) ⋆ △̇mθϵ
∥∥
L∞

≲
∑

|j−m|≤1

∥∥△̇j(Ks −Ks,ϵ)
∥∥
L1∥△̇mθϵ∥L∞
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Let us focus on the series with negative indices j < 0. The Bernstein-type inequality of Lemma 2.4 applied to
△̇mθϵ and △̇m(θϵ − θ) provides, for any σ < 2s− 1,∑

j<0, |j−m|≤1

∥∥△̇j(Ks −Ks,ϵ)
∥∥
L1∥△̇mθϵ∥L∞

≲
∑

j<0 |j−m|≤1

2−jσ∥Ks −Ks,ϵ∥Ḃσ
1,∞

2j∥△̇mθϵ∥L2

≲ ∥Ks −Ks,ϵ∥Ḃσ
1,∞

∥θϵ∥L2

∑
j<0

2j(1−σ).

By remembering that σ < 2s − 1 < 1, we see that the series above is convergent. Now, we have to deal with
nonnegative indices j ≥ 0. The Bernstein type inequality of Lemma 2.4 once again yields∑

j≥0, |j−m|≤1

∥∥△̇j(Ks −Ks,ϵ)
∥∥
L1∥△̇mθϵ∥L∞

≲
∑

j≥0, |j−m|≤1

2−jσ∥Ks −Ks,ϵ∥Ḃσ
1,∞

2j∥△̇mθϵ∥L2

≲
∑

j≥0, |j−m|≤1

2−j(σ+1)∥Ks −Ks,ϵ∥Ḃσ
1,∞

∥θϵ∥H2

≲ ∥Ks −Ks,ϵ∥Ḃσ
1,∞

∥θϵ∥H2

∑
j≥0

2−j(σ+1) .

Because σ < 2s− 1 < 1, the sum above converges. As a consequence, we have shown that∥∥(Ks,ε −Ks) ⋆ θε
∥∥
L∞ ≲ ∥Ks,ε −Ks∥Ḃσ

1,∞
∥θε∥H2 −→

ε→0+
0 .

We now focus on the second term Ks ⋆ (θε − θ). The issue is that we do not have norm convergence of the
sequence (θε) in the space H2, as Lemma 3.8 only provides H2

loc convergence. This means that we cannot show
L∞ convergence of the sequence (Ks ⋆ θε). Instead, we will prove weak convergence. We first note that by
repeating the computations above, we see that, for any f ∈ S,

∥Ks ⋆ f∥L∞ ≲ ∥Ks∥Ḃσ
1,∞

∥f∥H2 . (3.16)

This means that, for any x ∈ R2, the function y 7→ Ks(x− y) defines an element of the space H−2. Furthermore,
the weak-(⋆) convergence

θε
∗
⇀θ in L∞

T (H2),

which follows from the fact that k ≥ 4, implies that

Ks ⋆ θε(x) = ⟨Ks(x− ·), θε⟩H−2×H2

−→
ε→0+

⟨Ks(x− ·), θ⟩H−2×H2 = Ks ⋆ θ(x).

Overall, we have proved that

vε = Ks,ε ⋆ θε −→
ε→0+

v = −∇⊥(−∆)−sθ a.e.

3.2.5 Step 5: Convergence of the Vortex Trajectories

We wish to secure pointwise convergence of the vortex trajectories ODE zϵ = v(t, zϵ).

Lemma 3.10. Consider the sequence of functions (zε) defined in Lemma 3.6 and the limit velocity from Lemma
3.9. Then we have the convergence (up to an extraction)

zϵ −→ z(t) in C1,α([0, T ))

and the limit z is a solution of the ODE z′ = v(t, z).

Proof. Recall from (3.47) that the sequence (θϵ)ϵ>0 is bounded in W 1,∞([0, T );H3), so that the sequence (vϵ)ϵ>0

is bounded in the spaces

W 1,∞([0, T );H2) ⊂W 1,∞([0, T );C0,α) ⊂ C0,α([0, T )× R2)

18



for any Hölder exponent 0 < α < 1. The trajectory derivatives z′ϵ(t) = vϵ
(
t, zϵ(t)

)
must therefore also be bounded

in C0,α([0, T )). This implies the convergence of the sequence (zϵ)ϵ>0 to

zϵ −→ z(t) in C1,α([0, T )), (3.17)

for some z ∈ C1,α([0, T )). We deduce∣∣vε(t, z(tε))− v(t, z(t))
∣∣ ≤ ∣∣vε(t, z(tε))− vε(t, z(t))

∣∣+ ∣∣vε(t, z(tε))− v(t, z(t))
∣∣

≤ ∥vε∥W 1,∞
∣∣v(t, z(tϵ))− v(t, z(t))

∣∣+ ∣∣vε(t, z(t))− v
(
t, z(t)

)∣∣
−→
ε→0+

0 .

The convergence above flows from Lemma 3.9. We deduce that the particle trajectory solves the limit ODE,
namely

z′(t) = v
(
t, z(t)

)
. (3.18)

3.2.6 Step 6: End of the Proof of Existence

In this paragraph, we finish the proof of Theorem 3.1. It is mostly a matter of assembling the convergence results
from the lemmas above.

Proof (of Theorem 3.1). We begin by studying the convergence of the non-linear terms vε · ∇θε and Hε · ∇θε
appearing in the first equation of (2.24). Thanks to Lemmas 3.9 and 3.8, we write

vϵ · ∇θϵ −→ v · ∇θ a.e.. (3.19)

On the other hand, the product Hε · ∇θε requires more attention because the functions

Hϵ(t, x) = Ks,ϵ

(
x− zϵ(t)

)
possess a double dependency on ϵ, in the kernel Ks,ϵ, and in the argument x−zϵ(t). However, as the functions θϵ
are constant around the singularity of Hϵ, we only need to care about the values of Hϵ(t, x) for |x−zϵ(t)| > Rϵ(t).
Let us define the target function

H(t, x) := Ks

(
x− z(t)

)
.

From the uniform convergence (3.63), we infer that the approximate and target point vortices are close for ϵ > 0
small enough:

|zϵ(t)− z(t)| ≤ 1

4
min

{
Rϵ(t), R(t)

}
for t ∈ [0, T ).

Thanks to the uniform bound (3.41) in Lemma 3.6, we deduce that for such ϵ, both derivatives ∇θϵ and ∇θ
vanish on a ball B(z(t), R∗) for some constant radius R∗ > 0 depending only on the initial data. Outside of this
ball, we get convergence∥∥Ks,ϵ(x− zϵ(t))−Ks(x− z(t))

∥∥
L∞(cB(z(t),R∗))

−→ 0 uniformly on [0, T ),

from which we infer, together with (3.45),

Hϵ · ∇θϵ −→ H · ∇θ in L∞([0, T );L2). (3.20)

Let us summarize what we have obtained so far: putting together all convergences (3.45), (3.66), (3.71) and
the fact that z(t) solves the limit ODE (3.65), we see that (z, θ) is indeed a solution of the Vortex-Wave system
(1.4). It only remains to show that (z, θ) is a solution associated to the initial datum (z0, θ0). The fact that
z(0) = z0 is a consequence of the uniform convergence (3.63) and the equality zϵ(0) = z0. Concerning the initial
value for the scalar unknown, it is a consequence of the time continuity of θ (see the comments immediately
following (3.45)) and the strong convergence of the initial data

θ0,ϵ −→ θ0 in L2.

These remarks end the proof of Theorem 3.1.
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3.3 Time Regularity

In this paragraph, we check that the solution constructed in Theorem 3.1 is indeed a classical solution of the PDE
problem, i.e. that all derivatives are well-defined in the sense of C1 functions (with respect to time and space).
Together with the existence of strong solutions, this completes the proof of the existence part of Theorem 1.1.

Proposition 3.11. Let k ≥ 4 be an integer and θ0 ∈ Hk an initial datum. Then the solution (θ, z) ∈
L∞([0, T );Hk) × Ck+s−1−ε([0, T );R2) constructed in Theorem 3.1 is a classical solution (it is C1 in both time
ans space). More precisely, we have the following regularity: for any ℓ < k − 1,

θ ∈ C1
(
[0, T );Hℓ

)
.

Proof. Be repeating the computations in (3.47), we already know that the solution satisfies θ ∈W 1,∞([0, T );Hk−1)
and z ∈ C1([0, T );R2), but to show that the function θ has C1 regularity in both time and space, we study the
second derivative ∂tθ, which reads

∂2t θ = −∂tv · ∇θ − v · ∇∂tθ − ∂tH · ∇θ −H · ∇∂tθ. (3.21)

On the one hand, from θ ∈W 1,∞([0, T );Hk−1), we deduce that ∂tv ∈ L∞([0, T );Hk−2), so that

∥∂tv · ∇θ∥Hk−2 ≲ ∥∂tv∥Hk−2∥∇θ∥Hk−2 < +∞. (3.22)

Similarly, we have
∥v · ∇∂tθ∥Hk−2 ≲ ∥v∥Hk−2∥∂tθ∥Hk−1 < +∞. (3.23)

On the other hand, we look at the last two terms in the righthandside of (3.74), which involveH(t, x). Because
the the function θ is constant, equal to β, on the ball B

(
z(t), R(t)

)
, the derivatives ∇θ and ∂t∇θ must vanish on

that ball. Therefore, we have

∂tH · ∇θ +H · ∇∂tθ = χR∂tH · ∇θ + χRH · ∇∂tθ,

which is a considerable help, as the function χRH is C∞ spacewise smooth at any given time. Let us compute
the derivative ∂tH. We have

∂tH(t, x) = −∇Ks

(
x− z(t)

)
· v
(
t, z(t)

)
,

so that

∥χR∂tH · ∇θ∥Hk−1 ≲ ∥∇θ∥Hk−1∥χR∂tH∥Hk−1 ≤
∥∥χR(t)(x)∇Ks(x− z(t)) · v(t, z(t))

∥∥
Hk−1∥θ∥Hk

≲
1

R(t)k+2−2s
∥θ∥2Hk < +∞.

(3.24)

In the same way, we also have∥∥χRH · ∇∂tθ
∥∥
Hk−2 ≲ ∥χRH∥Hk−2∥∂tθ∥Hk−1

≲
1

R(t)k+1−2s
∥∂tθ∥Hk−2 < +∞.

(3.25)

By putting together (3.75), (3.76), (3.79) and (3.80), we find that

∂2t θ ∈ L∞([0, T );Hk−2
)
.

This shows that θ has C1 regularity with respect to time in the Hk−2 topology. However, we are not quite
finished yet: if we want to show that θ is C1 with respect to both time and space, then the case k = 4 requires a
bit more attention, as H2 ̸⊂ C1. This issue is resolved by interpolating between the spaces W 1,∞([0, T );Hk−1)
and W 2,∞([0, T );Hk−2). For any σ ∈ [0, 1], we set

ℓ = (k − 2)σ + (k − 1)(1− σ).

Then, for any times t1, t2 ≥ 0, we may write,∥∥∂tθ(t2)− ∂t(t1)
∥∥
Hℓ ≤

∥∥∂tθ(t2)− ∂t(t1)
∥∥σ
Kk−2

∥∥∂tθ(t2)− ∂tθ(t1)
∥∥σ−1

Hk1

≤ 21−σ|t2 − t1|σ∥∂2t θ∥σW 1,∞(Hk−2)∥∂tθ∥
1−σ
L∞(Hk−1)

Consequently, we deduce Hölder regularity on the time derivative

∂tθ ∈ C0,σ
(
[0, T );Hℓ

)
,

which provides the space-time C1 regularity we were looking for: when 0 < σ < 1, the space above is a subspace
of C0([0, T );C1 ∩W 1,∞).
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4 Uniqueness and stability of classical solutions

In this section, we conclude the proof of Theorem 1.1-(i) and Theorem 1.1-(ii) by proving the following proposi-
tion.

Proposition 4.1. Let T > 0, k ≥ 4 and (θ1, z1) and (θ2, z2) be two solutions in L∞([0, T ], Hk) of (1.4), as
constructed in Section 3, such that there exists β1, β2, R1 > 0 and R2 > 0 such that

θi ≡ βi on B(zi(0), Ri).

Then there exists ρ > 0 depending only on ∥θ1(0, ·)∥Hk , ∥θ2(0, ·)∥Hk , R1, R2 and T such that if

|z2(0)− z1(0)| < ρ, (4.1)

then, there exists a time T0 ∈ [0, T ) such that for every t ∈ [0, T0] and for every ℓ ∈ N such that 2 ≤ ℓ ≤ k − 2,

∥θ2(t, ·)− θ1(t, ·)∥Hℓ + |z2(t)− z1(t)| ≲ ∥θ2(0, ·)− θ1(0, ·)∥Hℓ + |z2(0)− z1(0)|,

where the omitted multiplicative constant depends only on ∥θ1(0, ·)∥Hk , ∥θ2(0, ·)∥Hk , R1, R2 and T .

Theorem 1.1-(ii) is a simple reformulation of Proposition 4.1 and uniqueness of classical solutions of (1.4) as
stated in Theorem 1.1-(i) comes from applying Proposition 4.1 to two solutions with same initial datum (θ0, z0)
with θ0 constant in a neighborhood of z0 as we will detail in Section 4.4.

Moreover in this section we obtain en route the L2-stability when s ≥ 1/2 as follows.

Proposition 4.2. If in addition to the hypotheses of Proposition 4.1 we assume that s ≥ 1/2, then

∥θ2(t, ·)− θ1(t, ·)∥L2 + |z2(t)− z1(t)| ≲ ∥θ2(0, ·)− θ1(0, ·)∥L2 + |z2(0)− z1(0)|.

The plan of the proof of Proposition 4.1 is the following. We start by looking for a convenient time T0
such that both point-vortices remain in the constant part of each θi. Then we estimate the time derivative of
|z1(t)− z2(t)| and ∥θ2(t, ·)− θ1(t, ·)∥H1 , then conclude by a Gronwall’s type argument.

In the computations, we denote by δθ = θ2 − θ1, δv = v2 − v1 and δz = z2 − z1 the difference functions.

4.1 Existence of ρ and T0

We start by proving the following lemma concerning the existence of constants ρ and T0 in Proposition 4.1.

Lemma 4.3. Let (θ1, z1) and (θ2, z2) chosen as in Proposition 4.1. Then there exists a choice of ρ and T0
such that if (4.2) is satisfied, then for every t ∈ [0, T0], for every i, j ∈ {1, 2}, θi remains constant in the disk
B(zj(t), ρ).

Proof. For both i ∈ {1, 2}, recall that ∥∇vi(t, ·)∥L∞ ≤ C∥θi(t, ·)∥H3 , and from relation (3.37), that ∥θi(t, ·)∥H3

is bounded in time on [0, T ] by a constant depending only on ∥θi(0)∥Hk , Ri and T . Therefore, there exists a
constant ρ = ρ(∥θ1(0)∥Hk , ∥θ2(0)∥Hk , R1, R2, T ) such that for every i ∈ {1, 2} and for every t ∈ [0, T ],

Ri exp

(
−
∫ t

0

∥∇vi(τ, ·)∥L∞dτ

)
> 4ρ.

By Lemma 3.4 applied successively to θ1 and θ2, we infer that for every t ∈ [0, T ],

θi(t, ·) ≡ βi on B(zi(t), 4ρ). (4.2)

There remains to prove that θ1 ≡ β1 on B(z2(t), ρ).
We recall that the definition of the regularized kernel Ks,ε and its properties from Subsection 2.3. We now

establish that for every ε ∈ (0, 4ρ], we have that

(Ks,ρ ⋆ θi)(zi) = Ks,ε ⋆ θi(zi). (4.3)

Indeed, by relation (4.6),

Ks,ε ⋆ θi(zi) =

∫
R2

Ks,ε(zi − y)θi(y, t)dy

=

∫
R2\B(zi,4ρ)

Ks,ε(zi − y)θi(y, t)dy + βi

∫
B(zi,4ρ)

Ks,ε(zi − y)dy.
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By skew-symmetry, we have that ∫
B(0,4ρ)

Ks,ε(y)dy =

∫
B(0,4ρ)

Ks,ρ(y)dy = 0. (4.4)

Then, we observe that for every ε ∈ (0, 4ρ), Ks,ε ≡ Ks,ρ on R2 \B(zi, 4ρ), which proves (4.7).
Using the same arguments than the ones used to obtain (3.57), we have that (see also Lemma 3.7), we have

that
∥Ks,ϵ ⋆ θi − v∥L∞ ≲ ∥Ks,ϵ −Ks∥Ḃσ

1,∞
∥θi∥H2 −→ 0 as ϵ→ 0+,

with σ < 2s − 1. Since the functions Ks,ϵ ⋆ θ are continuous, the convergence Ks,ϵ ⋆ θi −→ v holds pointwise.
Consequently, we have: (

Ks,ε ⋆ θi(t, ·)
)
(zi(t)) = vi(t, zi(t)). (4.5)

Gathering relations (4.7) and (4.11), we obtain that

d

dt
zi(t) = vi(t, zi(t)) = (Ks,ρ ⋆ θi)(zi). (4.6)

Observing that for every t ∈ [0, T0],∥∥(Ks,ρ ⋆ θi)(t, ·)
∥∥
L∞ ≤ ∥Ks,ρ∥L∞∥θi(t, ·)∥L1 = ∥Ks,ρ∥L∞∥θi(0, ·)∥L1 ,

by taking

T0 < ρ

(
∥Ks,ρ∥L∞ max

i∈{1,2}
∥θi(0, ·)∥L1

)−1

,

we deduce from relation (4.12) that for each i ∈ {1, 2} and every t ∈ [0, T0] that

|zi(t)− zi(0)| ≤ ρ.

Adding then the assumption (4.2) that |z1(0)− z2(0)| < ρ, we obtain for every t ∈ [0, T0] that

|z2(t)− z1(t)| ≤ |z2(t)− z2(0)|+ |z2(0)− z1(0)|+ |z1(t)− z1(0)| < 3ρ. (4.7)

Gathering relation (4.6) and (4.16), we obtain that for every t ∈ [0, T0], for every i, j ∈ {1, 2},

θi(t, ·) ≡ βi on B
(
zj(t), ρ

)
.

4.2 Estimate of the distance between the point-vortices

We then obtain the following estimate on the evolution of the distance between the two point-vortices.

Lemma 4.4. Let (θ1, z1) and (θ2, z2) chosen as in Proposition 4.1, let ρ and T0 be given by Lemma 4.3 and
assume that (4.2) holds true. Then, for every t ∈ [0, T0], we have that

d

dt
|z1(t)− z2(t)| ≲ |z2(t)− z1(t)|+ ∥θ2 − θ1∥L2 .

We recall that the omitted constant may only depends on ∥θ1(0)∥Hk , ∥θ2(0)∥Hk , R1, R2, T .

Proof. We compute

d

dt
|z1(t)− z2(t)| ≤ |v1(t, z1(t))− v2(t, z2(t))|

≤ |v1(t, z1(t))− v1(t, z2(t))|+ |δv(t, z2(t))|.

From one hand we have that

|v1(t, z1(t))− v1(t, z2(t))| ≤ ∥∇v1∥L∞ |δz| ≲ ∥θ1∥H3 |δz| ≲ |δz|,

by recalling that ∥θ1∥H3 is bounded on [0, T ] by hypothesis. From the other hand, by Lemma 4.3, δθ is constant
on B(z2(t), ρ) for every t ∈ [0, T0] so we have that

δv(t, z2(t)) = (Ks ⋆ δθ(t, ·))(z2(t)) = (Ks,ρ ⋆ δθ(t, ·))(z2(t)).

By the Cauchy Schwartz inequality, we obtain

|δv(t, z2(t))| ≤ ∥Ks,ρ∥L2∥δθ∥L2 ≲ ∥δθ∥L2 ,

which concludes the proof of Lemma 4.4.
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4.3 Estimate on the Hℓ norm of θ2 − θ1

We now turn to the estimate of δθ.

Lemma 4.5. With the same notations as in Lemma 4.4, for every t ∈ [0, T0] and every ℓ ∈ N such that
2 ≤ ℓ ≤ k − 2, we have that

d

dt
∥θ2 − θ1∥Hℓ ≲ ∥θ2 − θ1∥Hℓ + |z2 − z1|.

Proof. Let

Hi,ρ(t, x) := Ks,ρ

(
x− zi(t)

)
and

ui := vi +Hi,ρ

for i ∈ {1, 2}. We drop the dependence in ρ in the notation ui since it’s not relevant for our computations. One
should simply remember that the ui are smooth flows on [0, T0].

By Lemma 4.3, we have that ∇θi ≡ 0 on B(zi(t), ρ), so that on the whole plane the equality

Hi · ∇θi = Hi,ρ · ∇θi

is satisfied. The active scalar θi is not only transported by vi+Hi but also by ui. Consequently, by substracting
the two transport equations on θ1 and θ2 respectively by the flows u1 and u2, we have that

∂tδθ + u1 · ∇δθ + δu · ∇θ2 = 0, (4.8)

with the notation δu = u2 − u1. Let us also denote δHρ = H2,ρ −H1,ρ. We multiply relation (4.27) by δθ and
integrate to obtain that

1

2

d

dt
∥δθ∥2L2 +

∫
R2

δv · ∇θ2 δθ +
∫
R2

δHρ · ∇θ2 δθ = 0. (4.9)

We start with the last term of this equation. Since δHρ is smooth, then∣∣∣∣∫ δHρ · ∇θ2 δθ
∣∣∣∣ ≤ ∥δHρ∥L∞∥∇θ2∥L2∥δθ∥L2 .

More precisely, from Lemma 4.3, for every t ∈ [0, T0] we know that Hi,ρ ·∇θ2 = 0 in B(zi(t), ρ) for both i ∈ {1, 2},
so that

∥δHρ∥L∞ = sup
x∈R2

|Ks,ρ(x− z2(t))−Ks,ρ(x− z1(t))| ≤ ∥∇Ks,ρ∥L∞ |z2(t)− z1(t)|.

Recalling then that ∥θ2∥H4 is bounded on [0, T0] by a constant depending only on ∥θ2(0)∥H4 , R2 and T , we
obtain that ∣∣∣∣∫ δHρ · ∇θ2 δθ

∣∣∣∣ ≲ |δz|∥δθ∥L2 .

In order to continue our estimates, in the middle term in relation (4.28), one has to control a norm of δv in terms
of δθ. In general, norms of δv cannot be controlled by ∥δθ∥L2 only so we use Proposition 2.5 to get that∣∣∣∣∫ δv · ∇θ2 δθ

∣∣∣∣ ≤ ∣∣∣∣∫ △−1δv · ∇θ2δθ
∣∣∣∣+ ∣∣∣∣∫ (I −△−1)δv · ∇θ2δθ

∣∣∣∣
≤ ∥△−1δv∥L∞∥∇θ2∥L2∥δθ∥L2 + ∥(I −△−1δv)∥L2∥∇θ2∥L∞∥δθ∥L2

≲ ∥θ2∥H3∥δθ∥H1−2s∥δθ∥L2

≲ ∥δθ∥H1−2s∥δθ∥L2 .

In the case s ≥ 1/2, we obtain that
d

dt
∥δθ∥L2 ≲ |δz|+ ∥δθ∥L2 , (4.10)

from which we will obtain Proposition 4.2. We now continue our computations to prove Hℓ stability in the
general case 0 < s < 1. Yet we proved in general that

d

dt
∥δθ∥2L2 ≲

(
|δz|+ ∥δθ∥H1−2s

)
∥δθ∥L2 . (4.11)
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Let ℓ ∈ N such that 2s ≤ ℓ ≤ k − 2. Similarly to what we did in Section 3.1, for any α ∈ N2 such that |α| = ℓ,
we have from applying ∂α to relation (4.27), multiplying by ∂αδθ and integrating that

1

2

d

dt
∥∂αδθ∥2L2 = −

∫
∂α(u1 · ∇δθ)∂αδθ =

∫
∂α(δu · ∇θ2)∂αδθ

:= −
∑
γ≤α

(
α

γ

)
(Iγ + Jγ + Lγ)

(4.12)

where, using the Leibniz rule, for every (0, 0) ≤ γ ≤ α,

Iγ =

∫
∂γu1 · ∂α−γ∇δθ∂αδθ,

Jγ =

∫
∂γδv · ∂α−γ∇θ2∂αδθ,

Lγ =

∫
∂γδHρ · ∂α−γ∇θ2∂αδθ.

Estimating the terms Iγ
We first observe that by integration by parts, I0,0 = 0 since ∇ · u1 = 0. For γ ̸= (0, 0), we have that

|α− γ| ≤ ℓ− 1 so
|Iγ | ≤ ∥∂γu1∥L∞∥∂α−γ∇δθ∥L2∥∂αδθ∥L2 ≤ ∥∂γu1∥L∞∥δθ∥2Hℓ .

Using that u1 = v1 +H1,ρ,
∥∂γu1∥L∞ ≤ ∥∂γv1∥L∞ + ∥∂γH1,ρ∥L∞ .

The term ∥∂γH1,ρ∥L∞ < +∞ is a constant that depends only on γ and ρ (with our notations, ∥∂γH1,ρ∥L∞ ≲ 1).
We then use Proposition 2.5 to get that there exists ε > 0 small enough such that

∥∂γv1∥L∞ ≤ ∥△−1∂
γv1∥L∞ + ∥(Id−△−1)∂

γv1∥L∞

≲ ∥θ1∥Hk + ∥(Id−△−1)∂
γv1∥H1+ε

≲ ∥θ1∥Hk + ∥∂γθ1∥H1+ε+1−2s

≲ ∥θ1∥Hk + ∥θ1∥Hℓ+2−2s+ε

≲ ∥θ1∥Hk ,

where the last inequality comes from the hypothesis that ℓ+ 2 ≤ k. In conclusion,

∥∂γv1∥L∞ ≲ ∥θ1∥Hk ≲ ∥θ1(0)∥Hk ≲ 1,

so that for every γ ≤ α,
|Iγ | ≲ ∥δθ∥2Hℓ . (4.13)

Estimating the terms Jγ
We start by the case γ ̸= α. We have that

Jγ =

∫ (
△−1∂

γδv
)
· ∂α−γ∇θ2∂αδθ +

∫ (
Id−△−1

)
∂γδv · ∂α−γ∇θ2∂αδθ

The first term satisfies, using Proposition 2.5, that∣∣∣∣∫ (△−1∂
γδv
)
· ∂α−γ∇θ2∂αδθ

∣∣∣∣ ≤ ∥△−1∂
γδv∥L∞∥∂α−γ∇θ2∥L2∥δθ∥Hℓ

≲ ∥∂γδθ∥L2∥θ2∥Hℓ+1∥δθ∥Hℓ

≲ ∥δθ∥2Hℓ ,

where we used that ℓ ≥ 2 > 2− 2s. For the second term, if γ ̸= (0, 0) we have for ε ∈ (0, 1) that∣∣∣∣∫ (Id−△−1

)
∂γδv · ∂α−γ∇θ2∂αδθ

∣∣∣∣ ≤ ∥(Id−△−1)∂
γδv∥L2∥∂α−γ∇θ2∥L∞∥∂αδθ∥L2

≲ ∥∂γδθ∥H1−2s∥∂α−γ∇θ2∥H1+ε∥δθ∥Hℓ

≲ ∥δθ∥H1−2s+ℓ−1∥θ2∥Hℓ−1+1+ε∥δθ∥Hℓ

≲ ∥δθ∥2Hℓ ,
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where we used that γ ̸= α so that |γ| ≤ ℓ− 1. In the case γ = (0, 0), we have that∣∣∣∣∫ (Id−△−1

)
δv · ∂α∇θ2∂αδθ

∣∣∣∣ ≤ ∥(Id−△−1)δv∥L∞∥∂α∇θ2∥L2∥∂αδθ∥L2

≲ ∥(Id −△−1)δv∥H1+ε∥θ2∥Hℓ+1∥δθ∥Hℓ

≲ ∥δθ∥H1+ε+1−2s∥δθ∥Hℓ

≲ ∥δθ∥2Hℓ .

We now estimate |Jα|. As in Section 3.1, let us denote by A = (A1, A2) =
(
− ∂2(−∆)−s, ∂1(−∆)−s

)
, which is

a (formally) skew-symmetric operator. We have that

Jα = −
2∑
j=1

∫
∂αAj(δθ)∂jθ2∂

αδθ

= −
2∑
j=1

∫
∂αδθAj(∂jθ2∂

αδθ)

and by summing both of these last relations we obtain that

Jα =
1

2

∫
∂αδθ

[
Aj , δjθ2

]
(∂αδθ).

We now use Lemma 2.8 to get that

|Jα| ≲
(
∥∂αδθ∥L2

∥∥∥F [(−∆)(1−2s)/2δjθ2

]∥∥∥
L1

+ ∥(−∆)s∂αδθ∥L2

∥∥∥F [(−∆)1/2δjθ2

]∥∥∥
L1

)
∥∂αδθ∥L2 .

We now compute each of these terms. Using the Cauchy-Schwarz inequality, we have for any ε > 0 that∥∥∥F [(−∆)1/2δjθ2

]∥∥∥
L1

≤
∫

|ξ|2|θ̂2(ξ)|dξ

=

∫
|ξ|2

(1 + |ξ|)3+ε
(1 + |ξ|)3+ε|θ̂2(ξ)|dξ

≤
(∫

|ξ|4

(1 + |ξ|)6+2ε
dξ

)1/2

∥θ2∥H3+ε

≲ 1

and ∥∥∥F [(−∆)(1−2s)/2δjθ2

]∥∥∥
L1

≤
∫

|ξ|2−2s|θ̂2(ξ)|dξ

≤
∫

(1 + |ξ|)2|θ̂2(ξ)|dξ

=

∫
(1 + |ξ|)2

(1 + |ξ|)3+ε
(1 + |ξ|)3+ε|θ̂2(ξ)|dξ

≤
(∫

(1 + |ξ|)4

(1 + |ξ|)6+2ε
dξ

)1/2

∥θ2∥H3+ε

≲ 1.

We compute now the final term using the fact that ℓ− 2s ≥ 0,

∥(−∆)s∂αδθ∥L2 =

(∫ (
|ξ|−2s|ξ|ℓ|δ̂θ(ξ)|

)2
dξ

)1/2

≤
(∫

(1 + |ξ|ℓ)2|δ̂θ(ξ)|2dξ
)1/2

= ∥δθ∥Hℓ .

In conclusion, we have that
|Jα| ≲ ∥δθ∥2Hℓ ,

and thus for every γ ≤ α,
|Jγ | ≲ ∥δθ∥2Hℓ . (4.14)
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Estimating the terms Lγ
Similarly to the L2 estimate, we have that

|Lγ | ≤ ∥∂γδHρ∥L∞∥∂α−γ∇θ2∥L2∥∂αδθ∥L2

≲ ∥∂γδHρ∥L∞∥δθ∥Hℓ .

Observing that ∂γδHρ is a smooth map, we have that

∥∂γδHρ∥L∞ ≤ ∥∇∂γKs,ρ∥L∞ |δz| ≲ |δz|

and thus in the end,
|Lγ | ≲ |δz|∥δθ∥Hℓ . (4.15)

Conclusion
Adding relations (4.34) and (4.35) summed over every |α| = ℓ, and gathering estimates (4.41), (4.53)

and (4.56), we obtain that

d

dt
∥δθ∥2Hℓ ≲

(
|δz|+ ∥δθ∥H1−2s

)
+ |δz|∥δθ∥Hℓ + ∥δθ∥2Hℓ ,

which yields that
d

dt
∥δθ∥Hℓ ≲ |δz|+ ∥δθ∥Hℓ ,

which concludes the proof of Lemma 4.5.

4.4 Conclusion of the proof of Proposition 4.1 and uniqueness in Theorem 1.1

We now conclude the proof of Proposition 4.1.
Gathering the results of Lemma 4.3, Lemma 4.4 and Lemma 4.5, we obtain that there exists a time T0 such

that for every t ∈ [0, T0],
d

dt

(
∥δθ∥Hℓ + |δz|

)
≤ C

(
∥δθ∥Hℓ

+ |δz|
)
,

where T0 and the constant C depend only on ∥θ1(0, ·)∥Hk , ∥θ2(0, ·)∥Hk , R1, R2 and T .
By the classical Gronwall’s Lemma, we infer that

∥δθ∥Hℓ + |δz| ≤
(
∥δθ(0, ·)∥Hℓ + |δz(0)|

)
eCt.

This concludes the proof of Proposition 4.1, and hence of Theorem 1.1-(ii).

Please note that in the case s ≥ 1/2 replacing the result of Lemma 4.5 by relation (4.33), then by the same
argument using Gronwall’s Lemma, we prove Proposition 4.2.

We now prove the uniqueness of strong solutions to the vortex wave system (1.4) as stated in Theorem 1.1-(i),
and whose existence has been proved in Section 3. Let (θ1, z1) and (θ2, z2) be two solutions with same initial
datum (θ0, z0), with

θ0 ≡ β on B(z0, R0).

Assume that both solutions are defined on [0, T ). We then define T̄ the supremum of times such that the two
solutions coincide. If T̄ < T , starting from time T̄ , those solutions clearly satisfy the hypotheses of Proposition 4.1
and satisfy the existence of a time T0 ∈ (T̄ , T ) such that for every t ∈ [T̄ , T0],

∥δθ(t)∥H1 + |δz(t)| ≲ ∥δθ(T̄ )∥H1 + |δz(T̄ )| = 0,

which is absurd by definition of T̄ . This proves that T̄ = T and therefore that maximal strong solutions are
unique.

5 Blow-up criterion

A first obstacle to obtain global existence of strong solutions to the vortex-wave system is that the active scalar,
whose self-interaction is governed by the SQG equations, can blow-up on his own and lose regularity. Although we
believe that a proof that this blow-up can actually happen is not known, there are numerical evidences suggesting
it [32]. Moreover, a second type of blow-up, specific to the vortex-wave system, may happen. Indeed, the proof
of existence of solutions requires that the active scalar should be locally constant around the point-vortex. If the
distance to the non -constant part t 7→ R(t) goes to 0 in finite time, the equations become singular, resulting in
a loss of regularity. In this article we investigate this second type of blow-up.
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5.1 The case where R(t) vanishes : proof of Theorem 1.2

For any f ∈ C0(R2), z ∈ R2 and R ∈ (0, 1), we introduce the quantity N (f, z,R) ∈ (−∞; +∞] given by

N (f, z,R) := max
{x∈R2, |x−z|=R}

−(x− z) ·
(
f(x)− f(z)

)
R2(1− lnR)

,

which evaluates the behavior of the radial component of f(x) − f(z) near z. This quantity is a directional
Log-Lipschitz norm. In particular, it satisfies that

|N (f, z,R)| ≤ ∥f∥LL := sup
0<|x−y|<1

|f(x)− f(y)|
|x− y|(1− ln |x− y|)

.

We prove the following blow-up criterion.

Proposition 5.1 (Criterion for the shrink of the constant part). Let (θ, z) be a strong solution of (1.4) on [0, T ∗)
with T ∗ <∞, such that

θ0 ≡ β on B
(
z(0), R0

)
,

for some β ∈ R. We recall the definition of t 7→ R(t) given in relation (1.7).
Then,

R(t) −→
t→T∗

0 ⇐⇒
∫ T∗

0

N
(
v(t, ·), z(t), R(t)

)
dt = +∞.

Proof. We start similarly as in the proof of Lemma 3.4. Let x ∈ R2 such that θ(t, x) ̸= β. Let τ 7→ X(τ) be the
trajectory of the fluid particle passing in x at time t. Then

d

dτ
|X(τ)− z(τ)|

∣∣∣∣
τ=t

=
x− z(t)∣∣x− z(t)

∣∣ · (v(x, t) +H(x, t)− v(z(t), t)
)

=
x− z(t)∣∣x− z(t)

∣∣ · (v(x, t)− v(z(t), t)
)

≥ min
{y∈R2, |y−z(t)|=R(t)}

y − z(t)∣∣y − z(t)
∣∣ · (v(y, t)− v(z(t), t)

)
= − max

{y∈R2, |y−z(t)|=R(t)}
− y − z(t)∣∣y − z(t)

∣∣ · (v(y, t)− v(z(t), t)
)

since
(
x− z(t)

)
·H(x, t) = 0. Since v ∈ C1([0, T ∗)), the quantity N

(
v(t, ·), z(t), R(t)

)
is well defined and finite

by assuming without lost of generality that R(0) < 1. We then obtain that R satisfies the differential inequality

d

dt
R(t) ≥ −N

(
v(t, ·), z(t), R(t)

)
R(t)(1− log(R(t)),

from which we infer, as a particular case of Osgood’s uniqueness theorem that for every t ∈ [0, T ∗),

R(t) ≥ exp

(
− exp

(∫ t

0

N
(
v(τ, ·), z(τ), R(τ)

)
dτ + ln

(
1− ln(R(0))

))
+ 1

)
.

and thus

R(t) −→
t→T∗

0 ⇐⇒
∫ T∗

0

N
(
v(t, ·), z(t), R(t)

)
dt = +∞.

Theorem 1.2 is a simple reformulation of Proposition 5.1 with N(t) := N
(
v(t, ·), z(t), R(t)

)
.

5.2 Proof of Theorem 1.1-(iii) and remarks

From Proposition 5.1, we obtain immediately Theorem 1.1-(iii) from the observation that

N(t) ≤ ∥v(t)∥LL ≲ ∥θ(t)∥H3−2s .

Let us mention that a naive approach to obtain a blow-up criterion could be to conclude directly from Lemma 3.4
that

R(t) −→
t→T∗

0 =⇒
∫ T∗

0

∥∇v(t, ·)∥L∞dt = +∞.
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From this, we only infer that for every ε > 0,∫ T∗

0

∥θ(t, ·)∥H3−2s+εdt = +∞,

which is a weaker result than Theorem 1.1-(iii). Moreover, the quantity t 7→ N(t) is much more precise than
∥∇v(t)∥L∞ or even than ∥v(t)∥LL. In particular, let us observe that since

(
x−z(t)

)
·H(t, x) = 0, the point-vortex

seems to play no role into the possible vanishing of R. This is not a rigorous assertion at all since θ is affected by
the velocity field H generated by the point-vortex. This make us think that should such a blow-up exist, then it
might come from the same mechanism than the blow-up of the SQG equations alone.

6 Global Existence of weak solutions

6.1 Proof of Theorem 1.3

Let ε > 0. To start-with, we consider the functions θε, zε, vε and Hε global solution to the dynamic associated
to the regularized kernel Ks,ε (see Section 2.3 for details). Using the preservation of the Lp norms by the flow
stated by (2.27), we have that (θε)ε>0 is bounded in L∞(R+ ×R2). Therefore, by the Banach-Alaoglu theorem,
we have θε that converges weakly-⋆ in L∞(R+ × R2) up to an omitted extraction.

The right-hand side of (2.23) is (up to a multiplicative constant) the Green function of the fractional Laplace
operator (−∆)σ with σ = s − 1/2. Note that we have σ > 0 by hypothesis. Therefore, using properties of
homogeneous Fourier multipliers on Besov spaces (see [3, §2.3]), we have v(t, .) ∈ Bσp,p(R2). More precisely, there
exists a constant C > 0 such that

∀ t > 0, ∥vε(t, .)∥Bσ
p,p

≤ CT ∥θ0∥Lp (6.1)

for all p ∈ [2,+∞). By Sobolev inequalites, we have for p large enough that Bσp,p(R2) is continuously embedded

in the space of Hölder continuous fonctions C0,σ′
(R2) =: Bσ

′

∞,∞ with 0 < σ′ < σ. With (2.23), we have that Ks,ε

converges strongly in L1
loc(R2) by the Lebesgue dominated convergence theorem. This gives as ε→ 0:

vε := Ks,ε ⋆ θε −→ v := Ks ⋆ θ, strongly in L1
loc ∩ L∞(R+ × R2).

Thus, for any ψ ∈ D([0, T )× R2) with T > 0 fixed,∫ T

0

∫
R2

θε(t, x) vε(t, x) · ∇ψ(t, x) dxdt −→
∫ T

0

∫
R2

θ(t, x) v(t, x) · ∇ψ(t, x) dxdt. (6.2)

The weak convergence of θε as ε→ 0 implies also∫ T

0

∫
R2

θε(t, x)
∂ψ

∂t
(t, x) dxdt −→

∫ T

0

∫
R2

θ(t, x)
∂ψ

∂t
(t, x) dxdt. (6.3)

Similarly as before we have v ∈ C0,σ′
. We can then define t 7→ z(t) using (1.22). The uniform convergence

of vε towards v implies the uniform convergence of zε towards z. We observe that, since v is bounded, we have
z ∈ C0,1([0, T );R2). This is enough to get the convergence:

Hε(t, x) := Ks,ε(x− zε(t)) −→ H(t, x) := Ks(x− z(t)), strongly in L1
loc([0, T )× R2).

Thus, ∫ T

0

∫
R2

θε(t, x) Hε(t, x) · ∇ψ(t, x) dxdt −→
∫ T

0

∫
R2

θ(t, x) H(t, x) · ∇ψ(t, x) dxdt (6.4)

Since t 7→ z(t) satisfies (1.22) then with (6.3)(6.4)(6.6) we have the existence of (θ, z) weak solution to the SQG
vortex-wave system (1.11)(1.12).

Finally, since the weak convergence decreases the Lp norms, we have or all p ∈ [1,+∞] that ∥θ(t, .)∥Lp ≤
∥θε(t, .)∥Lp = ∥θε(t, .)∥Lp , where the last equality is given by (2.27).

The only point that remains to be proved is the continuity in time of t 7→ θ(t, .) with values in L1 ∩ L∞(R2)
endowed with the weak-⋆ topology. For t0, t ∈ R+ and for φ a test function on R2:∣∣ ⟨θ(t, .)− θ(t0, .), φ⟩

∣∣ ≤
∣∣ ⟨θ(t, .)− θε(t, .), φ⟩

∣∣+ ∣∣ ⟨θε(t, .)− θε(t0, .), φ⟩
∣∣+ ∣∣ ⟨θε(t0, .)− θ(t0, .), φ⟩

∣∣.
We now remark that the estimate (2.45) still holds independently on N using the same reasoning from the
evolution equation. As a consequence, we have:∣∣ ⟨θε(t0, .)− θε(t, .), φ⟩

∣∣ =

∣∣∣∣ ∫ t

t0

∫
R2

∂θε
∂t

(s, x)φ(x) dx ds

∣∣∣∣ ≤ (t− t0)∥φ∥H1

(
∥Ks,ε∥L∞ + ∥Ks,ε∥L2∥θε∥L2

)
∥θε∥L2 .

For fixed values of ε, this term vanishes as t → t0. We also have that
∣∣ ⟨θ(t, .)− θε(t, .), φ⟩

∣∣ vanishes as ε → 0
uniformly with respect to t ∈ [0, T ] as a consequence of (6.4). Thus, ⟨θ(t, .)− θ(t0, .), φ⟩ → 0 as t→ t0
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6.2 Proof of Theorem 1.8

For the proof of the global existence of V -weak solutions to the vortex-wave system when s = 1/2, ie: Theorem 1.8-
(i) et (ii), we follow closely the construction by Marchand [27]. This allows us to make use of the technical lemmas
previously in [27] and ease the reading of this proof and focus on what is new. Indeed, the main novelties of this
proof lay in the convergence of the term of interaction between the ODE part and the PDE part.

6.2.1 Step 1: regularization of the system

To start-with, we consider the regularization of the kernel K 1
2 ,ε

introduced at (2.23). By Proposition 2.9,

the vortex-wave system associated to this regularized kernel admits a global smooth solution (θε, zε) with the
respective associated velocity fields vε and Hε.

Since the total velocity field (vε + Hε) is divergence-free, the flow preserves all the Lp norm of functions.
As a consequence, by the Banach-Alaoglu theorem, we have weak convergence of θε towards some function
θ ∈ L∞(R+;L

1 ∩ L∞(R2)) (up to an omitted extraction of subsequence) as ε → 0. By property of the weak
convergence:

∀ t > 0, ∥θ(t, .)∥Lp ≤ lim inf
ε→0

∥θε(t, .)∥Lp ≤ lim sup
ε→0

∥θε(0, .)∥Lp = ∥θ(0, .)∥Lp . (6.5)

We also have for all T > 0 and ψ ∈ D([0, T )× R2),∫ T

0

∫
R2

∂ψ

∂t
(t, x) θε(t, x) dxdt −→

∫ T

0

∫
R2

∂ψ

∂t
(t, x) θ(t, x) dxdt.

Similarly as (6.1), a simple triangular inequality give the continuity in time with value in L∞ ∩L1 endowed with
the weak-⋆ topology.

To conclude the proof of Theorem 1.8-(i), we study the convergence of the other terms as ε→ 0.

6.2.2 Step 2: convergence of the non-linear term

We now study the non-linear term using the commutator formulation (1.16). We introduce the following notation
for the associated bilinear form:

Iψ(θ, ϑ) :=
∫
R2

K 1
2
⋆ θ ·

[
(−∆)

1
2 , ∇ψ

]
(−∆)−

1
2 ϑ(x) dx

To study the convergence of this term, we make use of the following technical lemma which are proved in [27].
First, we use the following estimate on the high-frequencies self interactions:

Lemma 6.1 (Proposition 2.3 in [27]). Let 4
3 < p < 2. For θ ∈ Lp, the distribution Ks ⋆ θ · θ is well-defined

using (1.16) as a consequence of the following estimate on the high-frequencies:∣∣∣Iψ(Hjθ,Hjθ)∣∣∣ ≤ C 2−j(3−
4
p )∥∇2ψ∥L∞ ∥Hjθ∥2Lp ,

The proof of this result relies on Littlewood-Paley decomposition, the commutator estimates given by Lemma 2.7
and Sobolev embeddings. Note that a consequence of this lemma is that I(θ, θ) is well-defined for all θ ∈ Lp

with 4/3 < p < 2.

We also need the following compactness result for the low frequencies of θ:

Lemma 6.2 (Lemma 9.2 in [27]). Let (θn)n∈N be a sequence bounded in L∞(R+;L
p(R2)) for 1 < p < +∞. Then

for every j ∈ Z, the sequences (Sjθn)n∈N and (K 1
2
⋆ (Sjθn))n∈N are pre-compact in L

p
p−1 (R+ × R2).

The proof of this lemma uses the smoothing properties of the operators (Sj) and a compact embedding
argument.

Lemma 6.3. Let θε be a solution in the regularized vortex-wave system (2.24). We have convergence of the
non-linear term: Iψ(θε, θε) −→ Iψ(θ, θ).

Proof. we decompose the studied non-linear term between low and high frequencies (we fix j ∈ Z):

Iψ(θε, θε) = Iψ(Sjθε,Sjθε) + Iψ(Sjθε,Hjθε) + Iψ(Hjθε,Sjθε) + Iψ(Hjθε,Hjθε). (6.6)
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It is a direct consequence of Lemma 6.2 that the three first integrals appearing in the decomposition (6.13) are
converging as ε→ 0 towards their expected limit quantity:

Iψ(Sjθε,Sjθε) −→ I(Sjθ,Sjθ),
Iψ(Sjθε,Hjθε) −→ I(Sjθ,Hjθ),
Iψ(Hjθε,Sjθε) −→ I(Hjθ,Sjθ).

Concerning the remaining term (ie: the high-frequency self interaction), we simply write, using Lemma 6.1 and
Equation (6.9): ∣∣∣Iψ(Hjθε,Hjθε)∣∣∣+ ∣∣∣Iψ(Hjθ,Hjθ)∣∣∣ ≤ C0 2

−j ,

where the constant C0 above depends on the test function ψ and on the initial datum θ0. We conclude

lim sup
ε→0

∣∣∣Iψ(θε, θε)− Iψ(θ, θ)
∣∣∣ ≤ C0 2

−j

Since the estimate above holds for all j ∈ Z, we infer as ε→ 0:

Iψ(θε, θε) −→ Iψ(θ, θ). (6.7)

From the convergence (6.17), we can conclude that we have the expected convergence of the non-linear term:∫
R2

K 1
2 ,ε

⋆ θε(x) · ∇ψ(x) θε(x) dx −→ Iψ(θ, θ).

6.2.3 Step 3: convergence of the ODE

Lemma 6.4. Let zε be the solution to the ODE in the regularized vortex-wave system (2.24). As ε → 0, it
converges towards z ∈ C0,1(R+;R2) solution to

z(t) = z0 +

∫ t

0

∫
R2

v(t, x)χ
(
x− z(t)

)
dx. (6.8)

Proof. To start with, we recall that

dzε
dt

(t) =

∫
R2

vε(t, .)χ
(
x− zε(t)

)
dx.

The kernel ∇⊥(−∆)−
1
2 is associated to the Fourier multiplyer ξ⊥/|ξ|, which is a bounded Fourier multiplyer (see

Lemma 2.6). On the other hand, since θε converges weakly towards θ then the Fourier transform θ̂ε converges

weakly towards θ̂. Therefore, we get that vε(t, .) := K 1
2
⋆ θε(t, .) converges weakly towards v(t, .) := K 1

2
⋆ θ(t, .).

On the other hand, it is a general property of functions in W 1,p that∥∥∥χ(.− z2)− χ(.− z1)
∥∥∥
Lp

≤ ∥∇χ∥Lp |z2 − z1|.

Therefore, fixing a t > 0, we have for any sequence ζε converging towards some ζ ∈ R2,∫
R2

vε(t, .)χ
(
x− ζε

)
dx −→

∫
R2

v(t, .)χ
(
x− ζ

)
dx

Then, by a bootstrap argument, we have convergence of dzε/dt towards
∫
R2 vε(t, x)χ

(
x−zε(t)

)
dx for every fixed

t > 0 and thus we have local uniform convergence of zε towards a z that satisfy (6.19).

6.2.4 Convergence of the singular part of the velocity field

To study the convergence of Hε, the singular part of the velocity field (ie the velocity field generated by the
point-vortex), it is necessary to exploit the fact that we only study V -weak solutions. In this parts and in the
next part of the proof, we manipulate this notion of V -weak solutions. The objective is to show that this notion
permits to obtain a non-trivial object in the presence of a localized singularity (in our case it is the point-vortex)
even if the singularity is non-integrable.

It is now time to introduce the set V we are going to work with:
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Lemma 6.5. Let Hε, zε defined by (2.24) and let t 7→ z(t) the limit of zε as ε → 0 (see Lemma 6.4. Let
H(t, x) := K 1

2
(x− z(t)). Let δ > 0, we define

Vδ :=
{
ψ ∈ D(R+ × R2) : ∀ t > 0, ∀x ∈ B

(
z(t), δ

)
, ∇ψ(t, x) = 0.

}
.

Then, for all ψ ∈ Vδ, we have ∇ψ ·H ∈ L1 and for all t > 0:∫
R2

∇ψ(t, x) ·Hε(t, x) dx −→
∫
R2

∇ψ(t, x) ·H(t, x) dx.

Proof. The idea is to choose V so that the most singular part (that lays in a moving point) vanishes. We recall
the definition of the regularization kernel from Subsection 2.3 where we introduced the functions

Hε(t, x) := K 1
2 ,ε

(x− zε(t)), and H̃ε(t, x) := K 1
2 ,ε

(x− z(t))

To start with, we have for all ψ ∈ Vδ, on any fixed interval of time [0, T ),

∀ (t, x) ∈ [0, T )× R2, H̃ε(t, x) · ∇ψ(t, x) = H(t, x) · ∇ψ(t, x)

provided that ε ≤ δ. Indeed, the two functions H̃ε(t, .) and H(t, .) coincide outside B(z(t), δ) while ∇ψ(t, .)
vanishes inside this ball. On the other hand, if we assume that ε is so small that for all t ∈ [0, T ], we have
|zε(t)− z(t)| ≤ δ/2 and ε ≤ δ/2, then, using again ∇ψ(t, .) ≡ 0 on B(z(t), δ),∫

R2

∇ψ(t, x) ·
(
Hε(t, x)− H̃ε(t, x)

)
dx

=

∫
R2\B(z(t),δ)

∇ψ(t, x) ·
(
K 1

2 ,ε
(x− zε(t))−K 1

2 ,ε
(x− z(t))

)
dx

=

∫
R2\
(
B(z(t), δ2 )∪B(zε(t),

δ
2 )
)∇ψ(t, x) · (K 1

2 ,ε
(x− zε(t))−K 1

2 ,ε
(x− z(t))

)
dx

=

∫
R2

∇ψ(t, x) ·
(
K 1

2 ,
δ
2
(x− zε(t))−K 1

2 ,
δ
2
(x− z(t))

)
dx.

Thus, ∣∣∣∣ ∫
R2

∇ψ(t, x) ·
(
Hε(t, x)− H̃ε(t, x)

)
dx

∣∣∣∣ ≤ ∥∇ψ(t, .)∥L2

∥∥∥∇K 1
2 ,

δ
2
(t, .)

∥∥∥
L2

|zε(t)− z(t)|.

This implies the announced convergence.

Gathering all the convergences established before, we can conclude the proof of Theorem 1.8-(i) by setting
V :=

⋃
δ>0 Vδ.

6.2.5 Conclusion of the proof of Theorem 1.8

Concerning Theorem 1.8-(ii), we already have for all ψ ∈ V that H ·∇ψ ∈ L1. For the Γ-coincident property, we
note that V ⊆ D(R+ ×R2). Conversely, let Ω0 ⊆ R+ ×R2 such that δ0 := infx∈Ω0

infy∈Γ |x− y| > 0. For a fixed
φ ∈ D(R+ × R2), it is possible to construct a ψ ∈ Vδ0/2 such that φ ≡ ψ on Ω0 by the Urysohn’s lemma. More
precisely, let χ : R+ → R+ monotonous, C∞ and such that χ(s) = 1 if s ≤ δ0/2 and χ(s) = 0 if s ≥ δ0. We define

ψδ0(t, x) := χ
(
∥x− z(t)∥

)
−
∫
B
(
z(t),

δ0
2

) φ(t, x) dx +
(
1− χ

(
∥x− z(t)∥

))
φ(t, x), (6.9)

where the barred integral denotes the mean value. It is direct to check that ψδ0 ∈ Vδ0 ⊂ V and that ψδ0 ≡ φ in
Ω0.

To prove Theorem 1.8-(iii), we assume that a V -weak solution (θ, z) has regularity C1 on an interval of time
[0, T ) with T ∈ (0,+∞] and that θ(t, .) is constant on a neighborhood of z(t) for all t ∈ [0, T ). We prove here
that, with such regularity, this V -weak solution is actually a solution in the classical sense.

To start with, by hypothesis, there exists δ0 > 0 such that ∇θ(t, .) ≡ 0 on the ball B(z(t), δ) for all t ∈ [0, T ).
Let 0 < δ < δ0, let φ ∈ D([0, T ) × R2) and let ψδ defined by (6.29). The fact that θ is constant on B(z(t), δ)
implies

∀ t ∈ [0, T ), ∀x ∈ R2, θ(t, x)∇φ(t, x) = θ(t, x)∇ψδ(t, x). (6.10)
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On the other hand, since ψδ ∈ V , we use that θ is a V -weak solution to write∫ T

0

∫
R2

(
∂ψδ
∂t

(t, x) + v(t, x) ·
[
(−∆)s,∇ψδ(t, x)

]
(−∆)−s

+H(t, x) · ∇ψδ(t, x)

)
θ(t, x) dxdt+

∫
R2

ω0(x)ψδ(0, x) dx = 0,

Using Lemma 1.4, since θ is C1, gives∫ T

0

∫
R2

(
∂ψδ
∂t

(t, x) +
(
v(t, x) +H(t, x)

)
· ∇ψδ(t, x)

)
θ(t, x) dxdt+

∫
R2

ω0(x)ψδ(0, x) dx = 0,

Using (6.30), we can replace ∇ψδ by ∇φ in the equality above. It then becomes possible to pass to the limit
δ → 0 and get∫ T

0

∫
R2

(
∂φ

∂t
(t, x) +

(
v(t, x) +H(t, x)

)
· ∇φ(t, x)

)
θ(t, x) dxdt+

∫
R2

ω0(x)φ(0, x) dx = 0,

Since θ is a C1 function and since φ is any function in D([0, T )× R2), we conclude that θ satisfy point-wise

∂θ

∂t
(t, x) +

(
v(t, x) +H(t, x)

)
· ∇θ(t, x) = 0. and θ(0, x) = ω0(x).

Similar manipulations give that t 7→ z(t) satisfy the quasi-point-vortex equation point-wise.

7 The case of several vortices

In the previous sections, we studied for the sake of clarity the case of a single point-vortex interacting with the
background. Naturally, the results of this paper can be extended to the case of several point-vortices at least in
non degenerate cases. Although this is not the main topic of this paper and we will not provide a proof of this
claim, let us discuss briefly how to define and deal with several point-vortices.

Consider several point-vortices (zi)1≤i≤N of intensities ai ∈ R∗. The vortex-wave system then writes

v(t, x) = Ks ⋆ θ(t, x),

Hi(t, x) = Ks

(
x− zi(t)

)
, ∀i ∈ {1, . . . , N},

∂θ

∂t
+∇ ·

[(
v +

N∑
i=1

aiHi

)
θ

]
= 0,

dzi
dt

(t) = v
(
zi(t), t

)
+
∑
j ̸=i

ajHj(zi(t), t), ∀i ∈ {1, . . . , N}.

(7.1)

A common method in the study of point-vortices used to reduce this problem to the case of a single point-
vortex is to consider the influence of other point-vortices as an exterior field. In that case we consider the
equations 

v(t, x) = Ks ⋆ θ(t, x),

H(t, x) = Ks

(
x− z(t)

)
,

∂θ

∂t
+∇ ·

[(
v + aH + F

)
θ
]
= 0,

dz

dt
(t) = v

(
zi(t), t

)
+ F (zi(t), t),

with F being a bounded, Lipschitz, divergence free map. It is then not difficult to reproduce the arguments of
local existence and uniqueness of strong solutions for this new system. The remaining part consists in proving
that the exterior field F defined as the influence of the other point-vortices retains its properties locally in time.
This is the case if the active scalar is locally constant around the point-vortices at time 0 and if the point-vortices
remain far from each other.

The main difficulty arising when considering several point-vortices is that there exists a new type of blow-up:
collapses of point-vortices. Assume that

∀i ∈ {1, . . . , N}, θ0 ≡ βi on B(zi(0), Ri(0)),
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for some constants βi and Ri(0) > 0 and let

Ri(t) := sup
{
r ≥ 0 , θ(t) ≡ βi on B(zi(t), r)

}
.

If for some T > 0,
lim
t→T

|zi(t)− zj(t)| = 0, (7.2)

which is what we call a collision of the point-vortices zi and zj , then if βi ̸= βj this implies that

lim
t→T

Ri(t) = 0 and lim
t→T

Rj(t) = 0,

which is a more complicated version of the type of blow up that we already discussed in Section 5. However if
βi = βj it could be possible that (7.5) holds true, while having that Ri(t) > m and Rj(t) > m, with m > 0, for
every t ∈ [0, T ). This is a new type of blow-up, which is a classical point-vortex collapse in an exterior field that
this time represents the interaction with the background.

Both in the context of the Euler or SQG point-vortex system, if the intensities ai have all the same sign,
then collapses can not happen and the solution is always global in time. For the Euler vortex-wave system, this
remains true: there exists a global in time strong solution when the initial vorticity is locally constant around
the point-vortices, see [28]. For the general SQG vortex-wave system this may not be true anymore because of
the possible regularity blow-up of the background. Indeed, we prove that a collapse of all positive point-vortices
may happen if at least one of the Ri goes to 0, hence if a blow-up as described in Section 5 happens.

Proposition 7.1. Let (θ, (zi)i) be a classical (in the sense of Theorem 1.1-(i)) solution to the vortex-wave
system (7.1) with N points, on at least [0, T ∗). If all the intensities have the same sign, then for a collision of
point-vortices to happen at time T ∗ one must have that

min
1≤i≤N

Ri(t) −→
t→T∗

0.

Proof. Assume without loss of generality that ai > 0 for every i ∈ {1, . . . , N}. Let

H(t) =
∑
i ̸=j

aiaj
1∣∣zi(t)− zj(t)

∣∣2−2s

and

I(t) =

N∑
i=1

aiz
2
i (t).

Then

d

dt
I(t) = 2Cs

N∑
i=1

aizi ·

∑
j ̸=i

aj

(
zi(t)− zj(t)

)⊥∣∣zi(t)− zj(t)
∣∣4−2s + v(t, zi(t))


= 2Cs

∑
i̸=j

aiaj
zi(t) · z⊥j (t)∣∣zi(t)− zj(t)

∣∣4−2s + 2Cs

N∑
i=1

aizi(t) · v(t, zi(t))

= 2Cs

N∑
i=1

aizi(t) · v(t, zi(t))

≤ C(I(t) + 1)V (t),

were we used that zi(t) ≤ z2i (t) + 1. Therefore, there exists a constant C such that

∀t ∈ [0, T ∗), I(t) ≤ C exp

(
C

∫ t

0

V (t′)dt′
)
,

and thus

∀t ∈ [0, T ∗), ∀i ∈ {1, . . . , N}, |zi(t)| ≤ C
√
I(t) ≤ C exp

(
C

∫ t

0

V (t′)dt′
)
. (7.3)

We then have that

d

dt
H(t) = Cs

N∑
i=1

v(t, zi(t)) ·
∑
j ̸=i

aj

(
zi(t)− zj(t)

)⊥∣∣zi(t)− zj(t)
∣∣4−2s

≤ CV (t) exp

(
C

∫ t

0

V (t′)dt′
)∑
i ̸=j

aiaj
1∣∣zi(t)− zj(t)

∣∣2−2s

≤ CV (t) exp

(
C

∫ t

0

V (t′)dt′
)
H(t)
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where we used relation (7.12). Therefore,

∀t ∈ [0, T ∗), H(t) ≤ C exp

(
C

∫ t

0

V (τ) exp

(
C

∫ τ

0

V (t′)dt′
)
dτ

)
.

We now observe that

|V (t)| ≤ C

min
1≤i≤N

(
Ri(t)

)3−2s

since, as in relation (4.11) and (4.9), we have that

v(t, zi(t)) = Ks,Ri(t) ⋆ θ(t, ·)(zi(t))

=

∫
|x−zi(t)|≥Ri(t)

Ks(x− zi(t))θ(t, x)dx

≤ ∥θ(t)∥L1∥Ks∥L∞(R2\B(zi(t),Ri(t)))

≤ Cs(
Ri(t)

)3−2s .

If a collision of point-vortices occurs at time T ∗, then H(t) −→
t→T∗

+∞. Gathering the previous relations,

min
1≤i≤N

Ri(t) −→
t→T∗

0.

Acknowledgments.

Martin Donati’s work is supported by the Simons fundation project on Wave Turbulence. Martin Donati
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